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Abstract—A duty cycle controlled pulse width modulator
(PWM) is designed and tailored to provide PVT (process, voltage
and temperature) stable, duty cycle comparison based PUF
primitive for security applications. The proposed circuit uses a
current starved ring oscillator whose duty cycle can be controlled
over a wide range of 20%-90%. This proposed PVT compensated
circuit provides a stable and uniform duty cycle with a worst case
error between 1%-2% over an operating temperature range of
0◦C-100◦C, supply voltage range of 0.95 V-1.05 V, and fast fast
(FF) and slow slow (SS) manufacturing process conditions. This
proposed reliable and controlled PUF primitive is configurable
to accept controlled random digital inputs to provide random
and configurable duty cycle output values over a wide range.

Index Terms—Physical unclonable function, Hardware secu-
rity, Pulse width modulator, Ring oscillator

I. INTRODUCTION

Switching DC-DC voltage regulators are widely used for on-

chip voltage regulation with high power conversion efficiency

[1], [2]. An important property of switching DC-DC regulators

is to control the duty cycle of input switching signal to scale

the DC output [3]. A PVT stable pulse width modulator

(PWM) based on a current starved ring oscillator is proposed

in [4–6], to provide the duty cycle control function for a

switching DC-DC regulators [2], [7–13].

Adding security protocols to voltage regulation function is

an important benefit that can used to provide a capability to

counter side-channel power analysis attacks [14–20]. A duty

cycle controlled PWM with the capability to use random inputs

is proposed to develop a controlled PUF primitive for security

applications. Controlled PUF primitives are versatile compo-

nents of programmable security applications as discussed in

[21], [22]. In a conventional ring oscillator PUF [23–26],

frequency comparison of a set of matched ring oscillators is

used as a criteria to generate an output response bit.

PUF circuits use the underlying manufacturing process

variations to produce a set of random frequencies [26]. The

frequency of a ring oscillator is highly sensitive to temperature,

voltage variations, and device aging, potentially reducing the

PUF reliability [27]. Although error correction schemes can

be used to mitigate the impact of variations, error correction
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increases the cost and vulnerability to the PUF implementa-

tions [26], [29]. Post processing of PUF response data and

error correction schemes are proposed in [28–31]. The cost

of error correction can be considerably reduced with a PVT

stable PUF circuit. A PVT stable and reliable PUF circuit has

previously been proposed using circuit compensation methods

[32], [33].

A temperature stable PUF primitive based on ring oscillator

duty cycle comparisons has also recently been proposed [34].

The proposed PUF uses delay-mismatched inverter stages

exploiting width-to-length mismatch among ring oscillator

stages. This mismatch produces a different duty cycle at each

inverter stage. This PUF therefore consists of a fifteen stage

ring oscillator to produce distinct duty cycles. This PUF also

lacks the capability of a controlled PUF. Alternatively the PUF

primitive proposed in this paper uses a current starved ring

oscillator with seven stages to introduce delay-mismatched

inverters that produce distinct duty cycles at the output of each

stage [5]. A PVT stable, low power operation, and reliable

PUF primitive is realized using feedback techniques. Stable

threshold values can be used to distinguish between duty

cycles to differentiate between wrong and valid comparison

conditions. In addition to the manufacturing process variations

to provide random values that conventional PUFs rely on,

the proposed PUF also houses digitally controlled current

sources that can be configured to provide a random challenge

to produce a random set of duty cycles over a wide range for

response bit generation.

The rest of the paper is organized as follows. In Section

II, the basis for duty cycle based PUF primitive is explored.

The features of the tailored PWM and the adaptation of the

PWM as a variable duty cycle based PUF primitive is reviewed

in Section III. In Section IV, the details of proposed PUF

primitive and the reliability over PVT variations are discussed

with Monte Carlo circuit simulations and at different corner

conditions. The details of the Monte Carlo simulation based

statistical reliability analysis of the proposed PUF are offered

in Section V. Conclusions are provided in Section VI.

II. DUTY CYCLE BASED PUF

A typical ring oscillator with N integral stages has N

output nodes available along the chain. With balanced rise
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Fig. 1. Typical ring oscillator circuit with 2m +1 inverter stages.

Fig. 2. Duty cycle at the nodes N1-N7 under different delay ratio K-factor.

and fall times, the duty cycle at each inverter output stage is

approximately 50%. The duty cycle at each output node can

be offset from the 50% value by mismatching the rise and fall

delay time of odd and even stages. The capability to produce

independent and separate duty cycles at each node provides a

method to enhance the entropy of duty cycle values for use

in PUF application. A mathematical analysis to justify using

a seven-stage ring oscillator is presented below.

A typical ring oscillator circuit with (2m+1) stages, where m
is a positive integer, is shown in Fig. 1. The corresponding high

and low time at the output of each node N1, N2, .. N(2m+1)
can be expressed as

tph =

(m+1)∑

i=1

tdr(i) +

m∑

i=1

tdf(i), (1)

tpl =

(m+1)∑

i=1

tdf(i) +

m∑

i=1

tdr(i). (2)

where tdf(i) and tdr(i) are, respectively, the fall and rise

propagation delay of each inverter stage.

As a case study for a seven stage ring oscillator (i.e.,
m=3, where the rise time between odd and even stages is

mismatched by a factor K-factor=(tdr(i)/tdr(i+1)), the low and

high time at the output and corresponding duty cycle have

different values. Theoretical analysis of the duty cycle value

using (1) and (2) and a value of K-factor ranging from 0.3 to

1, the corresponding duty cycle at each node, N1 to N7, has

a different value and changes uniformly with the K-factor, as

shown in Figure 2. The separation between the duty cycles at

each node N1 to N7 in Fig. 2 can be increased by using added

offset values to fall delay between alternate stages.

Headers Ia, Ib 

Footers   Ic, Id 

Digital 
control

DC2V Ring Oscillator CLK

Fig. 3. Block diagram of pulse width modulator.
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Fig. 4. Seven-stage current controlled ring oscillator.

A digitally controlled pulse width modulator [4] has been

proposed to control the ring oscillator rise and fall time at

each stage and correspondingly the duty cycle at each stage

output. As shown in [4], the digital control provides a versatile

and flexible method of generating distinct duty cycle values at

the output node of the PWM. A digital current source control

feature for the PWM is utilized to demonstrate the proposed

controlled and re-configurable PUF circuit primitive.

III. PULSE WIDTH MODULATOR

An architectural block diagram of PWM is shown in Fig.

3 where the output of the ring oscillator CLK is fed to the

duty cycle to voltage converter (DC2V) block to generate a

control signal. DC2V provides an analog control signal for

the headers and footers to ensure a stable duty cycle under

PVT variations. Digital control provides signals for the header

and footer circuits to dynamically change the duty cycle and

frequency of the ring oscillator. The details of the digitally

controlled PWM and related features are described in detail

in [4–6].

A. PWM characteristics

Analytic expressions for the duty cycle and frequency in

terms of header and footer currents [4], [5] are summarized

here. The circuit schematic of the PWM in terms of header

and footer current sources is illustrated in Fig. 4. Referring

to Fig. 4, a list of parameters defined for the expressions is

as follows α = IA/IA5, β = IB/IB5, γ = IC/IC5, and

δ = ID/ID5 where IA, IB, IC, and ID are the currents passing

through, respectively, Ia, Ib, Ic, and Id. IA5, IB5, IC5, and ID5
are the currents passing, respectively, through Ia, Ib, Ic, and

Id to provide a 50% duty cycle. The duty cycle and frequency

of the PWM are expressed as

D = 1/(1 + (α/β) ∗ (γ/δ)), (3)
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Fig. 5. Modified seven-stage current controlled ring oscillator for PUF
application.

Fnew = 2 ∗ (1−D) ∗ F0. (4)

where D is the duty cycle of the proposed PWM, F0 is the

frequency of PWM when D is equal to 0.5, and Fnew is the

new frequency of the PWM. To maintain a constant frequency,

the ratio of the header currents (IB/IA) or footer currents

(IC/ID) can be determined for each value of duty cycle D
as

IB/IA = D/(1−D), (5)

IC/ID = D/(1−D). (6)

B. PWM circuit as a PUF primitive

The proposed PWM circuit for PUF application is shown

in Fig. 5. The footer circuits Ic1, Id1, Ic2, Id2, Ic3, Id3 and

Ic4 are a set of NMOS transistors connected to each inverter

stage to control the sink current of each stage. The footers are

controlled with digital inputs to provide the correct current

to produce the fall delay offset and accordingly to produce

a unique duty cycle at each of the output nodes N1-N7. The

header circuit provides duty cycle control with digital inputs

and PVT compensation capability.

C. PWM Analysis for PUF application

The current controlled variable duty cycle PWM described

analytically in (3) is exploited to develop a PUF primitive.

Evaluation of the duty cycle at each node N1 to N7 of the

current controlled PWM is performed using a range of current

ratio values for currents IA and IB from the current sources Ia
and Ib. The corresponding current distribution at odd and even

stages is determined for each node N1 to N7, to determine the

ratio (α/β) used in (3). The corresponding footer current and

ratio (γ/δ) for each node N1 to N7 is evaluated and applied

in (3). The duty cycle for each node N1 to N7 versus header

current ratio, K-factor=(α/β) is shown in Fig. 6. The current

mismatch produces a wide duty cycle distribution for each

node over a higher mismatch range of K-factor.

IV. DUTY CYCLE BASED PUF DETAILS

Each PWM based PUF primitive on a chip can be indepen-

dently configured to produce seven different and independent

groups of duty cycle values that can be adaptively changed

through digital control inputs. An important requirement of a

PUF primitive is to provide distinct values at the output for

Fig. 6. Duty cycle at nodes N1-N7 under different current ratio K-factor.

Fig. 7. Duty cycle histogram for (α/β) > 1 (top), (α/β) < 1 (bottom).

comparison that are above the error threshold. Additionally, the

values should be reliable under environmental changes such as

temperature and supply voltage variations. The manufacturing

process stable PUF can be randomized with random digital

control inputs. The PUF can be adapted to re-configure the

PUF duty cycle outputs with digital control. The proposed

PUF is evaluated with transistor-level simulations and satisfies

the requirements of a feasible PUF primitive.

A. PUF primitive unique outputs

A statistical analysis of the duty cycle is performed with

Monte Carlo simulations using 32nm PTM [35] CMOS mod-

els. A duty cycle histogram chart of the Monte Carlo simu-

lation of 200 samples of the two different configurations of

the header current source ratio for the PUF circuit is shown in

Fig. 7. The duty cycle values are distinctly separated with

a very low statistical spread which is indicated with low

standard deviation value. The proposed PUF circuit provides

a wide range of 20%-90% duty cycle outputs based on

digital challenge inputs. Accordingly, the proposed PUF can

generate a large set of challenge-response pairs for security

applications.

B. PVT stable PUF primitive evaluation

The duty cycle comparison based proposed PUF primitive is

stable over temperature, voltage, and process variations. The

DC2V feedback circuit used in the PWM compensates the

header currents over the IC manufacturing process conditions,

temperature changes, and supply voltage variations to keep
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Fig. 8. Temperature versus duty cycle for output nodes N1-N7.

Fig. 9. Supply voltage versus duty cycle for output nodes N1-N7.

the duty cycle constant to within 1%-2% over the operating

ranges. Circuit simulations performed with CMOS 32nm PTM

models over SS and FF corners, temperature range of 0◦C-

100◦C, and supply voltage of 1 V are shown in Fig. 8. The

duty cycle differences over SS and FF process corners deviate

within 1% value for the output nodes N1 to N7 and between

1%-2% over temperature range of 0◦C-100◦C.

Simulation results of duty cycle over the supply voltage

range of 0.9V-1.05V, 27◦C, for SS and FF process corners,

are shown in Fig. 9. The duty cycle at each output node is

stable to within 1% between the voltage range of 0.9V to

1.05V over SS and FF process corners.

A typical value of 2% threshold difference for error limits

over PVT conditions ensures the validity of unique values for

duty cycle comparisons to generate distinct output response

bits.

V. PROPOSED PUF RELIABILITY

Monte Carlo circuit simulation of 100 instances of the

proposed PUF primitive using 32nm PTM models is performed

over the temperature range of 0◦C-100◦C at 1 V to evaluate

the temperature reliability. The variation of standard deviation

of the duty cycle (left) and the mean value of the duty

cycle (right) over the temperature range of simulation for

output nodes N1-N7 are shown in Fig. 10. The fractional

value of the standard deviation and stable duty cycle mean

value demonstrates a stable and reliable PUF primitive over

temperature. Monte Carlo circuit simulation of 100 instances

Fig. 10. Standard deviation (left) and mean (right) values of the duty cycle
under temperature variations.

Fig. 11. Standard deviation (left) and mean (right) values of the duty cycle
under different supply voltages.

of the proposed PUF primitive using 32nm PTM models is

performed over the supply voltage range of 0.95V-1.05V at

27◦C to evaluate the supply voltage reliability. The standard

deviation and mean value of the duty cycle is shown in Fig.

11 over the operating voltage range. The standard deviation

of the duty cycle is a fractional value for output nodes N1-N7
with a stable mean value over the supply voltage range.

VI. CONCLUSION

A variable duty cycle PUF primitive is proposed for security

applications. The proposed PUF primitive is demonstrated to

be stable over the worst case and best case manufacturing pro-

cess, supply voltage, and temperate variations. The proposed

PUF primitive uses current starved inverters, thus reducing

the power requirements. The feedback utilized to maintain

a robust duty cycle under PVT variations uses a simple,

stable circuit that provides a fast response with an effective

compensation over the operating ranges. The proposed PUF

primitive is configured and controlled with digital inputs for

security adaptation and therefore well suited for programmable

applications, portable applications requiring low power and

small area.
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[19] W. Yu and S. Köse, “A Voltage Regulator-Assisted Lightweight AES
Implementation Against DPA Attacks,” IEEE Transactions on Circuits
and Systems I: Regular Papers, Vol. 63, No. 8, pp. 1152 - 1163, August
2016.
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