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Abstract. The blue noise mask (BNM) is a halftone screen that pro-
duces unstructured, visually pleasing halftone images. Since it is a
point process, halftoning using the BNM can be implemented con-
siderably faster than error diffusion and other algorithms. However,
in the construction of the original BNM, a number of constraints were
used to llmit its characteristics in the spatial and frequency domains.
These constraints were not efficient to compute and required adapt-
abillty to allgraylevels in the construction process. The original BNM
also contained some small but unwanted low-frequency components
at some gray levels. In this paper, we present a revised approach
to the generation of blue noise patterns and the construction of
BNMs employing more efficient computations and eliminating more
unwanted residual low-frequency components. Psychovisual evalu-
ation shows that dithering with the new BNM gives excellent results
and its rating is statistically indistinguishable from that of error dif-
fusion with serpentine raster and perturbed weights.

1 Introduction
It is accepted in halftoning that unstructured, high-frequency
(blue noise) dot patterns are visually pleasing. Error diffu-
sion,' a halftone algorithm that produces high-quality half-
tone images, has been shown to have blue noise character-
istics in the transform domain.2'3 More sophisticated
algorithms that make use of error diffusion have been pro-
posed to improve its quality, such as those introduced by
Ulichney,2 Eschbach and Knox,4 and Pappas and Neuhoff.5
Generally, these add to the computation complexity of error
diffusion. Sullivan, Ray, and Miller6 used a visual criterion
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to generate blue noise patterns, but the halftone process in-
volves a gamut of halftone patterns for all gray levels instead
of a single halftone screen. Rollesten and Cohen7 generated
a halftone screen with correlated (high-frequency) noise;
however, the halftone patterns at individual levels were not
constrained to blue noise patterns. The blue noise mask
(BNM) reported by Mitsa and Parker is distinct in that the
halftone pattern of the BNM at each level has constrained
first-order (the gray level is preserved) and second-order (the
power spectra have blue noise characteristics) statistics8'9
and, therefore, blue noise is explicitly guaranteed in its binary
pattern at each level. The halftone process of the BNM is a
simple comparison of the image pixel value against the cor-
responding mask value, just like other ordered-dither meth-
ods, but it is free of periodic structures that normally exist
in ordered dither'° and its blue noise characteristic produces
unstructured dot patterns comparable to those of error dif-
fusion.9 However, a number of improvements are possible
that make construction of new BNMs more efficient, reduce
further any residual low-frequency artifacts, and add desir-
able features of the human visual system (HVS).

Briefly, the original BNM was constructed for one gray
level at a time beginning with an intermediate starting binary
pattern, or seed. Each subsequent level was constrained by
the binary pattern at a preceding level, such that a single-
valued function, or ordered-dither array, was constructed with
desired first-order and second-order statistics. At each level,
a circularly symmetric filter was used to identify and elim-
mate low-frequency structures (large ' 'clumps'

'
) incompat-

ible with the desired blue noise power spectrum. Implicit
periodicity, or ' 'wraparound'

'
filtering,was used so the BNM

could be seamlessly tiled with itself to cover larger image
spaces.8'9 These concepts were later adapted and employed
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by who used the term voids and clusters to de-
scribe the unwanted low-frequency structures (''clumps' ') in
a BNM construction.

In the original report by Mitsa and Parker,8'9 spatial con-
straints such as local means were also employed as redundant
enforcement ofdesired properties ofthe binary pattern. These
filters were adaptive with respect to gray level and also with
respect to the individual binary patterns found at the start of
each level of construction. This paper describes a simpler
approach where a simple anisotropic filter is used without
any adjunct constraints. Also, the filter is adaptive over gray
levels, but not with respect to the details ofeach binary pattern
formed in the construction steps. These modifications elim-
mate some capability to shape details of the desired power
spectrum of a binary pattern, but make the overall processing
more simple, enabling turnkey construction of independent
BNMs. Another modification is the inclusion of the aniso-
tropy of the HVS with respect to angle. In the binary pattern
power spectrum, more energy can be placed at the diagonal
since the HVS has its weakest high-frequency response there.
The results will be shown to be quantitatively and qualita-
tively improved with respect to results from error diffusion
rendering and the original BNM.

2 New
In this section, we present a new BIPPSMA (Binary Pattern
Power Spectrum ManipulatingAlgorithm), which can convert
any binary pattern at any level to a blue noise pattern. The
new BIPPSMA differs from the one by Mitsa and Parker9 in
that the latter tries to force the binary pattern into the pre-
defined isotropic blue noise power spectrum, with negligible
low-frequency energy, and a prescribed high-frequency level
ofthe radially averaged power spectrum. The new BIPPSMA
uses a simple anisotropic filter to eliminate low-frequency
energy, without prescribing the details of the high-frequency
level. In this way, the clumps in the binary pattern are re-
moved and the resulting pattern will be a visually pleasing
blue noise pattern. Specifically, starting with an initial binary
pattern, such as white noise, we take the fast Fourier transform
(FFT) of the current pattern, filter it in the frequency domain,
and take the IFFT back to the spatial domain where the values
will now be different from those of the binary pattern and
are no longer binary. For all pixels with a 1 (corresponding
to white dots) in the binary pattern, we find the pixels of the
filtered array that have the largest positive deviation from the
average gray level of the binary pattern. These are the centers
of the largest white clumps. Similarly, for the 0's (cone-
sponding to black dots) in the binary pattern, we find the
pixels with the largest negative deviation from the gray level
of the binary pattern. These are the centers of the largest
black clumps. We convert the values of clump centers and
thus diminish the clumps. This process is repeated until a
stopping criterion is satisfied, and our final binary pattern
will have the qualities of the desired good pattern.

The steps of BIPPSMA are outlined as follows:

I . Set the initial number M of pairs of 1 's and 0's to be
swapped in each iteration.

2. Specify in the transform domain a 1-D low-pass filter
appropriate for the gray level.

3. Rotate the l-D filter to make the 2-D low-pass filter.

4. Take the FFT of the current binary pattern.
5. Filter the binary pattern with the 2-D low-pass filter.
6. Take the IFFT of the filtered pattern.
7. Form an error array by computing the difference be-

tween the filtered pattern and the gray level the pattern
represents.

8. Sort the errors into two cases:
For all pixels containing a 1 in the binary pattern,
sort the positive errors.
For all pixels containing a 0 in the binary pattern,
sort the negative errors.

9. Swap the M pairs of l's and 0's that have the highest
positive and negative errors.

10. Compute the mean squared error (MSE) ofthe filtered
pattern with respect to the gray level:

If the MSE drops, go to step 4 and proceed to the
next iteration.
If the MSE increases and M 1, reduce M by half,
go to step 4.
Otherwise, stop.

The low-pass filter we use is any smoothly varying low-pass
filter, such as a Butterworth, a Gaussian, etc. , in which the
cutoff frequency is adapted to the gray level of the binary
pattern. According to Ulichney,3 a blue noise pattern has a
principal frequency dependent on gray level:

, (1)

where g is the gray level normalized to 1 ,andR is the distance
of the addressable points on the display.

The principal frequency is considered to be a cutoff fre-
quency for a blue noise power spectrum. We use it as a
parameter in our low-pass filter. For the Butterworth filter:
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where u and v are the transform coordinates, f is the cutoff
frequency and Nis the order ofthe Butterworth filter. Figure 1
shows the binary pattern at level 245 (95.7% of 256) with
f =0.4 XfgandN = 3 for the Butterworth filter. For the Gaus-
sian filter:

(3)

where o is a function of the principal frequency. Figures 2
and 3 show the binary patterns at level 245 with cr =fg/4.5
and r fg/2.5, respectively. We see both filters yield very
good results when the parameters are appropriately chosen.

The characteristic of the HVS can also be incorporated
into the filter. We know that the human eye has maximum
sensitivity in the horizontal and vertical directions and mm-
imum sensitivity in the diagonal direction.'2 Thus we can

Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 08/27/2015 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx



Yao and Parker

Fig. 1 Binary pattern at level 245 obtained with the Butterworth filter
(f=O.4xfand N=3).

Fig. 2 Binary pattern at level 245 obtained with the Gaussian filter
= fgI4.5).

add another parameter in our filter so that the filtered pattern
will have more energy in the diagonal direction than in the
horizontal and vertical directions:

F' (u, v) = [1 + c X cos(40)] F(u, v)

where 0 is the central angle around the dc point and c is a
constant between 0 and 1 that controls the amount of energy
redistribution. We found empirically that c =0.2 is a good
value to use. When c =0, this reduces to our previous radially
symmetric filter. The filter has smaller values in the diagonal
direction and larger values in the horizontal and vertical di-
rections, so the filtered binary pattern will have more energy
in the diagonal direction and less energy in the horizontal
and vertical directions due to the swapping step described.
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Fig. 3 Binary pattern at level 245 obtained with the Gaussian filter
(ci = fg/2.5).

Figure 4 shows the patterns obtained with c =0.3 using the
Gaussian filter with o =fg/2.5. Figures 1 through 4 all use a
white noise pattern as the starting pattern.

The number of l's and 0's swapped in each iteration will
be reduced at certain points in the iteration process. We start
with a relatively large number (e.g., 512 out of a 256 X 256
array) and when the MSE no longer decreases, this number
is reduced by half and the MSE starts to decrease again. We
continue this process until this number is 1 and the MSE
stops decreasing. This will speed up the program and remove
the clumps more cleanly than if a fixed number is used.

3 BNM Construction
To make the BNM, we need a good initial pattern
bp [ i,j,g ] for an intermediate level g (0<g<255, assuming
8-bit image planes), which we can obtain using BIPPSMA.
From this initial pattern, we create an initial mask mi,j 1'
which when used to halftone the constant gray level image
of level should produce the initial binary pattern. Then we
move from level g to its higher levels. We create the blue
noise pattern for the current level based on the binary pattern
for the previous level by converting the appropriate number
of 0's to l's in the previous pattern. At the same time, the
mask is updated. We continue this process until the mask has
been updated for all the levels above g to level 255. Anal-
ogous procedures are used to construct the mask for all the
levels below g. The resulting single-valued function will be

(4) our final BNM.
The initial mask is given by:

r?S,

— 1,

for bp[i,j,g]=0

for bp[i,j,g]=1
(5)

where bp[i,j,g I is the value of the binary pattern at level g
at location [i,j] and m[i,j I is the mask value at location
[i,jI.
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Fig. 4 Binary pattern at level 245 obtained with the Gaussian filter
(r=f/2.5 and c=O.3).

The steps for making the new BNM for g>g are outlined
as follows:

1 . Set the number M ofpairs of 1 'sand 0' s to be swapped
in each iteration.

2. Specify the 1-D low-pass filter appropriate for level
g1+Zg.

3. Rotate the l-D filter with anisotropy to make the 2-D
filter.

4. Create the initial binary pattern for level g1 + g by
converting randomly K 0' s to 1 's in the binary pattern
for g1 (where K= WX WIL, WX W is the size of the
BNM and L is the total number of levels).

5. Take the FFT of the binary pattern for level g1 + zig.
6. Filter the current binary pattern with the 2-D filter

appropriate for level g1 + L\g.
7. Take the IFFT of the filtered pattern.
8. Form an error array by computing the difference be-

tween the filtered pattern and g1 + zig.
9. Sort the errors into two cases:

For the K l's that are in the binary pattern for level
g1 + Lg but not in the binary pattern for g1, sort the
positive errors.
For the 0's in the binary pattern, sort the negative
errors.

10. Swap the M pairs of l's and 0's that have the highest
positive errors and negative errors.

11. Compute the MSE of the filtered pattern with respect
to the gray level g1 + zg.

If the MSE drops, go to step 5 and proceed to the
next iteration.
If the MSE increases but M # 1, reduce M by half,
go to step 5.
Otherwise, go to step 12.

12. Update the mask:

m[i,j]=m[i,j]+bp[i,j,g1+g1
where the bar is the NOT operation.

13. Ifg1+zg<255, let g1=g1+Lg, reset M, and go to

step 2.

For constructing a mask for levels where g<g., the status of
the 1 '5 and 0' 5 jS opposite that of the upward case and the
updating of the mask is given by:

m[ i,j I =m[ i,j I —bp i,j,g1 — zg1

Other than that, the downward construction is basically the
same as the upward construction.

Although we move from level g1 to g1 + Lg by picking
randomly K 0' 5 and changing them to 1 's, the iteration pro-
cess using BIPPSMA will switch locations to eliminate
clumps.

There is a significant constraint on BIPPSMA in the con-
struction of the BNM. In making the BNM, the binary pat-
terns at different levels are correlated. For example, in the
upward construction, all the 1 's in the binary pattern for level

g1 are contained in the binary pattern for level g1 + g, so
when we swap the 1 's and 0' s, these common 1 's shared by
the two neighboring levels cannot be changed. This is a re-
quirement for the creation of the mask as a single-valued
function.

These construction techniques are quite general and have
enabled the generation of BNMs with different properties
such as 8-bit depth (0 to 255), 1 2-bit depth (0 to 4095), smaller
size (64 X 64), larger size (256 X 256), isotropic (c =0), and
anisotropic (c =0.2), and these can be selected to suit specific
printer hardware configurations.

The construction techniques described are simple to im-
plement and result in less residual low-frequency noise and
more visually appealing properties than the earlier procedures
for generating the original BNM.

Figure 5(a) shows the radially averaged power spectra of
a new BNM, the original BNM, and the modified error dif-
fusion at level 245. A blowup of the low-frequency region
is shown in Fig. 5(b). Note that the new BNM has the least
energy in the low-frequency regions.

4 Psychovisual Evaluation
The new BIPPSMA and BNM construction are based on a
single filtering operation that mimics the visual evaluation
ofuniformity and the anisotropy ofthe HVS. Because of this,
we postulate that the results ofthe new BNM rendering should
approach those of error diffusion, which is regarded to be a
high-quality rendering technique under certain circum-
stances.13 To evaluate this, we presented six images to I 1
viewers as (1) 8-bit gray-scale images, (2) 1-bit black-and-
white images halftoned using the new BNM, and (3) 1-bit
black-and-white images halftoned using error diffusion with
serpentine raster and perturbed weights. The 8-bit gray-scale
images were printed using a Kodak XL7700 contone printer,
and the halftoned images were printed at 300 dpi using a
Calcomp ColorMasterPlus. The images were typically
lkX 1k pixels in size and were high-quality scanned pho-
tographs. The halftoned images were presented to the viewer
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Fig. 5 (a) The radially averaged power spectra of a new BNM, the
original BNM, and the modified error diffusion at level 245.
(b) Blowup of low-frequency region in part (a).

Fig. 6 The ratings of a new BNM and modified error diffusion for
six images.

I
. . . . :•.. .

<I

(b)

Fig. 7 Zoomed section of a test haiftoned using (a) the new BNM
and (b) modified error diffusion.

in a random order under identical conditions and the viewer
rated the haiftoned images based on their similarity to the
original gray-scale images. A rating scheme from 5 to 1 was
used, where 5 corresponded to an excellent rendition, 4 to
good, 3 to fair, 2 to poor, and 1 to a bad rendition)4 The
viewers were told that the contone image represented a score
of 5. Figure 6 shows the average scores ofthe new BNM and
error diffusion for each image. Figures 7(a) and 7(b) show
a zoomed section of one of the test images using the new
BNM and modified error diffusion, respectively. To see how
close in quality the new BNM and error diffusion are, we
have performed a two-tailed paired on our data. Using

96 /Journal of Electronic Imaging IJanuary 1994 I Vol. 3(1)

E

0.008

8

g 0.006

6

0.004

(a)

0.012

0.01 (a)

0002

15
Radial frequency

(b)

clri.kcir giils hoots dog boy train

matte

Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 08/27/2015 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx



Modified approach to the construction of a blue noise mask

the 5% level of significance, we found that the T-test results
do not indicate that one of the halftone methods is signifi-
cantly different from the other in quality.

5 Conclusion
A modified approach to the generation of blue noise binary
patterns and the construction of a BNM has been presented.
It is simple since the filtering uses one criterion, which is
preset and adaptive with respect to the gray level. It is also
computationally efficient. It better matches the human visual
response and hence produces improved patterns. Psycho-
visual evaluation shows excellent ratings for the new BNM
compared with the modified enor diffusion approach.
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