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Abstract

The application of beyond CMOS technologies in innovative materials, memory,

logic, and architectures will likely exhibit novel compute schemes and systems. This

functional diversification, supported by beyond CMOS technologies, is expected to

unleash a wide spectrum of novel solutions that have not been previously possible,

such as reconfigurable nonvolatile logic and on-chip integrated sensor networks.

The primary objective of this dissertation is to bridge the gap among novel

emerging devices, unconventional architectures, and computing schemes to support or

replace conventional CMOS technologies to achieve next generation applications. In

this dissertation, representative circuit and architectural advances are proposed that

exploit the unique characteristics of emerging, beyond CMOS devices. The unique

characteristics of these proposed systems include thermal sensitivity, non-volatility,

extreme low power, and reconfigurability.

An MTJ is treated in this dissertation as an illustrative example of an emerging

technology that can support beyond CMOS systems. MTJs are commonly used within
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commercial systems as an embedded memory. Importantly, MTJs are compatible with

CMOS fabrication processes. In this dissertation, MTJs are proposed as a solution for

several different compute schemes, including self-aware computers, compute in-memory,

reconfigurable logic, and distributed compute systems.

In addition to these emerging technologies, superconductive electronics is considered

as a standalone replacement for conventional CMOS systems. In superconductive

electronics, one important logic family is based on single flux quanta (SFQ) to encode

and process data.

Although beyond CMOS devices exhibit a wide range of functions that can replace

or support conventional CMOS systems, superconductive devices also exhibit reliability

issues that should be identified and addressed early in the technology development

process. Since these devices suffer from low yield, advanced testability methodologies

that target the unusual characteristics of the technology are required. Two different

approaches are described in this dissertation to enhance the testability of SFQ systems.

In the first approach, circuit solutions to enhance the controllability and observability

of the internal nodes within SFQ systems are presented. In the second approach, high

level fault models are proposed to characterize SFQ systems and generate the required

test vectors to locate and identify Josephson junction-based faults.
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Chapter 1

Introduction

The gigascale integration era, where many billions of transistors are integrated on-

chip, is marching towards terascale integration with deeply scaled device and packaging

technologies. Serious challenges exist to further enhance the performance of these

integrated circuits. This evolutionary development is extending integrated circuits

to beyond end-of-CMOS heterogeneous applications. Novel design methodologies

are under development to enhance the performance of integrated circuits across

multiple abstraction levels and functions (material, digital logic, memory, and system

architecture). These objectives can be achieved by addressing two different technology

development paths.

The first path is the classical development of CMOS technologies by geometric

scaling of transistors through the introduction of performance boosters [1] such as

strain engineering, high-k gate dielectrics, metal gate, and FinFET structures, as
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illustrated in Figure 1.1. In this approach, CMOS is a standalone technology where

all memory and information processing devices are based on CMOS.

Pe
rf
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3-D integration

Performance Boosters

(Cu/low-k, Strain, HK/MG, 

High mobility channels)

Year1990s 2000s

Geometric scaling

Figure 1.1: Physical and architectural paths to enhance the performance of CMOS
technologies [2].

The second path is described as beyond CMOS where novel memory or information

processing technologies incorporate emerging non-CMOS technologies. These beyond

CMOS technologies can be classified as standalone integration or heterogeneous

integration based on how these emerging electronic devices are combined. This beyond

CMOS approach is extending microelectronics to innovative functions and applications.

The primary objective of this dissertation is to bridge the gap among novel emerging

devices, unconventional architectures, and computing schemes to support or replace

conventional CMOS technologies to achieve next generation applications.
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1.1 Assessments and benchmarking of beyond CMOS

technologies

The vast majority of beyond CMOS technologies is based on innovative materials

and/or different device concepts, including tunneling transistors [3], resistive memory

devices [4], spintronic/magnetoelectric devices [5], and ferroelectric transistors [6].

Some of these beyond semiconductor solutions are intended to be integrated onto a

silicon platform to exploit established CMOS-based infrastructures. Other technologies

such as superconductive electronics are considered a promising standalone technology.

Understanding the potential and limitations of beyond CMOS technologies is vital to

achieve different and important applications. Multiple assessments and comprehensive

benchmarking efforts are needed to determine the nature of these emerging devices to

either support or replace CMOS and to quantify the performance of these emerging

technologies within different computing schemes.

The process of benchmarking emerging technologies is challenging since the effort

depends upon the level of abstraction and domain of functionality [7–11]. A uniform

methodology for benchmarking beyond CMOS logic devices, developed at Intel [7, 10],

builds Boolean benchmark circuits based on emerging beyond CMOS technologies.

These benchmark circuits include sequential logic and arithmetic logic units (ALU).
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The performance metrics of this study are based on estimating the standby and active

power, power density, switching speed, and throughput of these circuit technologies.

In this Intel effort, a consistent, transparent, and physics-based methodology is

used to characterize and compare 25 emerging logic devices, including spintronic [5],

tunneling [3], ferroelectric [6], and piezoelectric devices [7]. Each of these emerging

devices utilizes different switching mechanisms, such as electronic switching (charging

a gate capacitor with current), ferroelectric switching (electric polarization), and

voltage and current driven magnetization switching. Physics-based compact models

are used to estimate the performance of the benchmark circuits. This study suggests

that non-volatile spintronic logic devices exhibit design simplicity and size advantages

for register and state elements while dissipating low standby power.

A recent effort to extend this beyond CMOS benchmarking methodology to

Boolean and neuromorphic circuits has been completed [9]. In this study, twenty

state-of-the-art emerging logic devices are considered, including tunneling FETs,

ferroelectric-based FETs, other charge-based devices, spintronic devices (both current

and voltage controlled), and magnetic domain wall logic devices [9]. The study

suggests that spintronic devices can potentially outperform conventional CMOS devices.

Voltage controlled spintronics devices are shown to be more energy efficient than

current driven devices [9]. The study concludes that spintronic-based neuromorphic
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computing exhibits significant performance improvements as compared to spintronic-

based Boolean circuits.

In addition to these emerging technologies, superconductive electronics is considered

as a standalone replacement for conventional CMOS systems. In superconductive

electronics, one important logic family is based on single flux quanta (SFQ) to

encode and process data. Superconductive electronics were later mapped into the

aforementioned Intel study where the delay is a factor of 1,000 less than the other

technologies [12,13]. Superconductive systems have been compared to conventional

Boolean compute schemes, where eleven circuits from the ISCAS’85 benchmark suite

and a 32 bit RISC-V ALU are demonstrated using both a superconductive cell library

[14] and the TSMC 12 nm FinFET cell library [15]. This study targets stationary

systems, where superconductive technology provides a consistent energy benefit; ten

times lower energy per clock cycle is achieved in comparison to the 12 nm TSMC

technology [15].

Common themes have emerged from these benchmark studies:

1) None of the emerging logic technologies is projected to sustain or offer sufficient

performance and energy efficiency advantages to replace CMOS in traditional Boolean

circuits and von Neumann architectures [16].

2) Some beyond CMOS devices exhibit unique characteristics that enable novel circuits

and architectures that are not possible with CMOS [7].
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3) Novel architectures that leverage non-volatile emerging devices are increasingly

important for normally off, instantly on, computing architectures [10,17].

4) Thermal sensitivity and thermal budgets are significant challenges affecting the

development of high density ICs [18].

5) Spintronics is considered a promising technology for the beyond CMOS era [8, 17,

19,20].

6) Superconductive technology could advance high performance computing (HPC)

beyond exascale levels of computation [18].

1.2 Application-specific beyond CMOS develop-

ment flow

These developments in innovative materials, memory, logic, and architectures will

likely exhibit novel compute schemes and applications. This functional diversification,

supported by beyond CMOS technologies, is expected to unleash a wide spectrum

of novel solutions that have not been previously possible, such as reconfigurable

nonvolatile logic [21] and on-chip integrated sensor networks [22]. This development

can be classified into two tracks, as illustrated in Figure 1.2: A standalone flow where

all of the electronic devices are monolithically integrated on the same substrate; and a
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hybrid integration flow where heterogeneous technologies are integrated within the

same platform.
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Figure 1.2: Development flow for application-specific beyond CMOS technologies to
support novel compute schemes and applications, such as internet-of-things (IoT), big
data, and high performance computing (HPC).

As shown in Figure 1.2, the development of next generation microelectronic

technology is composed of four different iterative cycles. In the first stage, emerging
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electronic technologies are heterogeneously integrated with the same manufacturing

processes and share the same operating conditions. In the second stage, cooptimization

of the materials, devices, and architectures is achieved by targeting specific applications

and performance requirements (such as area, power density, and heat). During the

final stage of this development process, the reliability of these systems can be enhanced

with system-level issues such as improved testability.

Mapping an emerging technology into a specific Boolean application depends upon

a set of attributes, such as the output gain, fanout, signal-to-noise immunity, power,

and delay [9]. For non-Boolean devices, the size of the network, delay, noise level, and

energy per network [8, 9] are the key parameters.

1.3 Beyond CMOS-based compute systems

Beyond CMOS technologies contribute to several primary areas of compute schemes,

such as self-aware compute systems, reconfigurable compute in-memory systems,

distributed compute systems, and high performance compute systems.

- Distributed compute systems: multiple nodes throughout a large network

communicate and coordinate actions by exchanging messages to achieve a common

objective. Each of these nodes may include a small processing unit to collect

information, communicate with other nodes, and respond to stimuli. Embedded

memory is common to these IoT applications. Multiple memory-based beyond CMOS
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technologies are replacing CMOS-based memories at different levels of the memory

hierarchy [23].

- Self-aware compute systems: with the growth in complexity and heterogeneity

of integrated circuits, it is difficult to maintain on-chip management policies. Hence,

self-aware systems need to understand, manage, and characterize the system and

enable flexible runtime, speed, and voltages to develop an autonomous compute

scheme. In autonomous compute systems, the system manages itself through adaptive

reconfigurable logic based on a pre-programmed system set by the user [24]. This

capability is achieved by on-chip distributed sensors that support self-monitoring and

decision making algorithms [25]. Spintronic and memristor-based on-chip thermal

sensors to support CMOS systems have previously been proposed [26–28].

- in situ compute systems: many integrated systems are data centric where

processing ”big data” and exascale computing with 1018 floating point operations per

second is not achievable with conventional computing architectures [29]. In data centric

architectures, data motion is greatly decreased by integrating the computational process

within the storage system at different levels of the memory and storage hierarchy. The

majority of emerging memristive devices (such as spintronic memristors, ferroelectric

memristors, or titanium dioxide memristors) are applicable to these compute systems

and exhibit promising performance [16,18]. These systems are nonvolatile by nature,
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targeting a wide spectrum of functions that utilize normally off, quickly on compute

schemes [21,30,31].

- High performance compute systems: conventional Boolean compute schemes

are no longer capable of delivering the computational needs of applications such as

autonomous vehicles, precision medicine, and smart infrastructures [16]. Novel compute

schemes such as neuromorphic computing (both artificial neural networks and spiking

neural networks) can be achieved by beyond CMOS technologies, such as resistive

memory (RRAM) [32,33], phase change memory [34,35], magnetic memory (MRAM)

[28,36,37], ferroelectric transistors [38,39], and Josephson junctions [40,41]. Quantum

compute schemes have attracted widespread attention by addressing computationally

hard problems which require exponentially large computational resources, such as

encryption and/or decryption. Quantum computers have been shown to break existing

encryption methods [42], while more secure encryption systems resilient to quantum

computing are under development [43]. Significant efforts in developing a quantum

bit using emerging devices such as magnetic tunnel junctions (MTJ) are also under

development [44], where superconductive electronics is a leading solution to control

these quantum computers [45, 46].

In this dissertation, representative circuit and architectural advances are proposed

that exploit the unique characteristics of emerging, beyond CMOS devices. The unique

characteristics of these proposed systems include thermal sensitivity, non-volatility,
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and reconfigurability. An MTJ is treated in this dissertation as an illustrative example

of an emerging technology that can support beyond CMOS compute systems. MTJs

are commonly used within commercial systems as an embedded memory. Importantly,

MTJs are compatible with CMOS fabrication processes. In this dissertation, MTJs

are proposed as a solution for several different compute schemes, including self-aware

compute systems, compute in-memory, reconfigurable logic, and distributed compute

systems.

The exploitation of beyond CMOS technologies in a broad variety of applications

will be achieved by identifying opportunities for unconventional architectures. Al-

though beyond CMOS devices exhibit a wide range of functions that can replace or

support conventional CMOS systems, these devices also exhibit reliability issues that

should be identified and addressed early in the technology development process. Since

these devices suffer from low yield, advanced testability methodologies that target the

unusual characteristics of emerging technologies are needed.

1.4 Reliability and testability of beyond CMOS

systems

High reliability is a necessary requirement for integrated circuits. The challenge of

realizing high performance with high reliability is escalating due to dimensional scaling,
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novel materials and devices, hybrid integration of emerging technologies with CMOS,

and operation in severe operating conditions (extreme high or cryogenic temperatures,

long lifetimes, and high voltages and currents). These reliability challenges, combined

with yield issues, are exacerbated by exotic manufacturing technologies.

Reliability and yield can be categorized by the failure paths (sequence of faults

due to a physical failure) and failure mechanisms (physical cause of the failure).

Determining the defects and faults is essential to enhance the lifetime of integrated

circuits. This enhancement will be achieved by improving the fault coverage, where

the system is tested to identify the characteristics of the faults, such as quantity,

location, and type. Fault coverage is improved by exploiting design for testability

(DFT) techniques to enhance the controllability and observability of the internal nodes

within a system. An understanding of the physics of each failure mechanism and the

development of effective and reliable algorithms that exploit these DFT techniques

prior to fabrication are vital to the development of beyond CMOS systems.

Superconductive electronics target large scale, stationary systems where two to

three orders of magnitude improvement in energy efficiency is available as compared

to conventional semiconductor-based supercomputers. The challenge of achieving high

performance SFQ systems with high reliability is escalating due to dimensional scaling,

novel materials and devices, and operation in severe conditions (extreme cryogenic

temperatures and sub-terahertz frequencies).
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Advanced design for testability techniques are necessary to determine SFQ-based

defects and faults and improve the ability to evaluate these faults. In this dissertation,

design for testability methodologies of SFQ systems are proposed. Two different

directions are described. In the first direction, embedded hardware solutions are

proposed to enhance the controllability and observability of the internal nodes within

an SFQ system to identify specific defects and faults. In the second direction, a

methodology is described to develop a block-level fault model to produce the required

test vectors to identify the type and location of certain JJ-level faults within an SFQ

system.

1.5 Dissertation contributions and outline

The objective of this dissertation is to develop application-specific beyond CMOS

systems, as illustrated in Figure 1.2. The contributions of this dissertation to support

beyond conventional compute systems are as follows.

- A comparative study of different magnetization mechanisms to provide insight

into MTJ structures that support different IoT applications and distributed compute

systems.

- A thermal aware system based on a hybrid MTJ/CMOS thermal sensor to support

self-aware compute systems.
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- A hybrid MTJ/CMOS-based multi-bit memory cell to support a reconfigurable

nonvolatile in situ logic compute system.

- Embedded hardware solutions, a test extraction module and hybrid test module,

to enhance the testability measures of the internal nodes within an SFQ system

- A methodology to develop a block-level fault model that target JJ-based faults,

stuck at a superconductive state or an open circuit state.

The internet-of-things (IoT) or the internet of everything has become a primary

vehicle for connecting multiple nodes throughout a large network. Each of these nodes

may include a small processing unit to collect information, communicate with other

nodes, and respond to stimuli. Integrated memory is needed in these IoT applications.

The form factor, initialization time, power dissipation, read/write speed, and cost are

primary design criteria. An MTJ is therefore a potentially important solution for IoT

applications. MTJ-based MRAM is a nonvolatile memory that operates at low latency

(fast read operation), low leakage current, and high density. These capabilities support

MRAM becoming a universal memory as compared to other nonvolatile memories

such as e-Flash [47], phase change RAM [48], or resistive RAM [49]. The different

magnetization mechanisms, physical structures, and electrical properties of MTJ-based

MRAM are described in chapter 2 in terms of IoT applications. A comparative study

of the magnetization mechanisms, also presented in chapter 2, provides insight into
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which MTJ structures and magnetization mechanisms best support different IoT

applications.

Thermal aware systems control distributed CMOS blocks based on the local

temperature to enhance system speed, power, and reliability. The ultimate objective is

multiple in situ temperature sensors, close to the CMOS device layer, distributed over

the die, physically small, and leaking near zero power. MTJs provide this capability.

An MTJ is a CMOS compatible device, fabricated within the metallic layers above the

CMOS device layers. In chapter 3, a method for using an MTJ as a thermal sensor is

presented. The method operates MTJs in an antiparallel state where an MTJ exhibits

higher sensitivity to thermal variations as compared to the parallel state. The method

exploits device magnetism, thermal stability, and resistance with respect to an applied

voltage to sense the ambient temperature. These results are based on experimentally

extracted parameters of a perpendicular and voltage controlled magnetic anisotropy

MgO|CoFeB MTJ. A change in the antiparallel resistance by up to 16 Ω per degree

Kelvin at a sense voltage of 0.2 volts is demonstrated.

Stacking additional systems into a compact area or scaling devices to increase the

density of integration are two approaches to provide greater functional complexity.

Excessive heat generated as a result of these technological advancements leads to an

increase in leakage power and degradation in system reliability. Hence, a thermal

aware system composed of hundreds of distributed thermal sensor nodes is an effective
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solution to monitor the thermal behavior of a system. Such a system requires an

efficient thermal sensor placed close to the thermal hotspots, small in size with a

fast response while maintaining CMOS compatibility. Two hybrid spintronic/CMOS

circuits that exhibit these traits are proposed in chapter 4. These circuits consume a

low power of 11.9 µW during the on-state, linearity (R2) of 0.96 over the industrial

temperature range of operation (-40 to 125)oC, and a sensitivity of 3.78 mV/K.

Recent developments in IC technology rely on device scaling and 3-D integration,

integrating many billions of devices within a small area. These trends degrade system

lifetime and reliability due to an increase in temperature caused by high power

densities. Dynamically managing a system based on the local thermal characteristics

is important to mitigate this issue. An on-chip thermal aware system composed

of hundreds of distributed thermal sensors is proposed in chapter 5. This hybrid

spintronic/CMOS thermal sensor exploits the thermal sensitivity and small area of an

antiparallel magnetic tunnel junction. The sensor cell consumes as little as 500 pJ to

read 1,024 thermal sensor nodes and generates a thermal map of a system composed

of 32×32 thermal sensors.

In exascale computing, significant data are processed in real-time. Conventional

CMOS-based computing systems follow read, compute, and write back mechanisms.

This approach consumes significant power and time to compute and store data. Hence,

compute in-memory systems (in situ computation) is an ideal platform for exascale
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computation. In chapter 6, an MTJ-based multi-bit nonvolatile logic and memory cell

is proposed to support in situ computation. The multi-level cell supports both a high

speed read/write multi-bit memory cell and a nonvolatile logic gate that computes

and stores input data in real-time.

Advanced testing methodologies are required to support complex digital SFQ

systems. In chapter 7, two solutions are presented to enhance the testability of SFQ

systems by improving the controllability and observability of the internal nodes. A

test extraction module with a detection time of 7 ps and a hybrid test module with a

detection time of 18 ps are presented. The proposed test modules are validated on a

suite of benchmark circuits. A comparison of the effects of inserting the test modules

into different benchmark circuits in terms of the overhead and testability measures is

provided. The proposed test modules performing test insertion, extraction, and hybrid

for the ISCAS’85 C17 benchmark circuit exhibit a power overhead of, respectively,

0.513, 0.27, and 0.78 fW/calculation. The proposed test modules significantly enhance,

by more than 50%, the testability measures (controllability and observability) of the

internal nodes, increasing overall fault coverage.

JJ-based fault models are proposed in chapter 8 for specific gate types. A faulty

JJ has four modes of operation, stuck at superconductive, resistive, open circuit,

or noisy switching. Two JJ-based fault modes are considered in chapter 8, stuck

at superconductive (SC) state and stuck at open circuit state. A JJ stuck in the
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superconductive state is modeled as a JJ with a high critical current, while a JJ stuck

in the open circuit (OC) state is modeled as an open circuit. A high level JJ-based

fault model is presented for the following RSFQ cells; JTL, splitter, DFF, OR, and

AND. Test vectors to identify the type and location of a set of faults are generated

based on the high level fault models. The fault coverage of the OC and SC faults

and the location of each logic cell are identified; specifically, 72% of JJ-based faults

(OC, SC, or both) can be detected within an SFQ system. The fault coverage of a

JJ-based fault is 74% of SC faults and 70% of OC faults. While it is challenging to

identify the location of OC faults within SFQ system, all SC faults within a splitter

cell can be identified and the location of 18% of SC faults within an AND cell can be

determined. A methodology is also proposed to develop a block-level fault model to

produce the required test vectors to identify the type and location of JJ faults within

SFQ systems.

Multiple technologies are currently being considered to supplement conventional

CMOS circuits, targeting certain heterogeneous applications. Significant effort is

required for these technologies to be more widely adopted. As discussed in chapter 9,

with respect to MTJ technology; future work should include the development of

analytic models, algorithms, and techniques targeting MTJ technology. This work

should enhance the performance efficiency of MTJ-based memory technologies at

different levels of the memory hierarchy. Additional research is necessary to further
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investigate the influence of the physical structure of an MTJ on thermal sensing

applications. With respect to SFQ systems, advanced SFQ defects, such as pinholes

and flux trapping, need investigation to improve the quality of the fault models to

enhance the fault coverage and overall testability of SFQ systems.
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Chapter 2

MTJ Magnetization Switching
Mechanisms (for IoT Applications)

The internet of things (IoT) or the internet of everything has become a primary

vehicle for connecting multiple nodes throughout a large network. Each of these

nodes may include a small processing unit to collect information, communicate with

other nodes, and respond to stimuli. Integrated memory will be needed in all of

these IoT applications. Form factor, initialization time, power dissipation, read/write

speed, and cost are primary design criteria. Magnetic tunnel junction (MTJ)-based

magnetic random access memory (MRAM) is a potentially important solution for IoT

applications. MTJ-based MRAM provides a nonvolatile memory able to operate at

low latency, low leakage current, and high density. These capabilities support MRAM

becoming the universal memory as compared to other nonvolatile memories such as

e-Flash, phase change RAM, or resistive RAM [50].
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This discussion is outlined as follows. In section 2.1, the physical behavior and

parameters affecting MTJ device performance are described. Different forms of

magnetization operation are also discussed in section 2.1. In section 2.2, the primary

magnetization mechanisms for different structures are characterized. A comparative

study of the different magnetization mechanisms described in section 2.2is provided in

section 2.3, emphasizing scaling, power dissipation, and circuit speed. A discussion

of the effects of thermal variations on the different magnetization mechanisms for

IoT applications is provided in section 2.4. Appropriate magnetization mechanisms

applicable for different IoT applications are also described in section 2.4 and section 2.5.

A summary is provided in section 2.6.

2.1 MTJ structures for MRAM

Tunneling magnetoresistance (TMR) was discovered in 1975 by Julliere [51]

within a structure called a magnetic tunnel junction. It was not until the mid-

1990s when fabrication of reliable MTJs became possible with the development

of certain growth techniques and lithographic processes [52, 53]did MTJ become

a commercially interesting technology. The basic MTJ structure is composed of

two ferromagnetic (FM) materials separated by a nonmagnetic insulator, where the

conductivity of the structure is determined by the angle between the magnetization

direction of the two ferromagnetic layers. Maximum conductivity is achieved when



22

both magnetization directions are in parallel, and minimum conductivity when anti-

parallel (AP). Slonczewski describes the conductance of the structure as a function of

θ, the angle between the magnetization direction in the two FM materials, as [54]

G (θ) = Go(1 + P 2cos θ), (2.1)

where P is the spin polarization of the ferromagnetic/barrier couple, and Go is the

conductance of the AP configuration. A primary parameter characterizing the quality

of an MTJ is the TMR,

TMR =
GP −GAP

GAP

, (2.2)

where GP and GAP are, respectively, the conductivity of the parallel (θ = 0o) and

anti-parallel (θ = 180o) configurations.

The ability to control the MTJ conductivity by the difference in magnetization angle

θ is the key concept in using an MTJ as a building block for magnetic memory (such

as MRAM). The FM layer is pinned while controlling the direction of magnetization of

the other FM free layer (the storage layer). The FM layers are fabricated as uniaxial

anisotropy layers (with a preferable single magnetization axis). The magnetization

dynamics in the free layer are derived from the Landau-Liftshitz-Gilbert (LLG)

equation [55,56], as shown in (A.1).
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MTJ structures are based on uniaxial anisotropy which means the magnetization

direction prefers stability over a single axis (easy axis), ensuring the free layer is either

in the parallel state or antiparallel state with respect to the pinned reference layer.

Switching is controlled by applying a perturbing field by injecting current, applying

an external magnetic field, or some other means. Uniaxial magnetic anisotropy (MA)

is achieved by different MTJ structures to obtain either an in-plane MTJ (IMTJ)

or perpendicular MTJ (PMTJ). Shape magnetic anisotropy is the main source for

in-plane magnetic anisotropy where an elliptical MTJ is preferred as the magnetization

tends to be directed along the long axis. A circular shape is preferred in the case of a

perpendicular MTJ (PMTJ). Perpendicular magnetic anisotropy (PMA) in a PMTJ

is due to two reasons, magneto-crystalline anisotropy of the crystalline lattice of the

FM layer or by an interfacial magnetic anisotropy due to coupling at the interface

between the FM layer and a neighboring layer (such as Co/Pt and Co/Pd [57]).

The pinned reference FM layer is achieved through the exchange bias effect by

attaching an FM layer to an antiferromagnetic material. A synthetic antiferromagnetic

structure (SAF) is preferred to achieve the pinned FM layer by using two antiparallel

FM layers separated by a nonmagnetic (NM) metallic layer, reducing any stray fields

affecting the free layer, as shown in Figure 2.1.

Numerous developments in MTJ structures have been achieved to enhance the

TMR and other performance metrics. Different configurations used to switch the MTJ
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magnetization are discussed in section 2.2. Switching by applying a magnetic field or

injecting a current through the MTJ structure is described. Other forms of assistive

switching, such as thermally assisted switching, are also discussed.

Antiferromagnetic 

(AF)

FM- pinned layer

FM- reference layer

FM- free layer 
Uniaxial MA

Weak stray magnetic 

field

Antiferromagnetic

interlayer exchange 

coupling

Exchange bias

MTJ structure

SAF structure

Figure 2.1: Stacking structure of IMTJ with SAF

2.2 MTJ-based MRAM magnetization mechanisms

Several magnetization mechanisms of MTJ-based MRAM have been developed.

Controlling the magnetization direction of the free layer can be achieved by applying

an external magnetic field (induced by current passing through a nearby wire) [58],

injecting current through an MTJ structure to cause thermal perturbations to affect

device magnetization properties (thermally assisted) [59], injecting greater current to

induce spin transfer torque to the magnetization layer [60], or by adding an additional
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perpendicular magnetization layer within an IMTJ to enhance STT performance

to reduce the write current [61]. Recently developed magnetization mechanisms in

MRAM are also discussed in this section.

2.2.1 Field-induced magnetic switching MRAM (FIMS-MRAM)

The magnetic field required to switch an MTJ is governed by the relationship,

µoHwrite = 2K/Ms, where K is a constant characterizing the magnetic anisotropy of

the MTJ. The Stoner-Wohlfarth MRAM (ST-MRAM) was the first demonstrated

MTJ-based MRAM, based on Stoner-Wohlfarth (SW) switching, as shown in Figure 2.2

[62]. Two orthogonal magnetic fields - one along the easy axis - are applied to an

MTJ structure. The total field applied over the x and y axis, respectively, Hx and Hy

, based on (5), sets the lower limit of the write field,

Hx
2/3 +Hy

2/3 =

(
2Ku

Ms

)2/3

, (2.3)

where Ku is the magnetic anisotropy constant and Ms is the saturated magnetization.

The upper limit of the switching operation is bounded by the MTJ shape, where

the easy axis field is lower than the anisotropy field, HK = 2Ku/Ms. An improved

field written mechanism has been achieved by Savtchenko [63], where two orthogonal

fields are oriented at an angle of 45o to the MTJ easy axis. The write operation is
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Figure 2.2: IMTJ writing using FIMS

performed in a toggle form to maintain full magnetization operation, hence called

”Toggle MRAM.” The spin flip flop field Hspinflop is

µoMsHspinf lop
= 2

√
Keff

(
A

t
+Keff

)
, (2.4)

assuming the two FM layers are identical with a thickness t (a symmetric MTJ). Keff

is the effective anisotropy, and A is the interfacial coupling through the spacer (the

tunnel barrier).

2.2.2 Spin transfer torque MRAM (STT-MRAM)

In STT-MRAM, switching the magnetization of the free layer is achieved by passing

a polarized electric current through an MTJ structure, where the polarized moving

electrons exert a torque on the magnetic storage layer. When a normal unpolarized
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current passes through an FM layer, the current becomes polarized by the FM layer

with a spin polarization factor [54]. Based on whether the current direction is into or

out of the MTJ structure (the pinned layer), respectively, an antiparallel or parallel

configuration is achieved, as shown in Figure 2.3.

Figure 2.3: IMTJ writing using FIMS

The switching current should be greater than a critical magnitude, where the level

depends upon the device dimensions and materials. For an IMTJ, the critical current

density Jco to switch the FM layer is described by (2.5). The critical current is affected

by thermal variations and depends upon the width of the current pulse. The critical
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current Jc(t) is described by (2.6),

Jco =
2eαµoMstFL(HK∥ + (Ms

2 ))

ℏη
, (2.5)

Jc(t) = Jco

[
1− KBT

KuVFL

ln

(
t

τo

)]
, (2.6)

where e is the electron charge, µo is the permeability of free space, tFL is

the thickness of the FM, HK∥ is the in-plane magnetic anisotropy field, ℏ is the

reduced plank constant, η is the spin transfer efficiency, t is the pulse width, KB

is the Boltzmann constant, T is the temperature, Ku is the uniaxial magnetic

anisotropy constant, VFL is the volume of the FM layer, and τo 1 is the inverse

of the frequency factor or the attempt frequency of the thermal reaction. For an IMTJ,

the magnetization configuration does not efficiently support both thermal stability

and writability [64]. Other configurations to reduce the critical current in an IMTJ

are

• Dual MTJ: where the storage FM layer is sandwiched between two pinned FM

layers, hence the current passing through the structure exerts a larger torque

(2x), reducing the critical current to switch the layer [65].
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• Perpendicular polarizer: where a perpendicular polarizer is stacked within an

MTJ [66], enhancing the precessional switching. The storage layer acquires an

out-of-plane component due to the added magnetic precessional movement.

• Reduced demagnetized field: where either volume or interfacial perpendicular

magnetic anisotropy is added - by changing the barrier and FM materials -

decreasing the demagnetizing field effect, thereby reducing the critical current

[67].

MTJ structures that exhibit magnetic anisotropy normal to the surface are faster,

dissipate less power, and are higher density than an IMTJ due to a lower critical

current and the circular shape of the magnetic cell. A PMTJ-based MRAM is therefore

more appropriate for IoT applications than an IMTJ. The critical current density Jco

for a PMTJ is described by (9) where HK⊥is the perpendicular-to-plane magnetic

anisotropy,

Jco =
2eαµoMstFL(HK⊥ − Ms)

ℏη
. (2.7)

A PMTJ suffers from a higher Gilbert damping factor α than an IMTJ. In addition,

it is difficult to fabricate the crystalline PMTJ structure to produce perpendicular

magnetic anisotropy. The critical procedures of annealing and oxidation are required

to grow a PMTJ. That leads to a preferential choice between IMTJ and PMTJ based
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on the manufacturing difficulty. A comparative study between IMTJ and PMTJ in

terms of IoT applications is provided in section 2.3.

2.2.3 Thermally assisted MRAM (TA-MRAM)

In TA-MRAM, thermal variations are induced by passing current through an MTJ

and/or using a high thermal conductivity material. The magnetic anisotropy constant

is lower at higher temperatures which affects the magnetic field writing to the storage

layer. Accordingly, a thermal assist mechanism is integrated within the FIMS-MRAM

structure, achieving higher performance [68]. The same concept can be applied to

an STT-MRAM, where the same current line is used for heating and switching the

cell. The write operation is composed of multiple stages. The first stage heats the cell

by passing a current for a specific duration. A lower level of current is applied for a

different duration to switch the state. The cell is left to cool, storing the written state

[69].

2.3 Comparative study

A PMA-based STT-MRAM structure exhibits better performance, as listed in

Table 2.1, due to a higher density and reduced power [70]. Research is on-going for

determining the optimum device characteristics to provide acceptable performance as

a replacement memory technology. Research on different structures, materials, and
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mechanisms suggests that a PMTJ-based MRAM is more applicable for those IoT

applications that require higher operating speed.

Table 2.1: Advantages and disadvantages of different MTJ structures

Technique Advantages Disadvantages

IMA Controlled retention time Density
Power consumption

Interfacial PMA Higher density
Optimizing Ic and α

Low retention time

Crystalline PMA Higher density Largerα
Low retention time

SAF pinned layer Symmetric MTJ switching Increases height of MTJ
stack

Dual
MgO/Freelayer

interface

Enhance interfacial PMA
Reducesα

Increases MTJ resistance
(R—MTJ)

Dual tunnel barrier
with dual PL

Reduces Ic and α Increases R—MTJ
Increases height of MTJ
stack

Tilted magnetic
anisotropy(MA)

Reduces Ic Reduces TMR ratio
Difficult to fabricate

Orthogonal pinned
layer

Reduces Ic without affecting
TMR ratio

Increases height of MTJ
stack
Difficult to fabricate

A comparison of magnetization mechanisms for MTJ-based MRAM is summarized

in Table 2.2 [50,71]. A FIMS-MRAM is based on an IMTJ, requiring large cells (which

suffers from scaling and bit selectivity due to stray field disturbance from the writing

magnetic field from neighboring cells). FIMS consumes large power (due to the large



32

write current to induce the write magnetic field) but exhibits long retention times and

thermal stability.

Toggle based MRAM solves the selectivity problem but can place the memory

bit in an undefined state - requiring the read operation to be performed before the

write operation. A toggle MRAM is predicted to not be highly scalable below 90

nm [50]. FIMS is a robust technology, exhibiting high reliability, endurance, and

resistance to radiation, making it a good candidate for automotive, sensor-based

weather forecasting, and IoT applications [64,72].

Table 2.2: Performance of different magnetization mechanisms

Scalability Endurance Write time Write current

FIMS Poor 1016 >10 ns ∼10 mA

Toggle Good 1015 >30 ns >30 mA

TAS Good 1012 >20 ns ∼1 mA

STT Very good 1016 <5 ns ∼100 mu A

TAS+STT Best 1012 <8 ns ∼100 mu A

• Near zero standby power
• Zero leakage power
• Non-volatile
• Integration density

• Transient
• Write failure
• Decision failure
• Retention failure
• Failure due o read disturbance
• Readability degradation

• Permanent
• Oxide barrier breakdown
• Barrier thickness variability

Advantages

Disadvantages

Figure 2.4: Advantages and reliability challenges of STT-MRAM
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The advantages and disadvantages of STT-MRAM are illustrated in Figure 2.4 [73],

where the reliability is improved by optimizing the read/write currents, utilizing novel

FM and barrier materials, or applying different magnetization mechanisms such as

VCMA or SOT. Spin orbit torque MRAM (SOT-MRAM) shows promising potential

due to the separate read and write paths, supporting symmetric switching.
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Figure 2.5: MRAM development trend

The thermally assisted switching (TAS) mechanism requires less writing power and

is higher speed than FIMS, although difficult to scale. STT-based mechanisms exhibit

better performance for both IMTJ and PMTJ [50, 70, 73, 74]. TAS-based MRAM

suffers from the same problems as FIMS. Merging TAS with STT-MRAM exhibits

better scalability and performance as compared to FIMS, TAS, and STT-MRAM

[50,71]. TAS+STT-MRAM is a good candidate for IoT applications which require

high speed while dissipating low power.
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2.4 MTJ-based MRAM for different temperatures

The operation of an MTJ-based MRAM as a nonvolatile memory is composed of

three states. The write state with one magnetization mechanism, the retention state,

describing how long the memory can maintain the written information, and the read

state. The key objective in MTJ-based MRAM is to maintain low read/write/idle

power consumption, high retention time, a wide operating temperature range, and low

read and write delays. Each of these objectives are affected by the thermal stability

factor ∆, as expressed in (10),

∆ = ∆E
KBT = µoMs

2
tFL

2
(AR−1)w

KBT

∣∣∣∣
IMTJ

=

[(Kv − (1/4)µo(3Nz − 1)Ms
2)tFL +Ks]

π
4w

2

KBT

∣∣∣∣∣
PMTJ

(2.8)

where ∆E = KeffVFLis the barrier height of the magnetic material. For an elliptically

shaped FM IMTJ layer, AR is the aspect ratio of the ellipse with width w. A circular

FM PMTJ layer has a diameter w, Kv is the PMA constant, Ks is the surface energy,

and Nz is the perpendicular-to-plane demagnetization coefficient.

The thermal stability factor decreases with scalability, as shown in (10), directly

affecting the retention time and power consumption. The integration density, error

rate, and thermal stability of MTJs are presented in [75], as shown in Figure 2.6,

describing the critical integration level while maintaining an acceptable error rate.
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Thermal variations affect the electrical device characteristics ( Keff , Jco, TMR

) in a stochastic manner. TMR was discovered in a Fe-GeO-Co structure at 4.2 K

[51]. By the mid-1990s, a TMR ratio of 10 to 70% at room temperature was achieved

[52, 53]. Later, after 2004, giant TMR exhibited a ratio of 250% - reaching up to

600% - at room temperature by using a monocrystalline magnesium oxide (MgO)

barrier [76–78]. These developments achieve a PMTJ with perpendicular anisotropy

with low switching current and high thermal stability [71, 79] which is appropriate for

ultra-low power sensor nodes used in IoT applications. Toggle MRAM exhibits a wide

range of operating temperatures, from 0 to 70oC for commercial applications and −40

to 125oC for automotive and military applications[68,80]. These different operating

temperatures are particularly relevant for IoT-based sensor nodes and processing units

located in extreme environmental conditions.
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Figure 2.6: Impact of thermal stability on cell area and error rate
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2.5 MTJ-Based MRAM for different IoT applica-

tions

Wireless sensor networks are a form of IoT, where the sensors are located at far

distances and operate autonomously and for a long time. The nodes are expected to

survive extreme environmental conditions while conserving energy. The sensor node

behaves as an embedded system where an operating system is located within local

memory. More than ten year retention time is a useful capability for those memories

supporting IoT systems. Retention time, power consumption, and thermal stability

are directly proportional to the current levels (which is proportional to the size of the

MTJ), as described in Table 2.3 for STT-MRAM [81].

Table 2.3: Retention time versus write latency for STT-MRAM

Retention Time 10 ms 1 sec 10 years

Write Latency (ns) 3 6 11

Ic(µ A) 61 82 114

MRAM with different magnetization mechanisms has been integrated into commer-

cial applications, as shown in Figure 2.5 [79]. Everspin Technologies recently released a

1 Gb DDR4 Spin Torque MRAM. GlobalFoundries and eVaderis announced the devel-

opment of an ultra-low power microcontroller based on an embedded magnetoresistive

non-volatile memory. MRAM provides a fast write-read and low power consumption

with no static power which positions this technology for many IoT applications. For
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those IoT applications which require intermittent access with fast working memory,

TAS with STT-MRAM is a good candidate, while greater development is needed to

enhance read access and read failure rates.

Toggle MRAM is a good candidate for those IoT applications requiring long periods

of standby current as this technology is non-volatile with fast write times. TAS with

STT-MRAM within a PMTJ structure is a better choice for ultra-low power, battery

operated IoT nodes, as this application requires zero standby energy with a fast

power-up time.

2.6 Summary

MTJ-based MRAM is an effective candidate technology for the specialized memory

needed in IoT applications. PMTJ structures exhibit higher density and lower power

than IMTJ due to the circular shape and perpendicular interfacial or magnetocrystalline

anisotropy. STT-MRAM assisted with TAS provides enhanced speed and power as

compared to FIMS, toggle, TAS, and STT-MRAM. The ability to maintain a ten year

retention time operating at extremely low energy makes MRAM highly appropriate

for IoT applications, particularly for sensor nodes located in harsh environmental

conditions.
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Chapter 3

PMTJ Temperature Sensor
utilizing VCMA

The need for thermal aware systems is increasing. Systems able to measure the

local ambient to affect system function are becoming increasingly desirable [82]. A

thermal sensor near the CMOS device layer and sufficiently accurate to capture the

local temperature is required. Materials with a high thermal conductivity and thermal

stability are therefore desirable.

A thermal sensor is a two terminal device that produces an output current or

voltage in relation to the ambient temperature. A thermal sensor should have low

thermal mass and a fast response time. Integrated thermal sensors are monolithically

fabricated in a semiconductor technology. These integrated thermal sensors are often

in the form of bipolar junction transistors (BJT) where the relationship between

the base-emitter voltage and collector-emitter current is a function of the ambient
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temperature. Recent developments have enabled the fabrication of stacked BTJs with

a precision amplifier to enhance sensor accuracy [83].

A magnetic tunnel junction (MTJ) is a three layer structure composed of two

ferromagnetic (FM) metallic layers separated by a nonmagnetic insulator layer. The

tunneling magneto-resistance characterizes the change in device resistance based on

the difference in orientation of the magnetization direction between the two FM layers

[51]. The MTJ fabrication process is also CMOS compatible, fabricated within the IC

metal layers.

MTJs are good candidates to become an effective temperature sensor since the MTJ

resistance depends upon the ambient temperature [27,84]. The device is small, CMOS

compatible, close to the device layer, and leaks almost zero power. A network of MTJs,

distributed over the die, can support local monitoring of the thermal characteristics

across a system.

A mechanism is described here for using an MTJ in the antiparallel state as a

thermal sensor based on a change in resistance with temperature. The antiparallel

(AP) state is preferable for thermal sensing applications, as the parallel (P) state is

almost independent of the ambient temperature. The chapter is outlined as follows. In

section 3.1, the effects of temperature and voltage on the MTJ magnetic and electrical

properties are discussed. A procedure for using an MTJ as a thermal sensor is described

in section 3.2. A case study of an MTJ-based thermal sensor is also described. In
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the case study, an electrical model is presented which is based on experimentally

extracted parameters, as described in section 3.3. An MTJ-based thermal sensor

circuit is presented in section 3.4. The chapter is summarized in section 3.5.

3.1 Influence of temperature and voltage on MTJ

MTJs are used as a memory element by pinning the magnetization of one of the

FM layers while the other FM layer is the free magnetization layer. Both FM layers

exhibit uniaxial magnetic anisotropy (MA) behavior, where a uniaxial preferably

magnetization direction exists for the material magnetization. Two popular forms

of FM materials used within an MTJ are in-plane MTJ (IMTJ) or out-of-plane –

perpendicular MTJ (PMTJ). IMTJs are elliptical structures where the shape anisotropy

dominates the anisotropy behavior, resulting in magnetization along the long axis.

PMTJs, alternatively, exhibit out-of-plane MA due to other forms of anisotropy, e.g.,

magneto-crystalline anisotropy or interfacial magnetic anisotropy [57].

An MTJ is used as a memory element by changing the state of the MTJ between

parallel and antiparallel states, where both FM layers share the same orientation

or are 180o out-of-phase. Changing the state of an MTJ is achieved by applying a

torque with an energy greater than the system magnetization energy. The spontaneous

magnetization energy is in the form of multiple magnetic anisotropies that exist within

the FM system.
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MTJs can be modeled as a bistable system, with two possible stable states, parallel

and antiparallel. The energy separation between these states is controlled by the

effective anisotropy energy ∆E. The system magnetization energy is a function of the

device shape and physical dimensions in addition to the FM and tunneling (insulator)

materials. The effective anisotropy energy ∆E is

∆E = KeffνFM = EBulk anistropy+

EInterface anistropy + EDemagnetization + EV CMA,

(3.1)

where Keff is the effective anisotropy constant, and νFM is the volume of the FM

layer. ∆E can be approximated based on the MTJ structure, and EV CMA is the

energy maintained by the voltage controlled magnetic anisotropy (VCMA). Different

forms of magnetic anisotropy can exist within the FM layers.

Recent studies have promoted PMTJs over IMTJs for high performance memory

applications due to scalability, fast switching, and low power consumption for both

writing and reading [85]. For a PMTJ, the perpendicular magnetic anisotropy (PMA)

mechanism exists as either interfacial, bulk PMA, or both, based on the device material

and shape. The anisotropy energy for a PMTJ without the voltage dependent term

can be approximated as [64]

∆E|PMTJ ≈ [KV +
2Ki

tFM

− 1

2
µ0(NZ −NXY )MS

2]νFM , (3.2)
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where KV is the volume anisotropy constant, Ki is the surface interfacial anisotropy

constant, tFM is the thickness of the FM layer, µ0 is the permeability of free space, NZ

is the demagnetization tensor in the ẑ (perpendicular) direction, MS is the saturation

magnetization, and νFM is the volume of the FM layer.

3.1.1 Influence of voltage on MTJ

Some MTJ structures exhibit VCMA, where the applied voltage affects the magnetic

anistropy of the MTJ. The effect of voltage on the MTJ can be modeled as a magnetic

field H⃗V CMA = [2ζV CMAV /µ0MStoxtFL] ên normal to the MTJ structure, where

ζV CMA is the VCMA coefficient, and V is the applied voltage [86]. The voltage

dependent term of the anisotropy energy is modeled as [87]

∆E|V CMA = ∆E(0)− 2ζV CMAV AMTJ

tox
, (3.3)

where ∆E(0) is the anisotropy energy with zero applied voltage, and AMTJ is the

surface area of the MTJ.

The tunneling magneto-resistance (TMR) characterizes the quality of the electrical

response of the MTJ, where TMR = (RAP −RP )/RP , RAP is the antiparallel state

resistance, and RP is the parallel state resistance. TMR exhibits a voltage dependence,
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as shown in [88]

TMR(V ) =
TMR(0)

1 + (V/Vh)
2 , (3.4)

where TMR(0) is the TMR at a zero applied voltage. According to the Juliere model,

TMR(0) = 2P1P2/(1− P1P2), where P1 and P2 are the spin polarization percentage

of the two FM layers, and Vh is the voltage at which TMR is halved [51].

3.1.2 Influence of temperature on MTJ

RP is independent of thermal variations, as experimentally described in [89]. The

antiparallel resistance, however, decreases with an increase in temperature. The

temperature influences most of the MTJ parameters, including the spin polarization

P (T ), saturation magnetization MS(T ), and all of the magnetic anisotropic constants

K(T ), which affect the MTJ antiparallel resistance. RAP = 1/(GAP × AMTJ) where

GAP is the conductance of the AP state. The dependence of GAP on temperature is

GAP (T ) = GT

[
1− P1(T )P2(T )

]
+GSI , (3.5)

where GT = G0

(
sin (CT )/CT

)
is the elastic spin dependent term, G0 is the parallel

state conductance G0 =
(
3.16 × 1010

√
ϕB/tox

)
exp(−1.025 ×

√
ϕB × tox) at zero

voltage and zero temperature, T is the ambient temperature, ϕB is the average

tunneling barrier height (in eV), tox is the thickness of the insulator barrier layer, and
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C = 1.387 × 10−4tox/
√
ϕB is a material dependent parameter [90]. GSI = ST 4/3

is the inelastic spin independent conductance, and S is a fitting parameter. The

dependence of the spin polarization on temperature can be fitted as [91,92]

P (T ) = P (0)
[
1− βPT

αP
]
, (3.6)

where βP and α are fitting parameters related to the device dimensions and material

properties.

The dependence of other MTJ parameters on temperature is primarily modeled by

fitting expressions [93],

MS (T ) = MS (0)

[
1−

(
T

T ∗

)βM

]
, (3.7)

Ki (T ) = Ki (0)

(
MS (T )

MS (0)

)βK

, (3.8)

ζV CMA (T ) = ζV CMA (0)

(
MS (T )

MS (0)

)βζ

, (3.9)

where P (0), MS(0), Ki(0), and ζV CMA(0) are measured at zero temperature, and β

and α are fitting factors for each parameter.
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3.1.3 Combined influence of temperature and voltage on MTJ

Using (4), (5), and (6), TMR(T, V ) can be described [94] by (10), and RAP (T, V )

by (11).

TMR(T, V ) = [
TMR(0)

1 + (V/Vh)
2 ]×

2
(
1− βPT

α)2
TMR(0)

[
1−

(
1− βPT

α)2]+ [
1 + TMR(0)

]
GSI/GT + 2

,

(3.10)

RAP (T, V ) = RP (TMR(T, V ) + 1). (3.11)

Using (2), (7), (8), and (9), the system anisotropy energy for a VCMA controlled

PMTJ, neglecting the volume magnetic anisotropy term, is approximated as

∆E(T, V )|PMTJ ≈

[
2Ki

tFM

− 1

2
µ0(NZ −NXY )MS

2 − 2ζV CMAV AMTJ

tox
]νFM .

(3.12)

As previously mentioned, an energy barrier exists between the P and AP state.

The device switches from the AP state to the P state when applying an energy that

exceeds the built-in energy (related to the critical switching energy). The critical

switching voltage, determined from (12), is

VC0(T )
∣∣
PMTJ

≈

toxtFM

ζV CMA(T )

[
Ki(T )

tFM

− 1

4
µ0(Nz −Nx,y)MS(T )

2

]
.

(3.13)
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Figure 3.1: Magnetization behavior of MTJ in Z-axis under different sense voltages V
and ambient temperatures T, (a) V = 5 volts and ambient temperature T of 300 K,
(b) V = 5 volts and T = 450 K, (c) V = 5 volts and T = 600 K, (d) V = 10 volts and
T = 300 K, and (e) V =14 volts and T = 300 K

3.2 MTJ-based thermal sensor

To sense the MTJ resistance, a voltage pulse is applied across the MTJ. To

accurately measure the temperature, the change in the AP resistance due to an

applied voltage and temperature needs to be determined. Equation (3.14) describes

the maximum rate of change in the resistance with respect to temperature at the

sensing voltage,

max
Vmin≤V≤Vmax

∂RAP (T, Vi)

∂T

∣∣∣∣
V=Vi

, (3.14)

where Vmin and Vmax are, respectively, the minimum and maximum voltage applied

across an MTJ without changing the AP state.

The thermal stability ∆ determines the limits of the applied voltage and the range

of temperature where the device can stably operate. ∆ is the ratio of the MTJ system

magnetization energy and the energy perturbation to the system, which is a function
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of temperature and applied voltage,

∆(T, V ) =
∆E(T, V )|MTJ

KBT
=

Keff (T, V )νFM

KBT
, (3.15)

where KB is the Boltzmann constant. The bias point (the voltage pulse) can be

determined from (13).

3.3 Case study

The physical parameters used in this work are based on PMA and VCMA nanoscale

MgO|CoFeB based MTJs [93,94]. These physical parameters are listed in Table 3.1.

At a specific sensing voltage, the thermal stability of the device decreases with

increasing temperature. The change in the thermal stability and antiparallel resistance

when no sensing voltage is applied is depicted in Figure 3.2.

(a) (b)

Figure 3.2: Change in (a) thermal stability, and (b) antiparallel resistance with respect
to temperature with no applied sense voltage



48

Table 3.1: MTJ physical parameters

Parameters Description Value
wFL FM width = radius 20 nm
tFL FM thickness 1.5 nm
tox Barrier thickness 1.1 nm
ΦBL Barrier height 0.39 eV
Vh Voltage @ half TMR 0.5 V

S Spin independent conductance factor 1.1× 10−12

βP Fitting parameter for P 2.07× 10−5

αP Fitting parameter for P 2.3
βM Fitting parameter for MS 1.5
T ∗ Fitting parameter 1120 K
βKi Fitting parameter 2.3
βζV CMA Fitting parameter 2.83
Nz Demagnetization tensor factor in Z 0.9343
Nxy Demagnetization tensor factor in XY 0.015

Ki0 Interfacial MA at 0 K 2.02× 10−3J/m2

MS0 Saturation magnetization at 0 K 1457× 103A/m
TMR0 TMR at 0 K 3

ξV CMA0 VCMA factor at 0 K 48.9× 10−15 J/(V.m)

To characterize a read disturbance, the critical switching voltage, determined from

(13), is 25.8 volts. The sensing voltage should therefore be less than half of that value,

around 13 volts. In practical memory applications, to decrease the critical switching

voltage, an embedded in-plane magnetic field bias is used [86, 95], or a polarizer layer

is added to the MTJ structure [96]. Note that the device only operates due to VCMA.

Other perturbation torques exerted by spin polarized electrons, such as spin transfer

torque, are not considered.
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An MTJ is evaluated under different scenarios to characterize the effect of the sense

voltage and ambient temperature on the MTJ read disturbance. The magnetization

behavior as a function of sense voltage with variable amplitude, pulse width of 10 ns,

and ambient temperature of 300 K is illustrated in Figure 3.1a. The device exhibits a

small disturbance but maintains the write state at a voltage below the predetermined

critical switching voltage. As the sense voltage approaches the critical switching

voltage, the read disturbance increases, as illustrated in Figures 3.1(b) and 3.1(c).

The effect of thermal stability on the read disturbance and hence device sensitivity

has also been evaluated. The device is evaluated with the same sense voltage, pulse

width, but different ambient temperatures, as illustrated in Figures 3.1(d) and 3.1(e).

∆(300, 5) is approximately 365, meaning the device energy is greater than the energy

disturbance. In the second scenario, the same device is evaluated with the same sense

voltage but with an ambient temperature of 600 K. Assuming the device maintains

the same physical behavior at this high temperature, ∆(600, 5) is approximately 85.

The device switches to the parallel state as the steady state is approached.

The simulations are based on a macrospin compact model with a 10 A/m external

magnetic field in the x⃗ direction to evaluate the switching behavior. The simulation

results for different scenarios of ambient temperature and voltage pulse amplitude

are shown in Figure 3.1. Both the ambient temperature and/or the amplitude of the
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sense voltage are able to switch the device into the parallel state. The parallel state

should be avoided to ensure the device remains sensitive to the ambient temperature.

The behavior of RAP with respect to temperature and sense voltage is illustrated

in Figure 3.3. At a specific sense voltage, the resistance decreases with respect to the

ambient temperature. The rate of change in the resistance with respect to the sense

voltage is illustrated in Figure 3.4. Operating an MTJ as a thermal sensor requires a

sense voltage that can bias the device to the maximum rate of change in resistance

with respect to the ambient temperature.

Figure 3.3: Change in the antiparallel resistance with respect to temperature and
voltage
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Figure 3.4: Rate of change in the antiparallel resistance with respect to temperature
and MTJ sense voltage

3.4 Thermal sensor

The thermal sensor is shown in Figure 3.5(a). The current amplifier enhances the

sensitivity and amplifies any changes in the sense currents. RAP can be measured as

RAP = Vsensing/Isensing.

VCMA-based MTJs can be used as a thermal sensor by applying a voltage pulse,

and measuring the device resistance. The rate of change in the MTJ resistance with

respect to temperature at around 0.2 volts is approximately 16 Ω per degree Kelvin,

as illustrated in Figure 3.4. For multiple sense voltages, the rate of change in the

normalized output current at an ambient temperature is shown in Figure 3.5(b). For

typical integrated sensors, a nominal output of 298 µA at 300 K with a change of

1 µA per degree Kelvin is exhibited.
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(a) (b)

Figure 3.5: Proposed thermal sensor, (a) thermal sensor circuit, and (b) thermal sense
current for different sense voltages

An MTJ can be integrated above the CMOS device layer, providing high accuracy

and local thermal access. An array of MTJs can be placed in series to increase the

sensitivity of the sensor. Adding a distributed network of MTJs above the CMOS

circuit blocks supports local monitoring of the system temperature. In addition,

MTJ leaks almost zero current. The cost in standby power to support a thermal

aware network is therefore low as compared to semiconductor-based thermal sensing

techniques.

3.5 Summary

A method is proposed for using an MTJ as a thermal sensor. The technique

considers the effects of temperature and voltage on the thermal stability and resistance
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of an MTJ. Physical parameters, based on experimentally fabricated devices, are used

to characterize the behavior of the MTJ. The MTJ can operate as a thermal sensor

with a change in device resistance of up to 16 Ω per degree Kelvin at a sense voltage of

0.2 volts. A network of distributed MTJs can be used to efficiently monitor complex

integrated systems to dynamically control local operation based on thermal and power

constraints.
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Chapter 4

Spintronic/CMOS-Based Thermal
Sensors

Conventional methods for allocating a small number of integrated thermal sensors

is insufficient to fully monitor the thermal behavior of a large scale system [97, 98].

CMOS-based thermal sensors exhibit low sensitivity and an exponential relationship

with temperature, complicating the process of estimating the ambient temperature

[99, 100]. Hence, to increase sensor accuracy and sensitivity, additional computational

blocks, such as amplifiers, A/D converters, and look-up tables, should be added to

determine the precise temperature [101, 102]. This complexity makes it difficult to

distribute hundreds of thermal sensors across an integrated system.

In this chapter, hybrid spintronic/CMOS based thermal sensors are proposed as

the backbone of a next generation thermal aware system. The proposed thermal

sensing circuits exhibit small area, high sensitivity, and low power. These circuits

operate over a wide temperature range with high sensitivity and linearity, making
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the proposed hybrid spintronic/CMOS circuits competitive with CMOS-only thermal

sensors.

The chapter is organized as follows. The thermal influence on spintronic and

CMOS devices is described in Section 4.1. The proposed thermal sensors are reviewed

in Section 4.2. A comparison between the spintronic/CMOS-based thermal sensors

and CMOS-only thermal sensors is presented in Section 4.3, followed by the summary

in Section 4.4.

4.1 Temperature effects on the resistance of MTJ

and CMOS devices

Resistance describes the movement of electrons from one atom to another under

the influence of an electric field. The movement of electrons is characterized by

interactions and scattering within the device material, which causes the devices and

interconnects to heat up. The heat generated from these interactions changes the

ambient temperature, causing the atoms to vibrate at a higher rate. The higher the

temperature, the more violently the atoms vibrate, affecting the resistance of the

electronic devices.
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To simplify the influence of temperature on the resistance of an electronic device,

two types of devices are considered as thermal resistors with a temperature coefficient

of resistance TCR, as described by the following expression,

R−RRef

T − TRef

=
dR

dT
= TCR×RRef , (4.1)

where TRef is a reference temperature at 0oC, and RRef is the resistance at TRef .

TCR describes an absolute measure of the relative change of a thermal resistor to a

change in temperature.

The conductance of an MTJ is composed of two primary components, a spin-

dependent (elastic) conductance and a spin independent (inelastic) conductance. Both

conductance components exist in the parallel and antiparallel states but with different

contributions. The MTJ conductance is due to a mixture of different mechanisms

such as hopping dependent tunneling, magnon assisted tunneling, phonon assisted

tunneling, and direct spin polarized tunneling [90,103,104]. An increase in temperature

causes an increase in the number of impurities which enhances the hopping mechanism,

thereby raising the hopping conductance [105]. The temperature influences the

magnetoresistance of the ferromagnetic layers of the MTJ and the magnetism of the

interface between the ferromagnetic layers and the insulator [105–107]. Most of the

conductance in the MTJ parallel state is direct spin polarized conductance, which is

less affected by temperature than other types of conductance mechanisms.
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The antiparallel resistance of an MTJ is more sensitive to temperature than

the parallel state, since most of the conductance mechanisms contributing to the

antiparallel state are an inelastic conductance which exhibits a high temperature

dependence [107–109]. A compact physical model of an MTJ based on experimentally

fabricated devices is described in this chapter to characterize the electrical and magnetic

behavior of an MTJ [93,94,109]. As an example, an MTJ with a sense voltage of 0.8

volts exhibits a TCR|MTJ of −8× 10−51/oC and a linearity R2 of 0.99999.

The temperature dependence of a CMOS transistor depends upon whether the

device is operating in the linear or saturation region. The linearity and sensitivity

of the change in drain-to-source resistance of a CMOS transistor to temperature are

illustrated in Figure 4.1. As an example, a CMOS transistor operating in saturation

with VGS = 0.45 volts and VDS = 0.45 volts exhibits a TCR|Transistor of 53×10−41/oC

and a linearity of 0.9992.

A saturated transistor features a high linearity of up to 1 and a sensitivity

approaching 600 ohms/K while an MTJ exhibits a negative sensitivity approaching -4

ohms/K but with higher linearity. The sensitivity of an MTJ can be controlled by

changing the size, bias point, or material [109, 110]. In this chapter, an MTJ is biased

with a CMOS transistor, where the thermal influence of both devices compensates each

other to achieve a thermal sensor with high sensitivity and linearity. The proposed

circuits are presented in the following section.
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(a)

(b)

Figure 4.1: Linearity and sensitivity of a CMOS transistor at different bias conditions,
a) linear region, and b) saturation region

4.2 Proposed spintronic/CMOS-based thermal sen-

sors

MTJ devices are combined with CMOS to provide an efficient temperature sensor.

The sensing technique considers the effects of temperature and sense voltage on the

thermal stability and resistance of an MTJ. An MTJ exhibits higher sensitivity in the

AP state than in the P state [92,103,111]. Hence, an MTJ is designed to operate as a

thermal sensor in the stable AP state despite fluctuations in operating temperature

and supply voltage.



59

The thermal stability ∆ of an MTJ determines the limits of the applied voltage

and range of temperature over which the device can stably operate without switching

[109]. ∆, as shown in Equation 3.15, is the ratio of the magnetization energy of an

MTJ and the thermal perturbation to the system, which is a function of temperature

and applied voltage. Fluctuations in the sense voltage when switching an MTJ is

related to the critical switching voltage of an MTJ as discussed in subsection 3.1.3,

CMOS-only thermal sensors exhibit an exponential relationship with temperature

which complicates the measurement process. To exploit the capabilities of both an

MTJ and CMOS transistor to sense temperature, both of these devices are used

within the same circuit. Two different MTJ/CMOS-based thermal sensing circuits are

proposed in this chapter, as shown in Figure 4.2. These circuits are described in terms

of the thermal sensitivity and linearity characteristics in, respectively, Sections 4.2.1

and 4.2.2.

4.2.1 Circuit I, Hybrid-I MTJ/transistor

Circuit I, Hybrid-I is composed of a transistor and an MTJ, where the output

voltage Vout (the drain-to-source voltage) exhibits a linear relationship between the

output voltage of the circuit and the temperature. Note the decrease in the MTJ

resistance and increase in the transistor resistance with temperature; both devices
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(a) (b)

Figure 4.2: Proposed CMOS/MTJ thermal sensors, a) Hybrid-I MTJ/transistor, and
b) Hybrid-II MTJ/transistor with an active load

compensate each other and hence the output voltage exhibits a linear relationship

with temperature.

The output voltage Vout of Circuit I is described by the following expression,

Vout1 =
VDDRDS(T )

RDS(T ) +RMTJ(T )
, (4.2)

where RDS and RMTJ are, respectively, the drain-to-source resistance of the transistor

and the resistance of the MTJ. As previously mentioned, a change in the resistance of

both the transistor and MTJ with temperature compensates each other, making the

output voltage directly proportional to the temperature.
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The linearity and sensitivity of the output voltage of Hybrid-I under different bias

conditions are illustrated in Figure 4.3. The circuit achieves a sensitivity of up to

1.2 mV/K and a linearity of almost 1. These simulations are based on the predictive

transistor model (PTM) for CMOS transistors [112]. The CMOS transistors are 32

nm × 16 nm [112], and the 16 nm PTM model parameters are based on BSIM-CMG

[112].

Although Hybrid-I exhibits high linearity and sensitivity, note the circuit behavior

under thermal or bias fluctuations. The MTJ in Hybrid-I provides a stable feedback

system, since any decrease in RMTJ with an increase in temperature will raise the

drain voltage, maintaining the transistor within the saturation region. As previously

mentioned, operating a transistor in the saturation region enhances the linearity and

sensitivity of the circuit. Hybrid-I cannot however maintain stable operation under

fluctuations in the supply voltage. Hybrid-II is proposed to overcome this disadvantage,

as described in the following subsection.

4.2.2 Circuit II, Hybrid-II

Circuit II, Hybrid-II is composed of an NMOS transistor, PMOS transistor, and an

MTJ. The PMOS transistor is biased at a DC operating point, labeled as Active load,

as illustrated in Figure 4.2-b. Hybrid-II provides greater control on the bias voltage

by changing the state of the active load. In addition, the NMOS, PMOS, and MTJ
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Figure 4.3: Thermal performance of the Hybrid-I circuit; sensitivity ∂Vout/∂T (solid
line) and linearity R2 (dotted line)

devices contribute to the relationship between the output voltage and temperature,

which affects both the linearity and sensitivity of the circuit. The resistance of both the

NMOS and PMOS transistors increases with temperature, while the MTJ resistance

decreases. The nonlinear increase in the resistance of the NMOS and PMOS devices

compensates the linear decrease in the resistance of the MTJ, maintaining a linear

relationship with temperature, as expressed by (4.3). The output voltage of the circuit

is described by the following expression,

Vout2 =
VDDRDS1(T )

RDS1(T ) +RDS2(T ) +RMTJ(T )
. (4.3)

The variation in linearity and sensitivity of Hybrid-II under different bias conditions

is illustrated in Figure 4.4. The circuit exhibits a sensitivity of up to 2.2 mV/K with a

linearity approaching 1. Over a wide range of bias conditions, Hybrid-II maintains high
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linearity and sensitivity, making the circuit a good candidate to overcome fluctuations

in the bias voltage. The dark area in Figure 4.4-a describes where the circuit exhibits

the highest sensitivity and linearity.
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Figure 4.4: Thermal performance of the Hybrid-II circuit, a) sensitivity ∂Vout/∂T ,
and b) linearity R2. The dark area in (a) describes where the circuit exhibits the
highest sensitivity and linearity.
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To provide further insight into the superiority of the proposed circuits, a comparison

between four thermal sensors (a diode connected transistor, two paired transistors,

Hybrid-I, and Hybrid-II) is characterized in terms of the sensitivity, linearity, power

consumption, and area, as presented in Section 4.3.

4.3 Comparison of thermal sensors

The proposed circuits benefit from the influence of temperature on the transistor

parameters (such as the threshold voltage, mobility, saturation velocity, gate tunneling

current, tunneling and recombination current, drain induced barrier lowering, impact

ionization, and body effect) and the MTJ antiparallel resistance. The proposed

MTJ/CMOS-based thermal sensors are illustrated in Fig. 4.2 while the CMOS-only

circuits are illustrated in Figure 4.5. A comparison of the four different circuits clarifies

the advantages of the hybrid thermal sensor composed of an MTJ with CMOS.

Circuits CMOS-I and CMOS-II are CMOS-only thermal sensors, where CMOS-I is

a diode connected thermal sensor biased by a current source, and CMOS-II is the same

as CMOS-I followed by a common source amplifier. A comparison of these sensors is

listed in Table 4.1. The CMOS transistors are sized the same (32 nm × 16 nm) and

biased at the same current (17 µA) to establish a fair comparison.

For the two CMOS thermal sensors, these circuits exhibit good sensitivity with

reasonable linearity. In Hybrid-II, the two CMOS transistors and MTJ behave
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Vout

(a)

Vout

(b)

Figure 4.5: CMOS-only sensors, a) CMOS-I, diode connected transistor, and b)
CMOS-II, two paired transistors

Table 4.1: Comparison of the proposed temperature sensor and conventional CMOS
sensors in terms of sensitivity, linearity, power consumption, and area

CMOS-I CMOS-II Hybrid-I Hybrid-II

Sensitivity (mV/K)

Commercial (0 to 85) 0.51 0.51 0.4 1.91

Industrial (-40 to 100) 1.03 1.03 0.64 3.78

Automotive (-40 to 125) 1.08 1.08 0.77 3.97

Military (-55 to 125) 1.35 1.35 0.81 4.8

Linearity

Commercial (0 to 85) 0.985 0.985 1 0.983

Industrial (-40 to 100) 0.953 0.953 0.999 0.96

Automotive (-40 to 125) 0.941 0.941 0.999 0.947

Military (-55 to 125) 0.919 0.919 0.996 0.936

Power Consumption at 27oC (µW) 40 80 18 11.9

Area (µm2) 4X 8X 1X 2X

as temperature sensor elements. Hybrid-II exhibits a higher thermal sensitivity

than Hybrid-I. In terms of power consumption, Hybrid-II exhibits the lowest power

consumption. The MTJ/CMOS thermal sensor requires less area since no current
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source is required. CMOS-II exhibits a higher linearity than CMOS-I but requires

more area. Based on Table 4.1, Hybrid-II provides appropriate capabilities for a

system requiring a large number of on-chip distributed temperature sensors.

4.4 Summary

Two hybrid spintronic/MTJ thermal sensors are proposed in this chapter. These

circuits are based on a magnetic tunnel junction which exhibits a thermal sensing

capability with a linearity up to 0.983 and a thermal sensitivity of 1.91 mV/K

over a wide range of operational temperatures while consuming low power (32 µW).

Incorporating an MTJ with a CMOS transistor exhibits a sensitivity of 3.78 mV/K

and a linearity approaching 1 while consuming only 11.9 µW during the on-state

over a temperature range of -40 to 125oC. The proposed hybrid spintronic/CMOS

temperature sensors are appropriate within a next generation thermal aware system

composed of hundreds of on-chip distributed thermal sensor nodes.
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Chapter 5

Distributed Spintronic/CMOS
Sensor Network for Thermal Aware
Systems

A thermal aware system can be achieved by distributing a large number of on-chip

thermal sensors. These on-chip thermal sensors should be small in size, low power,

high speed, temperature sensitive, and accurate over a wide temperature range. The

on-chip thermal sensors should be appropriately placed to capture local hot spots.

The location of the thermal sensors depends upon the sensor characteristics, system

requirements, IC package, and cooling techniques [113].

A small number of thermal sensor nodes are typically located around an IC,

particularly near potential hot spots to support a thermal aware system. For instance,

Intel utilizes one thermal sensor per core in the Xeon 5400 series [97], while 25 thermal

sensors are embedded within the IBM POWER6 processor [98]. The use of a few

thermal sensors, however, limits the ability to fully monitor the significant spatial
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and dynamic temperature variations across an integrated system [114]. Thermal

aware systems manage the locally distributed thermal sensor nodes around an IC,

dynamically controlling the system workload [114–116]. These systems, however,

utilize a software-based management system which do not respond to individual

thermal sensor nodes. In addition, the response time of these software solutions

is long and consumes significant power; hence hardware solutions are desirable. In

this chapter, an integrated system to support a thermal aware capability, shown in

Figure 5.1, is proposed, where multiple thermal sensor nodes are distributed across an

IC.

DŝŐŝƚĂů 
ďůŽĐŬƐ

CĞŶƚƌĂůŝǌĞĚ ƐĞŶƐŝŶŐ ďůŽĐŬ

CŽŶƚƌŽů ƵŶŝƚ

CŽŶƚƌŽů 
SŝŐŶĂůƐ

SĞŶƐŽƌ 
ŶŽĚĞƐ

Figure 5.1: Distributed thermal network system

The distributed thermal sensor nodes communicate with a centralized sensing unit

which collects temperature information from the individual sensor nodes, producing a

thermal map of the system. A hybrid spintronic/CMOS-based analog thermal sensor is

proposed here where the high temperature sensitivity of the magnetic tunnel junction

(MTJ) antiparallel resistance is exploited. The sensor output is compared with a
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Figure 5.2: Proposed thermal aware system. The system input chooses the row being
read through a decoder. The decoder enables the transmission gate of the sensor cell
to the read line. The read lines are connected to a latched-based amplifier which
produces the system output.

reference source, as shown in Figure 5.3 [117]. The analog thermal sensor behaves as a

threshold temperature-based sensor, triggering a signal if the temperature (or voltage)

exceeds a certain reference temperature (or voltage).

Several papers discuss thermal sensors using spintronic technology [27, 118]. In

[27], a patent describes the use of an MTJ as a thermal sensor by sensing the change

in the resistance of an MTJ to temperature. [27] does not describe a thermal sensor,

guidelines for using an MTJ as a thermal sensor, or the distinctive behavior of the P

and AP resistance of an MTJ to temperature. In [118], the influence of temperature

on the probability of device switching is noted. Sensing a change in the switching
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Figure 5.3: On-chip analog thermal sensor

probability requires additional circuitry. In this work, the temperature is measured by

a change in the antiparallel resistance.

The proposed system includes a network of thermal sensor nodes distributed around

an IC and additional circuitry, described in section 5.1, that manages and controls the

sensor signals and hence the system performance, as schematically shown in Figure 5.1.

The chapter is organized as follows. The proposed thermal aware system is described

in section 5.1, where the system architecture and circuit requirements are discussed.

Simulation results are presented in section 5.2 followed by the summary in section 5.3.

5.1 Distributed thermal network

The proposed thermal aware system is a network of thermal sensor nodes commu-

nicating with a control unit that collects temperature data and produces a thermal
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map. This thermal network provides the monitored system with dynamic real-time

thermal information. The proposed system architecture, read and data signaling,

and related circuitry are discussed below. The system components are described

in subsection 5.1.1, the system signaling is illustrated in subsection 5.1.2, and the

fabrication characteristics of the system are reviewed in subsection 5.1.3.

5.1.1 System architecture

The proposed system architecture, shown in Figure 5.2, is managed as a memory

grid, where the sensor nodes are organized in a grid-based topology. To read a system

of m× n sensor nodes with m columns and n rows, a log2 n− to− n decoder and m

amplifiers are required. The input to the system decoder identifies the row being read.

Each row shares the same enable signal, while each column shares the same bit line.

The enable signal, generated from the system decoder, passes the sensor node voltage

to the bit line and is read through a sense amplifier. The proposed sense amplifier is

latch-based, composed of two inverters controlled by a Read signal. The sensor node

voltage is compared with a reference voltage that sets a threshold temperature. The

system output is in a binary format indicating whether the state of the sensor node is

either below or above a threshold voltage.
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5.1.2 System read and data signaling

The sequence of operations is as follows. During each read cycle, the enable signal

controls the decoder to individually select one row. The output of each cycle is a

vector of m sensor node reads. During each cycle, one row is read, and n cycles are

required to read n rows. The system input is generated from a counter, and the system

output is stored within a memory.

An example of the data signal waveform of a 4×4 data signal is shown in Figure 5.4.

The decoder and sensor nodes are enabled by the Enable signal, where the decoder

input data are annotated as A0 and A1. The output of the decoder enables the

individual transmission gates. Each transmission gate connects the associated sensor

node output to the bit line. The Read signal enables the sense amplifier to latch a bit

line. In comparison with a reference voltage, the amplifier output is latched to either

high or low. The output signals, w0, w1, w2, and w3, indicate the temperature status.

By turning the Enable signal off, the system saves energy by isolating the power from

the sensor nodes and decoder.

The output of a distributed thermal network composed of 16× 16 sensor nodes is

illustrated in Figure 5.5b. The binary thermal map, shown in Figure 5.5a, reflects the

location of the individual sensor nodes. The thermal map indicates if the temperature

is above or below a predefined threshold temperature and hence determines in real-time

the location of the critical hot spots.
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Figure 5.4: System waveforms
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Figure 5.5: 16 × 16 thermal map, (a) output sensor node readings, and (b) thermal
map. The dark areas represent nodes with a temperature above the temperature
threshold.

5.1.3 System characteristics

The proposed system incorporates hybrid spintronic/CMOS devices. The spintronic

circuit is based on a magnetic tunnel junction. An MTJ is a structure composed of

two ferromagnetic layers separated by an insulator barrier [51]. The resistance of

the device is controlled by the difference in the magnetization angle between the two

layers. The device exhibits two stable states, a parallel (P) state (where the two layers
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are magnetized in the same direction) and an antiparallel (AP) state [54]. The MTJ

is combined with CMOS to provide an efficient temperature sensing element. An

MTJ/CMOS-based thermal sensor exhibits small size, low power, high linearity, and

high sensitivity [119]. These capabilities support a thermal aware system composed of

hundreds of distributed thermal sensor nodes.

The MTJ is integrated between the metallic layers above the CMOS device layers,

as shown in Figure 5.6, making this structure a good candidate for a local, distributed

thermal sensor. MTJ fabrication is sufficiently mature for different technology

platforms such as bulk-CMOS, FDSOI-CMOS, and FINFET CMOS [120]. Intel

[121], GlobalFoundries [122], Samsung [123], and other large foundries are integrating

MTJ technology with CMOS at different technology nodes. These advancements

in fabrication can produce high quality MTJs for thermal sensing applications. In

addition, MTJ memory can operate over a wide range of temperatures, -40oC to

125oC, in a stable manner for commercial, automotive, and military applications [72].

The ability of MTJ technology to be integrated with CMOS, operate over a wide,

stable temperature range, and exhibit almost zero leakage current in the off state,

with higher temperature sensitivity than conventional CMOS devices suggests an

MTJ/CMOS temperature sensor is an effective candidate for next generation thermal

aware systems [119].
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Figure 5.6: MTJ, interconnect, and device layers

The use of an MTJ as a thermal sensor is supported by the high thermal sensitivity

of the MTJ antiparallel resistance. The resistance of an MTJ changes almost linearly

with high sensitivity with temperature in the antiparallel state (as compared to the

parallel state) [92,103,110,111]. The sensitivity of an MTJ to temperature is proposed

in multiple MTJ structures such as, CoFeB/Al-O/CoFeB [92,111], Fe/MgO/Fe [110],

and CoFeB/MgO/CoFeB [103]. The thermal sensitivity of the MTJ antiparallel

resistance depends upon the device material structure, dimensions, and applied sense

voltage.

The proposed temperature sensor cell is discussed in the following section. The

physical, magnetic, and electrical behavior of an MTJ in addition to the proposed

thermal sensor are reviewed. A comparison between the proposed temperature sensor

and conventional CMOS sensors in terms of sensitivity, linearity, power consumption,

and area is also provided.
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5.2 Simulation results

The system operation works as follows. The sense amplifier sets the sensor node

voltage. Based on the grid size and number of nodes, preamplifier stages or buffers

increase the current, enhance the sensitivity, and isolate the sensor node signal.

The signal path of the sensor node to the output, shown in Figure 5.7, is used to

characterize system performance. The system characteristics are listed in Table 5.1,

where the power consumption includes the energy consumed in the sensor nodes,

buffers, inverters, amplifiers, and decoder. The delay of the read operation is the time

required to read each of the rows.

VCMA PMTJ

Active load

࢈ࢂ ࢌࢋࡾࢂ

Buffer

SAEN

SO

SO

Vdd

Vdd

Figure 5.7: Sensor signal path

A read pulse of 1 ns is used to produce an output decision of one sensor node.

The comparator delay is 0.03 ns. The accuracy of the system temperature is ±3 K

for a reference voltage with an accuracy of ±1 mv. The area of each sensor node is
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32 nm × 64 nm where the MTJ layer is between the second and third interconnect

layer, as shown in Figure 5.6. The average sense current of a thermal sensor node is

11 µA. The sensor nodes need to be calibrated prior to use due to the influence of

manufacturing process variations. Different calibration schemes of multiple on-chip

thermal sensors have been proposed [117]. The design, management, and control of

these thermal sensors are the foci of this chapter. The ability to fabricate an MTJ

with a different antiparallel resistance (thermal sensitivity) has been achieved [110],

and additional research is required to enhance the sensitivity of an MTJ to thermal

and process variations.

Table 5.1: Characteristics of the proposed distributed thermal network for different
grid sizes

System size
Energy consumption

(pJ)
Relative path delay

to read the grid w.r.t. 4 × 4
System size #

Transistors MTJs

4 × 4 1.32 1x 90 16

8 × 8 8.96 2x 304 64

16 × 16 65.50 4x 1,120 256

32 × 32 499 8x 4,980 1024

An example of the system output at three different reference voltages, 300 mV,

304 mV, and 306 mV, mapped to, respectively, threshold temperatures of 332 K,

343 K, and 350 K is shown in Figure 5.8. A multiplexer can be added to switch the

reference signal between different voltages to vary the threshold temperature of the

sensor nodes.
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Figure 5.8: System output, (a) Vref = 300 mV which maps to a threshold temperature
of T = 332 K, (b) Vref = 304 mV and T= 343 K, and (c) Vref= 306 mV and T =
350 K

A comparison between the proposed hybrid CMOS/MTJ thermal sensor and

[118] in terms of system requirements, sensing scheme, energy, read accuracy, and

temperature range is listed in Table 5.2. The primary purpose of this chapter is to

describe a hybrid MTJ/CMOS-based thermal sensor and a related thermal aware

system. A distributed thermal sensor network able to provide an updated spacial and

temporal thermal map in real-time is also described in this chapter.

The proposed system provides flexibility in choosing a threshold temperature.

The system can also support a multi-threshold sensing scheme. This capability can

be achieved by multiplexing the reference voltage. At each reference voltage, the

system identifies whether the temperature at a sensor node is above or below a

certain threshold temperature. As an example, with two different reference voltages,

the system could identify the temperature at a sensor node within three different

temperature regions (below T1, between T1 and T2, or above T2) [124].
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Table 5.2: Comparison between the proposed CMOS/MTJ thermal sensor and [118]

Proposed thermal aware system [118]

Sensing Scheme
Change in AP resistance

to temperature Change in probability of switching

Sensor node One MTJ, two transistors, Vdd Two MTJs, two transistors, Vdd, Ibias

System Requirement Latch-based amplifier
Circuit to map probability of

switching an MTJ to temperature

Energy
0.5 nJ (To read network

of 32 × 32 cells) 8.5 nJ

Accuracy 3 K 1 K

Output
1 or 0 indicating above or

below threshold temperature Local temperature

With hundreds of on-chip thermal sensor nodes distributed across a system, the

ability to monitor local heat (characterizing the generated heat and thermal paths) is

achieved. This capability for real-time spacial and temporal sensing provides significant

information characterizing the thermal behavior which can be used to mitigate on-chip

heat generation and distribution issues.

5.3 Summary

The need for a thermal aware system increases with device scaling and the size of

the integrated system. A thermal aware system is proposed where a grid structure is

composed of individual thermal sensor cells. The sensor nodes are based on hybrid

spintronic/CMOS technology, where the antiparallel resistance of a magnetic tunnel
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junction exhibits a thermal linearity of 0.9 and thermal sensitivity of 4.8 mv/K over a

temperature range of -55 oC to 125 oC. A system of 1,045 thermal sensors distributed

in a 32 × 32 grid structure consumes approximately 500 pJ. This low energy and high

sensitivity are appropriate for next generation thermal aware systems.
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Chapter 6

Double Magnetic Tunnel Junction
Multi-Bit Memory Logic for in situ
Nonvolatile Computing

Many integrated systems have become data centric, where a huge amount of data

are collected and processed in real-time. Processing ”big data” and exascale computing

with 1018 floating point operations per second is not achievable with conventional

computing architectures. Conventional von Neumann architectures, where the memory

is separate from the processing elements, struggle despite advanced memory solutions.

In data centric architectures, data motion is greatly decreased by integrating the

computational process within the storage system at different levels of the memory

and storage hierarchy. This capability for in situ computation can be achieved by

considering an emerging memory technology that exhibits two modes of operation

within the same platform, memory mode and compute mode.
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The separation between memory and computing expends a significant amount of

energy and space. These systems are volatile and leak significant current. Non-volatile

memory (NVM) has been proposed to replace CMOS memory within different parts of

the memory hierarchy. Some of these NVM solutions support in-memory computing,

such as memristor-based logic [30] and spintronic-based compute-in-memory [21].

Molecular memristors (e.g., titanium dioxide memristors) exhibit a low endurance

rate (up to 1010 cycles [125]) as compared to the high endurance characteristic of

spintronic systems (1015 write cycles [126]). This higher endurance makes spintronic

memristors a more effective solution for compute in-memory applications.

Magnetic random access memory (MRAM) is a spintronic NVM, considered

as a possible solution at all memory hierarchies. This breadth is supported by

the development of multiple magnetic memory technologies, serving each level of

the memory hierarchy, such as magnetic tunnel junctions (MTJ), domain wall

motion devices, spin orbital torque (SOT) MTJ, magnetic skyrmions, and topological

insulator/ferromagnetic memory [127]. MRAM exhibits a retention time of almost

ten years with high endurance rates, high speed, small size, and CMOS compatibility.

While most of these spintronic MRAM solutions target in-memory computing [127],

these systems are large in size and only support a one bit memory cell. In this chapter,

a two bit memory cell with a nonvolatile AND, OR, and NOT logic gate is proposed.
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Most MRAM solutions are based on a perpendicular MTJ (PMTJ) with spin

transfer torque (STT). This technology has attracted considerable attention due to

the high endurance rate, fast switching, CMOS compatibility, simple device structure,

and ability to scale to sub-10 nm dimensions [128]. STT MRAM, however, requires

a high critical current density to switch a device. Consequently, the memory cell is

scaled to satisfy both density and power demands. These PMTJ devices, however,

suffer from aging and low endurance. Hence, a multi-level cell is proposed here to

further increase the memory density. A double magnetic tunnel junction (DMTJ) is a

multi-level STT PMTJ cell composed of two serially connected PMTJ devices. The

DMTJ is manufactured in a vertical stack, with an area comparable to a single PMTJ.

The DMTJ device exhibits four stable resistance states, 00, 01, 10, and 11, where the

most significant bit (MSB) represents the resistance state of the larger PMTJ device,

and the least significant bit (LSB) represents the resistance state of the smaller PMTJ.

0 and 1 represent the resistance state of a PMTJ device in, respectively, the parallel

and antiparallel state.

The contribution of this chapter lies in two aspects. First, a write circuit for the

DMTJ-based STT PMTJ is proposed. Second, a nonvolatile AND, OR, and NOT

logic gate based on the multi-level MTJ is presented. This logic gate is described by a

state diagram and the physical operation of the DMTJ device. In this chapter, the

DMTJ structure is combined with CMOS to provide a hybrid multi-bit memory cell
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and a nonvolatile logic element. The chapter is organized as follows. In section 6.1,

background on recent compute in-memory solutions utilizing different nonvolatile

memory technologies is discussed. The structure and physical model of the DMTJ

device are described in section 6.2. The DMTJ-based multi-bit memory cell is

presented in section 6.3, where a hybrid CMOS/DMTJ read/write circuit is also

proposed. The DMTJ-based nonvolatile AND, OR, and NOT gate is described in

section 6.4. Simulation results are presented in section 6.5. A comparison between

the proposed work and earlier approaches is offered in section 6.6. The chapter is

summarized in section 6.7.

6.1 NVM-based Logic

NVM is based on an emerging memristive device that exhibits a hysteresis

characteristic, acting as a state machine. The current state of a memristive device is

maintained unless a perturbation (e.g., voltage, current, magnetic field, or electric field)

is applied [58]. Multiple logic functions can be demonstrated by the state diagram of

one or multiple connected memristive devices. Several NVM-based logic in-memory

systems have previously been proposed [21,30,31]. Memristors and spin orbital torque

(SOT) devices are often considered as a base element for logic in-memory systems. At

least two memristors and up to three clock cycles are required in memristor-based

in-memory systems to deliver a functionally complete logical operation [31]. Similar to
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the system proposed here, these memristive systems require multiple cycles to perform

a logical operation.

MRAM solutions, particularly SOT devices, exhibit a high endurance rate. SOT

devices are more frequently considered for logic in-memory solutions than STT devices

due to the higher endurance rate of SOT devices and the decoupled read and write

paths [21]. Similar to the proposed system, SOT-based logic requires the initial state

to be written [129] and the output described by a nonvolatile resistance state which is

read by a standard memory read operation [129].

These compute in-memory systems are based on a single bit memory cell. Multi-

level STT MTJs (e.g., DMTJ) improve the density of STT MRAM and reduce the

cost per bit [130]. Limited work exists on DMTJ STT-based logic in-memory systems.

The DMTJ STT in-memory system proposed in [131] is volatile. This structure is

achieved by adding circuitry to the sense scheme to support the logical AND, OR,

and XOR operation [131]. The drawbacks of this earlier system lie in the need to

initially store the input within the DMTJ before calculation, while the output is

volatile and not stored. Hence, this system requires additional time and power to

perform a nonvolatile logical operation. Alternatively, fully nonvolatile logic based on

the DMTJ is proposed in this chapter. A write circuit for the DMTJ-based multi-bit

memory cell is also described. A functionally complete multi-bit memory cell and
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nonvolatile logical AND, OR, and NOT operations are demonstrated for a 32 nm

CMOS technology node.

6.2 Multi-level STT-MRAM cell

An STT PMTJ multi-level cell is non-volatile [132] and exhibits a fast read/write

time. The simple cell structure requires only two additional mask steps to integrate the

STT storage elements into a logic compatible CMOS process [133]. In this chapter, a

DMTJ, composed of two serially connected PMTJs, provides both a multi-bit memory

cell and a non-volatile logic cell.

A compact model capturing the static and dynamic behavior of a perpendicular

magnetic anisotropy MTJ, including the influence of the device dimensions and

temperature on the perpendicular magnetic anisotropy of a PMTJ, is described in

[134,135]. A version of this macrospin model is used to support the hybrid MTJ/CMOS

circuit design and simulation process. The model considers the influence of the current

and temperature on the device tunneling magnetoresistance, layer spin polarization,

saturation magnetization, and device interfacial and bulk magnetic anisotropy constant

[134,135].

A DMTJ is a multi-level STT PMTJ cell composed of two serially connected

PMTJ devices. The two PMTJs share the same characteristics but with different

diameters, DMTJ1 and DMTJ2. A DMTJ is a two terminal device modeled as two
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variable resistors connected in series, as shown in Figure 6.1. Each PMTJ exhibits two

stable resistance states, parallel (0) and antiparallel (1), whereas the DMTJ exhibits

four different resistance states, represented as R00, R01, R10, and R11. The MSB

represents the state of the large PMTJ, PMTJ2, and the LSB represents the state

of the small PMTJ, PMTJ1. In the R01 state, PMTJ2 operates in the parallel state

and PMTJ1 operates in the antiparallel state. Since PMTJ2 has a larger diameter

than PMTJ1, PMTJ2 exhibits a lower resistance than PMTJ1. Consequently, PMTJ2

requires a greater current than PMTJ1 to switch between the parallel and antiparallel

states.

PMTJ 1

PMTJ 2

Free layer

Fixed layer

State “0” State “1”

(a) (b) (c)

Figure 6.1: Multi-level STT MRAM cell composed of two serially connected PMTJs,
(a) two PMTJs connected in series modeled as a variable resistance based on the state
of operation, (b) state ”0” when the magnetization state of the free and reference layer
is in parallel, and (c) state ”1” when the magnetization state is in the antiparallel
state.

The resistance-current characteristic of a DMTJ based on two serially connected

STT PMTJs is shown in Figure 6.2, indicating the four resistance states of the DMTJ

and the critical current at which each PMTJ switches. The performance and reliability
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of a DMTJ cell are sensitive to CMOS and MTJ device variations and thermal induced

randomness. To avoid a read failure (an overlapping distribution of resistances), the

size of each PMTJ within the DMTJ is critical. The distribution density of the four

resistance states in a DMTJ, shown in Figure 6.3, is based on Monte Carlo simulations

of process and temperature variations within a DMTJ device.

𝐈𝐜𝟏 𝐈𝐜𝟐−𝐈𝐜𝟏−𝐈𝐜𝟐

Figure 6.2: AP-P transition and P-AP transition of a DMTJ. The vertical axis is the
resistance of the DMTJ at 0 volts, and the horizontal axis is the current to switch a
DMTJ

A DMTJ cell has previously been demonstrated with four distinctive resistive

states with successful read and write operations [136,137]. The DMTJ is applicable to

a wide variety of applications, supporting high density and low power cache memory

[130]. In a previous study [138], a systematic analysis of the sources of variations in a

DMTJ STT MRAM and the reliability of the read and write operations are described.
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This study concludes that a DMTJ with series connected PMTJs exhibits higher read

and write reliability than parallel connected PMTs [138].

Four state resistance distributions of a DMTJ with device variability of 

Figure 6.3: Monte Carlo simulation of the four state resistance distributions of a
DMTJ with process and temperature variations.

A state flow diagram of a DMTJ is shown in Figure 6.4, where +Ic2 and −Ic2, are,

respectively, the current to switch the PMTJ2 between the parallel and antiparallel

state, and Ic1 is the current to switch PMTJ1 between the parallel and antiparallel

state. Ic2 is larger than Ic1. In the following section, a multi-bit hybrid MTJ/CMOS

memory cell is proposed. The circuit requires a two step write scheme and a one step

read scheme.
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Figure 6.4: State flow diagram of a DMTJ with two serially connected PMTJs. The
device provides four resistance states and switches between the states based on the
applied current.

6.3 DMTJ STT PMTJ as multi-bit memory cell

To employ a DMTJ as a multi-bit memory cell, the cell should supply bidirectional

current and exhibit two different current levels. A circuit commonly known as an H-

bridge [139] (see Figure 6.5), was adopted and modified to achieve the write capability

of the DMTJ. When switch S0 is closed, the current supplied to the DMTJ is in the

opposite direction than when switch S1 is closed. The H-bridge has been previously

adopted to switch an STT-based MTJ, while in this chapter, an H-bridge circuit is

modified to switch a DMTJ, as discussed in subsection 6.3.1.
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Based on the current resistance state, a DMTJ transitions to another state in one

step except for the transition between the R01 and R10 resistance states, as illustrated

in the state diagram of a DMTJ shown in Figure 6.4. A reset step is initially required,

followed by a write step. Since no sense step is used before the write operation, a

one step process writes the R00 or R11 state by applying, respectively, a high positive

current pulse or negative current pulse. The two step write process consists of a reset

step and a write step to produce the other two resistance states of the DMTJ. The

write and read operations of a DMTJ are described in the following subsections.

𝐒𝟎

𝐒𝟎

𝐒𝟏

𝐒𝟏

(a) (b) (c)

Figure 6.5: H-bridge circuit, (a) switches S0 and S1 control the direction of the current
within the DMTJ, (b) S1 is closed, and (c) S0 is closed.

6.3.1 Write technique

A notation is used to represent the current supplied to a DMTJ, as follows: I00

represents +Ic2, I01 represents +Ic1, I10 represents −Ic1, and I11 represents −Ic2. The
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MSB is the direction of the current, positive if zero and negative if one, and the LSB

represents the current magnitude, where zero is less current and one is more current.

The hybrid CMOS/MTJ multi-bit memory circuit is shown in Figure 6.6 where I1 and

I0 represent, respectively, the MSB and LSB of each current notation. As an example,

if I00 is the applied circuit, I0 = 0 and I1 = 0. Hence, the top left CMOS network

operates with the bottom right CMOS network. En W enables the write operation,

and En S enables the sense operation.

Each switch of the write circuit shown in Figure 6.5 utilizes a CMOS network to

source the critical current to switch a DMTJ. The right side of the branch includes

only one transistor; therefore, if I1 = 1, two CMOS transistors are connected in series

with the DMTJ. These transistors are small, providing low current to the DMTJ,

sufficient to switch the small PMTJ. If both I1 = 1 and I0 = 1, both sides of the

CMOS network produce a large current. Note that the left side transistors within the

CMOS network are larger than the right side transistors to source this larger current.

The size of the CMOS networks are critically dependent on the four resistance states

within the DMTJ and the critical current to switch the PMTJs within the DMTJ.

6.3.2 Read technique

In the proposed multi-bit memory cell, a one step read scheme senses the resistance

of the DMTJ [136]. The sense circuit is illustrated in Figure 6.7 where the voltage
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Figure 6.6: Multi-bit DMTJ memory cell based on a multi-level STT PMTJ. En W
enables the write operation, En S enables the sense operation, and I0 and I1 are,
respectively, the magnitude and direction of the current supplied to the DMTJ.

across the DMTJ is compared with three different voltage references. The read circuit

has three sense amplifiers to simultaneously compare the selected DMTJ cell voltage

with the voltage references followed by an encoder that identifies the state of the MSB

and the LSB. The sense current is sufficiently small to not switch the DMTJ.
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Figure 6.7: One step read scheme for a four level cell memory [136] indicating the
output of the DMTJ-based nonvolatile AND, OR, and NOT gate

6.4 DMTJ STT PMTJ as AND, OR, and NOT

logic gate

A DMTJ operates as a non-volatile logic cell in addition to a multi-bit memory

cell. The behavior of a DMTJ operating as a nonvolatile logic element is illustrated in

the state flow diagram shown in Figure 6.4. The DMTJ is treated as a state machine

with two one bit inputs and four states. The two one bit inputs, I1 and I0, refer,

respectively, to the direction and magnitude of the supplied current. The four states

refer to the four resistance states of a DMTJ. The truth table of a DMTJ, as a state

machine, is listed in Table 6.1. S1 and S0 represent, respectively, the present state of

the large PMTJ and small PMTJ, and S
′

1 and S
′

0 represent, respectively, the future

state of the large PMTJ and small PMTJ.
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Table 6.1: Truth table of a DMTJ as a state machine

S1 S0 I1 I0 S
′

1 S
′

0

0 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 1
0 0 1 1 1 1
0 1 0 0 0 0
0 1 0 1 0 0
0 1 1 0 0 1
0 1 1 1 1 1
1 0 0 0 0 0
1 0 0 1 1 0
1 0 1 0 1 1
1 0 1 1 1 1
1 1 0 0 0 0
1 1 0 1 1 0
1 1 1 0 1 1
1 1 1 1 1 1

The boolean representation of the future state bits, S
′

0 and S
′

1, in terms of the

current state of a DMTJ and input current bits, illustrated in Figure 6.8, is respectively,

S
′

0 = I1 (6.1)

S
′

1 = I1I0 + S1I0 + S1I1. (6.2)

A DMTJ transitions into a non-volatile state once a current is applied. The

future memory state of a DMTJ is represented by S
′

0 and S
′

1, where S
′

0 and S
′

1 are,

respectively, the future state of the small PMTJ and large PMTJ. Based on (1), S
′

0

cannot represent a logical operation of the input bits. However, as described by (2), S
′

1
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Figure 6.8: Karnaugh map of the future state bits of a DMTJ, (a) S
′

0, and (b) S
′

1

is the logical computation of the input bits which can produce a logic family through

the following relationship: When S1 = 0, S
′

1 = I1I0; hence, the future memory state of

the large PMTJ is the AND operation between the two input bits, I1 and I0. When

S1 = 1, S
′

1 = I1I0 + I0 + I1S
′

1 is therefore the OR output of I1 and I0.

Accordingly, a DMTJ operates as an AND gate when the device is initially reset

to the state where S1 = 0, such as R00 or R01. The input to the AND gate is I1 and

I0, and the output is stored in the large PMTJ. To operate a DMTJ as an AND gate,

the DMTJ is reset to the R00 state since only one pulse is required to set the PMTJs

into this state.

To configure a DMTJ as an OR gate, the DMTJ device is initially reset to the

state where S1 = 1 such as R11 or R10. The output of the OR operation is stored

within the large PMTJ. The R11 state is chosen as a reset state when using a DMTJ

as an OR gate since the R11 state can be written by the one pulse write scheme.



97

Data in

Data out

Address

Drivers

Wordline

Bitlines/Control

Read 
circuit

Memory cell

Address 
decoder

Figure 6.9: Proposed DMTJ-based multi-bit memory cell that supports the compute
in-memory paradigm. The system input chooses the row being read/write/calculate
through a decoder. The decoder enables the cell to perform the write/read/calculate
operation. The read lines are connected to a read scheme which produces the system
output.

The DMTJ can be realized as a NOT gate by storing the input signal within a

DMTJ; hence, the output of the NOT gate can be achieved by a CMOS inverter, as

shown in Figure 6.7. I1 is the input to the NOT gate. To operate the DMTJ as a

NOT gate, the device is initially reset to the R11 state, followed by a calculate state

where the input is applied to the I1 node and I0 is set to zero. Based on (2), where

S1 = 1 and I0 = 0, S
′

1 = I1. The output of the NOT gate is as shown in Figure 6.7.

The primary advantage of the proposed system lies in the ability to perform a

logical operation and store the result in real-time as a non-volatile memory state.

The proposed logical operation of a DMTJ is supported by the same memory system
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without requiring any additional circuitry. The operational mechanism and simulation

of a DMTJ behaving as a multi-bit memory cell and a nonvolatile logic element are

described in the following section.

6.5 Operational mechanism and simulation results

A DMTJ-based multi-bit memory element and a nonvolatile logic element are pro-

posed here, where a hybrid CMOS/DMTJ architecture that supports a read/write/nonvolatile

logic operation is presented (see Figure 6.9). In the proposed work, a DMTJ is treated

as a state machine, where the next state of a DMTJ is based on the input current

and the present state of the DMTJ. The input current is based on the input bits

and the output is stored within the DMTJ in a nonvolatile state. The operation of a

DMTJ as a memory element and a nonvolatile logic element is based on a macrospin

model of a DMTJ composed of two serially connected STT PMTJs with a diameter

of, respectively, 30 nm and 40 nm. A 32 nm predictive technology model (PTM) is

used to characterize the CMOS transistors [112]. The CMOS transistors are sized to

provide sufficient current to switch each PMTJ based on inputs I1 and I0. The size

of the CMOS transistors and the diameter of the two PMTJs are critical since the

greater the size of a PMTJ, the lower the resistance and the larger critical current

required to switch the DMTJ cell.
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The operational mechanism of the proposed DMTJ-based multi-bit/nonvolatile

logic system is listed in Table 6.2. Based on the functional operation (memory write

or logical AND, OR, or NOT), a one-step or two-step scheme is followed. The output

of the logical operation is collected at the MSB port (stored in the status of PMTJ1 -

see Figure 6.9).

Table 6.2: Operational mechanism of the proposed DMTJ-based multi-bit/nonvolatile
logic system

Operation

Input

Output

Step 1 Step 2

Memory

Write 00 𝐼1𝐼0 = 00 N.A

N.A

Write 01 𝐼1𝐼0 = 00 𝐼1𝐼0 = 10

Write 10 𝐼1𝐼0 = 11 𝐼1𝐼0 = 01

Write 11 𝐼1𝐼0 = 11 N.A

Logical AND C = A.B 𝐼1𝐼0 = 00 𝐼0 = 𝐴 , 𝐼1 = 𝐵 C = 𝑆1

Logical OR C = A + B 𝐼1𝐼0 = 11 𝐼0 = 𝐴 , 𝐼1 = 𝐵 C = 𝑆1

Logical NOT C = ത𝐵 𝐼1𝐼0 = 11 𝐼0 = 0 , 𝐼1 = 𝐵 C = ഥ𝑆1

A waveform of a DMTJ-based two bit memory cell is illustrated in Figure 6.10

where the write operation is controlled by the enable write signal EnW . EnW supports

two modes of operation. When EnW = 1, the circuit operates in the write mode and

a current is produced. When EnW = 0, the circuit operates in the hold mode with no

supply current, hence the DMTJ is set in a stable state. The pulse width of the write

and hold time signals is carefully chosen. Limitations on the write and hold time are
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governed by the influence of the spin transfer torque on the PMTJ. The wider the

pulse of the supply current, the less critical current required to switch the PMTJ.

The limitations of the write pulse width are due to the worst case write scenario (the

write signal only switches the smaller PMTJ, not the larger PMTJ). The width of the

minimum write pulse is chosen to switch the smaller PMTJ, while the width of the

maximum write pulse is set to not switch the larger PMTJ.

The direction and magnitude of the supplied current are, respectively, controlled

by I1 and I0. Z0 and Z1 are, respectively, the orientation of the perpendicular

magnetization of PMTJ1 and PMTJ2 within the DMTJ. The pinned ferromagnetic

layer of the DMTJ is magnetized in the positive z direction (pointing up). As an

example, if Z0=1, then PMTJ1 is in the parallel state with S0=0. The input signals to

write the four resistance states within a DMTJ is shown in Figure 6.10. A minimum

and maximum write pulse of, respectively, 25 ns and 35 ns is required to write a state

within a DMTJ. A minimum hold time of 10 ns is required once each write state is

set to ensure the device remains in a stable state.

Operating a DMTJ as a non-volatile logic element is achieved in two steps. A reset

state is initially written into the DMTJ based on the logical operation, the R00 state

for an AND operation and the R11 state for an OR operation. This step is followed

by the calculate state, where the logical operation is computed in real-time, and the
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Figure 6.10: Waveform of a DMTJ behaving as a two bit memory element, where
Enable is the control signal, I0 and I1 are the inputs, Z0 and Z1 are, respectively,
the perpendicular magnetization of the small PMTJ and large PMTJ, S0 and S1 are,
respectively, the corresponding state of the small PMTJ and large PMTJ, and RDMTJ

is the change in the resistance of the DMTJ

non-volatile state is stored within the DMTJ. A waveform of a DMTJ-based AND

gate and OR gate is shown, respectively, in Figures 6.11(a) and 6.11(b).

A critical current of approximately 100 µA and 140 µA is required to switch,

respectively, the smaller and larger STT PMTJs. Significant development has recently

been achieved to decrease the critical current required to switch an STT PMTJ. These

approaches primarily use 1) low damping materials for the thick free layers [140], and

2) new composites (such as MgOxN1−x [141]) as a tunnel barrier to overcome the

inter-layer diffusion [141]. These developments in STT PMTJ memory are producing

higher switching speeds, greater endurance, and lower critical currents [140,141].
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Figure 6.11: Operation of (a) a nonvolatile DMTJ AND gate and (b) a nonvolatile
DMTJ OR gate

6.6 Comparison with state of the art memristive-

based compute in-Memory systems

The proposed DMTJ-based hybrid multi-bit and compute in-memory system is

different from alternative memristive-based compute in-memory systems such as a
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single STT MTJ MRAM-based system [142], SOT-MRAM-based system [129], and

memristor-based systems [31]. In single STT MRAM-based compute in-memory

systems [142], where each memory cell stores a single bit, logic circuitry is needed

after the sense amplifier to perform the logical operation, producing a volatile output.

A comparison of the delay and system requirements of the proposed hybrid multi-bit

memory and logic cell with recent in situ MRAM-based in-memory computing schemes

is listed in Table 6.3. The memristor-based in-memory compute system, described

in [31] with Ta/GeTe/Ag memristors with an area of the GeTe functional layer of

10× 10 µm2, requires two cycles (100 ns) to perform a nonvolatile AND operation,

while the proposed DMTJ system requires 70 ns. The SOT-based logic in-memory

system proposed in [129] requires approximately 10 ns for a nonvolatile AND operation

assuming a 40 nm CMOS technology with a voltage-gated spin hall effect MRAM cell.

The length of each row in the SOT crossbar array is however limited by the resistance

of the heavy metal layer that supports spin orbital torque interactions within multiple

SOT devices, leading to different write conditions for the SOT cells along the heavy

metal layer.

6.7 Summary

A double magnetic tunnel junction (DMTJ) is a device composed of two serially

connected perpendicular magnetic tunnel junctions with different diameters, providing
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Table 6.3: Comparison of nonvolatile AND in-memory compute systems

Technology Device Requirement # of Steps Delay Process

DMTJ
One DMTJ

(Two serially connected PMTJs) Two 70 ns
32 nm
CMOS

Memristor [31]
Two serially connected

memristors with opposite polarities Two 100 ns -

SOT [129]
One voltage-gated

spin hall effect device Two ∼ 10 ns
40 nm
CMOS

four different resistance states. In this work, the DMTJ is proposed both as a multi-bit

memory element and as a nonvolatile logic element. A hybrid CMOS/DMTJ circuit

supports a read/write/nonvolatile logic operation. The DMTJ behaves as a multi-

bit memory element through a two step write mechanism producing two resistance

states, a one pulse write mechanism for the two resistance states and a one step read

mechanism. The DMTJ also behaves as a nonvolatile logic element. The DMTJ

is reset to an initial state followed by a calculate state. The output of the logical

operation is stored as a nonvolatile state within the DMTJ. The DMTJ behaves as a

nonvolatile AND, OR, and NOT gate with, for a 32 nm CMOS technology node, a

delay of 70 ns. The multi-bit memory cell exhibits an access time of 35 ns with a one

step write scheme to write either the R00 state or R11 state, and 70 ns for a two step

write scheme to write either the R01 state or R10 state.
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Chapter 7

Test Modules for Enhanced
Testability of Single Flux Quantum
Integrated Circuits

Superconductive electronics is a promising technology with important charac-

teristics, such as low energy per operation [143], lossless interconnects at DC, zero

static power, operation at clock frequencies exceeding 100 GHz [144], and a natural

interface with quantum computing systems [145]. Single flux quantum (SFQ) logic is

a superconductive logic family for low power, high performance cryogenic computing

[146].

High reliability is a necessary requirement for superconductive integrated systems.

The complexity of SFQ circuits has reached 800,000 Josephson junctions, operating at

subterahertz clock frequencies [147]. The challenge of achieving high performance with

high reliability is escalating due to dimensional scaling, novel materials and devices,
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and operation in severe conditions (extreme cryogenic temperatures and sub-terahertz

frequencies).

These reliability challenges, combined with yield issues, are exacerbated by exotic

manufacturing technologies. Reliability and yield can be categorized by the failure

paths (sequence of faults due to a physical failure) and failure mechanisms (physical

cause of the failure). Determining the defects and faults is essential to enhance the

lifetime of superconductive systems. This capability is achieved by improving the fault

coverage, where the system is evaluated to identify the characteristics of the faults,

such as the quantity, location, and type.

Fault coverage is improved by exploiting design for testability (DFT) techniques

to enhance the controllability and observability of the internal nodes within a system.

An understanding of the physics of each failure mechanism and the development of

effective and reliable algorithms that exploit these DFT techniques prior to fabrication

are vital to the development of superconductive systems.

A methodology is proposed here to include DFT within SFQ systems, a topic

currently in an embryonic stage. This objective is achieved by enhancing the

controllability and observability of the internal nodes within an SFQ system to

identify specific defects and faults. This capability can be accomplished by exploiting

embedded hardware solutions such as test insertion and/or test extraction.
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Several significant differences exist between conventional CMOS logic and SFQ logic.

SFQ logic operates at sub-terahertz clock frequencies in a cryogenic environment. An

SFQ signal is represented by the existence of an SFQ pulse. The following additional

differences prevent the use of standard CMOS-based DFT techniques [148],

1) observation of an internal node within a CMOS system is achieved by direct probing,

while in SFQ systems, a test extraction module is required to non-destructively readout

the signal of an internal node,

2) SFQ logic gates are inherently clocked and latched within at least one storage

loop, where several clock cycles are required to produce an output [149]. Additional

information, such as the number of cycles, is required by a test controller in SFQ

systems.

3) limited fan-out of SFQ gates and flip flops [150]. A splitter is required to provide an

additional output [150]. A test technique is proposed here to enhance the controllability

and observability of the internal nodes within SFQ systems.

The primary contributions described in this chapter lie in two areas. One aspect

is a circuit solution to support DFT in SFQ systems, where two test modules are

presented. The proposed test modules are a test extraction module that observes the

internal nodes of an SFQ system, and a hybrid test module to observe and control

the internal nodes. A second aspect is a methodology for evaluating the tradeoffs of
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Figure 7.1: Circuit- and block-level diagram of DFT approaches for SFQ systems, (a)
test insertion module [151], (b) test extraction module, and (c) hybrid test module.

inserting these circuit solutions on the observability and controllability of the internal

nodes and hence the system testability.

This chapter is organized as follows. In section 7.1, the proposed test modules

are described. The effects of incorporating the proposed test modules on certain

test measures are discussed in section 7.2. A methodology and related tradeoffs that

consider these test modules in terms of power, area, detection speed, and overall

testability are presented in section 7.3. The chapter is summarized in section 7.4.
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7.1 Test Modules

An SFQ-based test point insertion module to enhance the controllability at any

node has previously been proposed [151,152]. The test point insertion module consists

of blocking gates and a confluence buffer (CB) at each bit along a data path. The

blocking gates are supplied by a clock signal. This clock signal is gated by a non-

destructive read out T flip flop controlled by a test controller. The test insertion

module selects between the input test signal and a data signal. For example, applying

clocked blocking gates to insert test points within a 64 bit register requires 35% fewer

Josephson junctions as compared to using multiplexers [151]. This advantage increases

with current controlled blocking gates. This test insertion module supports both

set/scan chains and test point insertion. These techniques can be applied to evaluate

the fault characteristics of SFQ systems and to demonstrate built-in self-test (BIST)

of SFQ compatible memory systems [152].

To support DFT in SFQ, a test extraction module and a hybrid test module are

proposed to enhance the observability and controllability of SFQ systems, as shown in

Figure 7.1. The proposed test extraction module consists of a transmission line and

a splitter that generates in real-time a copy of the propagated data. An additional

hybrid module to improve the controllability and observability at the same node is

also proposed.
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Figure 7.2: Test circuit to validate the functionality of the proposed test modules, a)
SFQ-based single bit full adder where the node under test (XOR 1) is the target node
being observed/controled, and b) proposed hybrid test module inserted at the target
node being observed/controled. Note that the hollow circle indicates a splitter cell.

As an example, the proposed hybrid test module is inserted to control or observe

the output of the XOR gate in a single bit full adder, as illustrated in Figure 7.2. The
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functionality of the proposed test modules is validated on a single bit full adder, as

illustrated in Figure 7.3. The detection speed, area overhead, and performance of

the proposed test modules on a circuit under test are discussed in Section III. These

results validate the feasibility of these approaches to enhance the testability of SFQ

systems.

XOR_1

Cout
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Test_out

Test in

CLK

Cin

B

A

Test_enable

1 2

Test insertion mode 

off

Test insertion mode 

on

Figure 7.3: Operation of proposed hybrid test module located at the XOR 1 node of
a full adder, as illustrated in Figure 7.2. The proposed hybrid test module operates as
both a test insertion module and test extraction module with two modes of operation.
Test insertion mode off when the signal at the XOR 1 node (the input to the test
module) is produced at the output. In this case, the Sum output is the sum operation
of the A and B signals. Test insertion mode on, where the Test in signal is passed
to the output of the module. Hence, the Sum output is the XOR operation of the
Test in signal and the Cin signal. The Test out signal is a real-time copy of the
output of the test module. Test enable switches between the two test modes.
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7.2 Test Measures

To quantify the influence of the proposed test modules on testability quality

measures, the Sandia controllability observability analysis program (SCOAP) algorithm

is used [153]. SCOAP analyzes and quantifies the difficulty to control or observe

internal nodes within a circuit, guides test generation, estimates fault coverage, and

determines the test vector length. SCOAP measures the combinational circuits as

follows. A combinational controllability of zero (CC0) describes the difficulty to set

an internal node to logic 0 (ranging from 1 to ∞ ). A combinational controllability of

one (CC1) measures the difficulty of setting an internal node to logic 1 (ranging from

1 to ∞). A combinational observability (CO) measures the difficulty in observing an

internal node (ranging from 0 to ∞). Higher values of CC0, CC1, and CO indicate

greater difficulty in controlling or observing an internal node.

Benchmark circuits such as ISCAS’85 C17 are used to explore and validate the

proposed test modules to enhance the controllability and observability of the internal

nodes within an SFQ system. The SCOAP testability and controllability measures of

the internal nodes are determined before and after inserting the proposed test modules,

as illustrated in Figure 7.4 and listed in Table 7.1. The SCOAP measures are described

as (CC0,CC1)CO. As shown in Figure 7.4(a), before inserting a test module, the

SCOAP measures at node X are (2,5) 6 with CC0=2, CC1=5, and CO=6.
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Figure 7.4: SCOAP testability evaluation of ISCAS’85 C17 benchmark circuit, (a)
before insertion of the proposed test modules, and (b) after insertion of the hybrid
test module at node X (the output of the second level AND gate) and at node X (the
output of the first level AND gate).

The test point location process is determined, as follows:

1) evaluate the global test measures and identify those nodes with the lowest testability
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characteristics. Nodes with high fanout are preferable.

2) insert the test module and determine the updated testability characteristics.

3) iterate between steps (1) and (2) to identify the optimal node (the test node which

produces the greatest enhancement of the testability characteristics upon insertion of

a test module).

4) Based on the testability requirements of the system, a methodology is developed to

identify the number of test modules and target testability characteristics.

The process of selecting the optimal test point location/s is a computational

complex problem, where a common algorithm to achieve this objective, for example,

is the iterative test point insertion algorithm [154,155]. In this algorithm, each test

point location is individually evaluated to determine the optimal location(s).

As an example, before inserting a test module within benchmark circuit C17, it is

important to evaluate the global test coverage to determine any testability bottlenecks.

As shown in Figures 7.4(b) and 7.4(c), nodes X and X exhibit the worst testability

characteristics and highest fanout. Nodes X and X are set as the nodes under test.

The proposed hybrid test module is individually inserted at each of these nodes, and

the SCOAP testability measures are recalculated.

SCOAP is used to analyze the structure of the circuit under test to guide the

DFT insertion process. The location of the inserted modules is chosen to enhance

the testability characteristics of the overall system. Due to the difference between
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the testability measures in the circuits shown in Figures 7.4(b) and 7.4(c), node X

is chosen for test point insertion over node X. Inserting a test module at node X

enhances the controllability and observability characteristics at most of the internal

nodes of the circuit under test, as illustrated in Figure 7.4(b).

7.3 Methodology of Incorporating Test Modules

The objective of a methodology to incorporate the proposed test modules is to

identify the number, type, and location of each of the test modules within an SFQ

system. Each test module influences the testability characteristics differently, affecting

the power, area, and delay overhead. As an example, a comparison of the effects of

inserting only one test module (test insertion, test extraction, or hybrid test module)

at node X in the C17 benchmark circuit (shown in Figure 7.4), is listed in Table 7.1.

The overhead of inserting each of these modules is listed in Table 7.2.

After inserting a test extraction module at node X in the C17 benchmark circuit,

as illustrated in Figure 7.4, the sum of the combinational observability measure of

all nodes (
∑

CO) is enhanced by 36%. Inserting one test insertion module enhances

both the sum of the combinational controllability to logic 1 (
∑

CC1) and to logic 0

(
∑

CC0) by, respectively, 50% and 15%, and
∑

CO by 41%. Inserting one hybrid

test module improves
∑

CC1 and
∑

CC0 by, respectively, 50% and 15% and
∑

CO

by 61%.
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Table 7.1: Comparison of the effects of inserting the proposed test modules into the
ISCAS’85 C17 benchmark circuit in terms of SCOAP testability measures.

CC0

max

CC1

max

CO

max
෍𝐂𝐂𝟎 ෍𝐂𝐂𝟏 ෍𝐂𝐎

W/O

test modules
3 11 10 20 42 82

Test extraction

module
3 11 10 20 42 52

Test insertion 

module [9]
2 5 10 17 28 48

Hybrid test 

module
2 5 7 17 30 32

Area overhead
Detection

time (ps)
Advantage

Delay overhead

𝝉𝑫𝒆𝒍𝒂𝒚 (ps)

Performance impact

Power overhead 

(fW)/calculationJJ L R

Test extraction

module
5 4 4 7 Observability

0 

Since CLK is okay

0.513

Test insertion

module [9]
8 5 3 NA

Controllability

Controllability 

and observability 

Normal: 0.275

Test: 0.27

Hybrid test

module
13 9 7 18

Normal:0.788

Test: 0.781

Table 7.2: Comparison of the overhead of inserting the proposed test modules on
the area (number of resistively shunted JJs, inductors, and power resistors), power
dissipation, detection time, and delay (for a 10 KA/cm2 process technology).

CC0

max

CC1

max

CO

max
෍𝐂𝐂𝟎 ෍𝐂𝐂𝟏 ෍𝐂𝐎

W/O

test modules
3 11 10 20 42 82

Test extraction

module
3 11 10 20 42 52

Test insertion 

module [9]
2 5 10 17 28 48

Hybrid test 

module
2 5 7 17 30 32

Area

overhead Detection

time (ps)
Advantage

Delay overhead

𝝉𝑫𝒆𝒍𝒂𝒚 (ps)

Power overhead 

(fW)/calculation
JJ L R

Test extraction

module
5 4 4 7

Enhanced 

observability 0 

Since

TDelay + Tcombinational

< TCLK

0.513

Test insertion

module [9]
8 5 3 NA Enhanced 

controllability

and

observability 

Normal: 0.275

Test: 0.27

Hybrid test

module
13 9 7 18

Normal:0.788

Test: 0.781

SFQ logic gates are inherently clocked and latched [156]. Moreover, each logic stage

between sequentially-adjacent registers may require several clock cycles to produce an

output [157]. The proposed test extraction module has no effect on system speed as

long as TDelay + TCombinational < T , where TDelay is the delay of the test extraction

module, TCombinational is the delay of the circuitry between the two registers/logic cells
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connected to the test extraction module, and T is the clock period [158]. The detection

time of the proposed test extraction module is 7 ps, and 18 ps for the proposed hybrid

test module (in a 10 KA/cm2 process technology [159,160]).

As listed in Table 7.2, the proposed test extraction module exhibits a power over-

head of 0.513 fW/calculation. The test insertion module exhibits 0.275 fW/calculation

in normal mode - test insertion mode off - and 0.275 fW/calculation in test mode.

The hybrid test module exhibits 0.788 fW/calculation in normal mode and 0.78

fW/calculation in test mode (for a 10 KA/cm2 process technology).

The structure of the circuit under test determines the influence of inserting a

test module [152,161]. Certain parameters, such as the number of nodes, number of

logic gates, the number of logic levels from the primary inputs (for controllability)

or primary outputs (for observability), and fanout of each internal node, determine

whether inserting a test module is an effective solution.

Multiple benchmark circuits have been analyzed to evaluate the effectiveness of the

proposed modules for different circuit structures. One hybrid test module is inserted at

a node in several benchmark circuits; ISCAS’85 circuits, C17 and C432, and 74X-series

circuits, 74182 and 74283. In the data listed in Table 7.3, one hybrid test module is

inserted at one of the target nodes. This node is selected after identifying the critical

signal path with the most number of nodes with high fanout and worst testability

characteristics (as previously discussed in section 7.2). Inserting a hybrid test module
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into C17 and C432 is more effective in improving testability than into 74182 and 74283

since C17 and C432 contain a greater number of high fanout nodes and long signal

paths.

Pseudocode describing the methodology and tradeoffs of inserting test modules

into an SFQ system is shown in Algorithm 1. The algorithm is composed of three

steps. First, all internal nodes are scanned to determine the nodes with high testability

measures (possible test points). Second, one test module is inserted at each possible test

point followed by evaluating the testability characteristics of the entire system. The

overhead of these test modules may not exceed the target performance limits. Finally, a

test module is inserted at the internal node with the poorest testability characteristics.

These three steps are repeated until the target testability characteristics are achieved

or the system exceeds the target performance requirements.

Table 7.3: Comparison of the effects of inserting a hybrid test module into ISCAS’85
C17 and C432 benchmark circuits, and 74X-series circuits 74182 and 74283 in terms
of the per cent enhancement of the SCOAP testability measures before and after
insertion of the hybrid test module.

CC0 max CC1 max CO max
∑

CC0
∑

CC1
∑

CO

C17 33% 55% 30% 15% 29% 61%

C432 37% 40% 32% 25% 22% 24%

74182 0 11% 0 5% 5% 11%

74283 0 13% 0 3% 7% 7%
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Algorithm 1 Pseudocode of Algorithm for Inserting Test Modules into an SFQ
System

Input: Number of nodes N , location of each node (Nloc), target testability
characteristics Tcon and Tob, and performance overhead limit Overlimit

Output: Number n, type Ttype, location T loc of test modules
1: Evaluate testability characteristics of all internal nodes Ncon and Nob
2: for k ← 1 to N do
3: if (Nconk ≥ Tcon)||(Nobk ≥ Tob) then
4: Pn← Nlock ▷ Possible nodes for testpoints
5: else
6: exit
7: end if
8: end for
9: for k ← 1 to size of Pn do
10: Insert test module
11: Evaluate testability characteristics Conk and Obsk
12: Evaluate performance overhead Overhead
13: Over power flag OF = 1
14: if (Overhead > Overlimit) then
15: continue
16: end if
17: OF = 0
18: Pre-final node PFk ← (Nloc(Pnk), Conk, Obsk)
19: end for
20: if (OF = 1) then
21: exit
22: end if
23: final node FN ← PF (i) with i is the index of lowest Con(PF ) and Obs(PF )
24: n = n+ 1
25: T locn = Nloc(FN)
26: go to Step 1
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7.4 Summary

Advanced testing methodologies are required to support complex digital SFQ

systems. In this chapter, two solutions are presented to enhance the testability of

SFQ systems by improving the controllability and observability of the internal nodes.

A test extraction module with a detection time of 7 ps and a hybrid test module with

a detection time of 18 ps are presented. The proposed test modules are validated on a

suite of benchmark circuits. A comparison of the effects of inserting the test modules

into different benchmark circuits in terms of the overhead and testability measures is

provided. The proposed test modules (test insertion, extraction, and hybrid) for the

ISCAS’85 C17 benchmark circuit exhibit a power overhead of, respectively, 0.513, 0.27,

and 0.78 fW/calculation. The proposed test modules significantly enhance, by more

than 50%, the testability measures (controllability and observability) of the internal

nodes, increasing overall fault coverage.
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Chapter 8

Josephson Junction Stuck at Fault
Detection in SFQ Circuits

The challenge of achieving high performance with high reliability is escalating

due to dimensional scaling, novel materials and devices, and operation in severe

conditions (such as extreme cryogenic temperatures and sub-terahertz frequencies).

These reliability challenges, combined with yield issues, are exacerbated by exotic

manufacturing technologies.

Single flux quantum (SFQ) logic is a superconductive technology for low power, high

performance cryogenic computing. The development of SFQ technology has enabled

complex integrated circuits achieving over 11,000 JJs for digital single processors [162]

and similar complexity prototype RSFQ microprocessors [163]. SFQ circuits with

a regular layout structure such as an AC biased SFQ shift register have reached

800,000 JJs [147], operating at subterahertz clock frequencies. The achievable

frequencies and cryogenic environment make SFQ circuits difficult to control via



122

external probing. Prototype evaluation of these circuits, therefore, requires advanced

testing methodologies.

Reliability and yield can be categorized by the failure paths and failure mechanisms.

Determining the defects and faults is essential to enhancing the lifetime and testability

of superconductive systems. This capability is achieved by improving the fault coverage,

where the system is evaluated to identify the characteristics of the faults, such as the

quantity, location, and type. Understanding the behavior of each failure mechanism

and the development of effective and reliable methodologies that exploit design for

testability (DFT) techniques prior to fabrication are vital to the development of

testable superconductive systems.

The building elements of SFQ systems are JJs, resistors, inductors, and intercon-

nects. In this chapter, high level JJ-based fault models are proposed, and the required

test vectors are described to detect the location and type of these faults [146,151].

Several significant differences exist between conventional transistor-based CMOS

fault models and JJ-based SFQ fault models beyond sub-terahertz clock frequencies

and the cryogenic environment. An SFQ signal is represented by the existence of an

SFQ pulse not as a voltage level (as in CMOS). In both CMOS and SFQ device-based

faults, it is challenging to identify the location and type of faults within a system.

The following additional differences prevent the use of standard CMOS-based DFT

techniques [148,151]:
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1) Only two states exist in SFQ logic, zero (the absence of a pulse) or one (existence

of a pulse). In CMOS logic, output states such as zero, one, and floating may exist.

2) SFQ logic gates are inherently clocked and latched within at least one storage loop,

where several clock cycles are required to produce an output [149]. Unlike CMOS, in

SFQ systems, additional information, such as the number of cycles, is required by a

test controller.

3) Limited fan-out of SFQ gates and flip flops [150]. Splitters are required to provide

additional outputs [150].

A methodology is proposed here to include DFT within SFQ systems. To the

author’s knowledge, this work is the first to describe JJ-based stuck at faults. This

objective is achieved by developing high level fault models that target JJ-based faults,

such as stuck at a superconductive state or an open circuit state. These fault models

can be exploited to develop a fault simulation algorithm. The required test vectors to

identify the type and location of these sets of faults are generated based on a high

level fault model. A summary of the quality measures of each fault model is discussed

in this chapter. The fault coverage of open circuit and short-circuit faults and the

location of each logic cell are also identified.

Potential faults within SFQ systems are categorized by device-based faults, fabrication-

based faults, and DC bias network faults, as shown in Figure 8.1. JJ-based fault
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models are evaluated to generate the required test vectors to determine the location

and/or type of defects.

SCE devices

JJs

Unshunted

Self-shunted

Resistively shunted

𝜋 junctions

Resistors

Shunting

DC biasing

Matching RF 
impedance

Milliohm for flux 
trapping

Inductors

Magnetic inductance

Kinetic inductance

JJ as inductor

Wiring layers

Coupling transformers

Physical layout

Connectivity

Fabrication method and 
material

Figure 8.1: SFQ fault mechanisms. Component-based faults are attached to a specific
SFQ component. High level models detect the faults associated with resistively shunted
JJs. Other SFQ fault mechanisms include faults associated with the physical layout,
faults due to connectivity between the devices, and faults due to limitations in the
manufacturing process.

The primary contribution of this chapter is a test methodology for SFQ systems.

High-level JJ-based fault models are developed followed by a methodology for de-

veloping a fault model to target a specific block or type of fault. The chapter is

organized as follows. JJ-based fault mechanisms and related fault models are discussed

in section 8.1. These proposed JJ-based fault models are validated in section 8.2. The

required test vectors to detect and allocate JJ-based faults within an SFQ system are

presented in section 8.3. The fault coverage of the proposed models are presented in
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section 8.4. A methodology to develop a block level JJ-based faul model to generate

the required test vectors is proposed in section 8.5. The chapter is summarized in

section 8.6.

8.1 JJ-based High Level Fault Models

Multiple types of JJs exist within SFQ systems, such as unshunted, self-shunted,

resistively shunted, and π junctions. Resistively shunted JJs are the most advanced

fault type within state-of-the-art high performance SFQ circuits. Faults associated

with resistively shunted JJs are the focus of this chapter.

A faulty resistively shunted JJ has four modes of operation, stuck at supercon-

ductive, stuck at resistive, open circuit, and noisy switching. Further simplifications

are necessary to develop JJ-based fault models that support complex testability

mechanisms processing millions of JJs.

The JJ stuck at fault model is the most general fault model [164]. The great

majority of physical failures results in stuck at shorts and opens [164]. In this chapter,

two JJ-based fault modes are considered, stuck at superconductive (SC) state and

stuck at open circuit (OC) state.

Multiple physical defects can lead to a JJ stuck in the superconductive state, such

as a JJ with a higher critical current than the expected value. Typical margins for a

bias network are 20% to 30% of the critical current [165,166]. If the critical current of
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a JJ is above this margin, the device behaves as a stuck at SC state. A JJ stuck in the

open circuit state can occur if a break exists in the tunneling barrier or interconnect.

In this chapter, a JJ stuck at the SC state is modeled as a JJ with a high critical

current (5 mA) to ensure the operation is in the stuck at SC state, while a JJ stuck

at the OC state is modeled as an open circuit.

8.1.1 Fault Simulation and Analysis

To develop a high-level fault model of a logic cell with a faulty JJ, the response

of a circuit is considered to be only due to one fault type in a single JJ at a time.

The logic cells within an SFQ cell library are based on the configuration shown in

Figure 8.2. A JJ-based fault model is presented for the following SFQ cells; JTL,

splitter, DFF, OR, and AND gates.

Simulation Environment

In Out
JTL JTLLogic Cell

Vbias Vbias

Figure 8.2: Configuration of the cell under test where a Josephson transmission line is
placed at the primary inputs and outputs of the logic cell under test.

The simulation environment to model JJ-based faults within a Josephson transmis-

sion line (JTL) is illustrated in Figure 8.3(a). The output of a JTL due to a JJ stuck
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at SC state is zero. The output of a JTL with a JJ stuck at OC state is challenging

to detect. This output exhibits a small delay from a reference JTL without faults and

unexpected pulses, as shown in the circled areas depicted in Figure 8.3(b).

Vbias

JTLIn JTL Out

Out_ref

Out_SC

Out_OC

ref

OC(a)

(b)

Figure 8.3: JTL faults, (a) model of a JTL, and (b) simulation of a JJ stuck at SC or
OC state, indicating additional failure behaviors (circled). The squared JJ is the faulty
JJ. Out SC is the output of a JTL with a reference cell (without faults). Out SC and
Out OC are, respectively, the output of a JTL with a JJ stuck at SC state and OC
state.

Two types of JJs exist within a splitter, the driver JJ and the branch JJ. The

simulation environment to model JJ-based faults within a splitter cell is shown in

Figure 8.4. The faulty output of a splitter with the driver JJ stuck in the OC state

(see Figure 8.4(a)) is similar to a reference output (without JJ faults), as illustrated in

Figure 8.4(a). In this condition, a stuck at OC fault in the driver JJ is undetectable.

The output of a splitter cell with a branch JJ stuck in the SC state depends upon
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the location of the faulty JJ, as shown in Figure 8.4(b). The output of a splitter cell,

attached to a faulty JJ (stuck in the SC state), exhibits a single pulse followed by

zeros, as depicted in Figure 8.4(b).

In

Vbias

Out 1

Out 2
JTL

JTL

JTL

J1

J2

J3

(a)

Out1_OC

Out2_OC

Out_ref

Out1_SC

Out2_SC

(b)

Figure 8.4: Splitter faults, (a) splitter cell, and (b) simulation of J2 stuck at SC or
OC state.

The same procedure is followed to model other SFQ cells, such as DFF, AND, and

OR gates. These logic cells have multi-input and multi-output ports including a clock
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signal. To provide a fault model for these gates, the cell under test is analyzed for all

input conditions with the clock signal enabled or disabled. Testing all input cases is

essential to determine the location and type of faulty JJs within a cell.

At least one storage loop exists in these logic gates. The location of a JJ within

these logic gates sets the dependence of the cell function on the clock signal or latching

operation. For the example shown in Figure 8.5(a), a fault in J2 influences the clock

signal, while a fault in J1 or J3 affects the storage loop. At least two test vectors are

required to detect faults within these clocked logic gates, as discussed in section 7.2.

As previously discussed in section 7.1, high level fault models are based on different

cell behaviors caused by JJ-based faults. These fault models are independent of

technology and/or manufacturing process. As listed in Table 8.2, the output of each

logic cell due to a fault in a JJ is compared to a reference cell (without faults). The

faulty output is highlighted as a gray cell.

As shown in Figure 8.5(b), an OR cell is composed of 8 JJs with four control JJs

and one DFF, while, as illustrated in Figure 8.5(c), an AND cell is composed of 11 JJs,

forming two DFFs and three control JJs. To provide a high level JJ-based fault model

of both an OR cell and an AND cell, the output is evaluated with and without the

clock signal. As an example, when the clock signal is on, a clock pulse is inserted after

each input. High level JJ-based fault models of an OR gate and an AND gate are,

respectively, listed in Tables 8.1(a) and 8.1(b). Note that a fault in the JJs forming
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Vbias

CLK

J1 J3

J2

(a)

J1

Vbias
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In 2

J3

J2

J4

Out

Vbias

CLK

J6 J8

J7
J5

(b)

A

B

J1

Vbias

Out

J2

J3

Vbias

CLK

J4 J6

J5

Vbias

CLK

J7 J9

J8

J10

J11

(c)

Figure 8.5: Circuit structure of (a) DFF, (b) OR cell, and (c) AND cell.

the DFFs within the OR and AND gates may exhibit a different behavior when the

clock signal is on or when it is off. However, a fault in the control JJs can only be

identified when the clock signal is on.
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Table 8.1: High level JJ-based fault models, (a) OR cell, and (b) AND cell. The faulty
output is highlighted as a gray cell.

A B

Ref J1 J2 J3 J4 J5
J6_w/o

_clck

J6_w

_clck

J7_w/o

_clck

J7_w

_clck

J8_w/o

_clck

J8_w

_clck

W_clck W/o_clck OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC

0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 1 0 1 1 1 0 1 0 1 1 0 1 1 0 1 0 0 0 0 1 1 0 1 0

1 0 1 0 1 0 1 1 1 1 1 0 0 1 1 0 1 0 0 0 0 1 1 0 1 0

1 1 1 0 1 1 1 1 1 1 1 1 0 1 1 0 1 0 0 0 0 1 1 0 1 0

22

(a)

A B

Out_ref
J1 J2 J3 J10 J11

J4w/o
_clck

J4_w
_clck

J5_w/o
_clck

J5_w
_clck

J6_w/o
_clck

J6_w
_clck

J7w/o
_clck

J7_w
_clck

J8_w/o
_clck

J8_w
_clck

J9_w/o
_clck

J9_w
_clck

W
_clck

W/o
_clck OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC OC SC

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 0 0 1 0 1 1 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

(b)

8.2 Validation of Proposed JJ-based Fault Models

The benchmark circuit shown in Figure 8.7 is used here to validate the proposed

JJ-based fault models. This validation process identifies the logic paths of JJ-based

faults within an SFQ system. As an example, one fault is inserted at J2 within the

AND 1 gate. As listed in Table 8.1(b), when J2 is stuck in the SC state within an

AND gate, the faulty output is one when A=1 and B=0. As shown in Figure 8.6(a),

the faulty and reference AND gates produce a correct output when A=1 and B=1.

When A=1 and B=0, output AND 1 is one when J2 is stuck in the SC state. This

faulty output propagates to the second stage of the benchmark circuit, as shown in

Figure 8.6(b). Out Ref is the result of an AND operation between AND 1 and C 1.
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CLK

B

A

AND_1

AND_1_F

True
Fault

Out_Ref

AND_1

C_1
AND_1_F

Out_F

CLK

(a)

(b)

Figure 8.6: Validation of the proposed JJ-based fault models, where a single JJ fault is
inserted at AND 1 gate. J2 is stuck at SC, as shown in Figure 8.7. The output of the
reference cell without any faults, (a) at the first stage, faulty output AND 1 F is one
when either A=1 and B=1 or A=1 and B=0, while the true operation AND 1 is one
only when A=1 and B=1. (b) At the second stage, where no faults exist, but the faulty
output of the first stage propagates to the second stage. This behavior exemplifies
that JJ-based stuck at faults are localized faults that only affect the operation of a
specific cell (the cell with the faulty JJ).

The second stage AND gate is free of faults. Hence, the source of the fault is only

from AND 1.

Based on these validation results; 1) the proposed JJ-based high level fault models

describe the operation of a cell with JJs stuck at OC or SC state. 2) The influence

of JJ-based stuck at faults is localized within the gate where the fault exists. Hence,

a JJ stuck at fault in a specific gate does not cause additional faults in other gates.

Based on these remarks, the proposed technique of developing high-level fault models
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A

CLK

B

CLK

CLKC

Out

AND_1

Figure 8.7: Benchmark circuit to evaluate JJ-based fault models. A single JJ fault is
inserted in a two level cell. The output is compared with the predicted output based
on the fault model.

can abstract JJ-based faults from a gate-level model to a block-level model. This

technique can be used to develop a fault simulation tool for JJ-based stuck at faults.

8.3 Test Vector Generation

The required test vectors that identify the location and/or type of JJ-based fault

are based on the proposed fault models. As an example, consider the JJ-based fault

model of a JTL, as listed in Table 8.2(a). OC faults cannot be identified since the

output of a faulty JTL with JJ1 stuck at OC state is similar to a reference cell. The

output of a faulty JTL with a JJ stuck in the SC state can be identified by detecting

zero when a one is inserted at the JTL. Another example, listed in Table 8.2(b), is the
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location of stuck at SC faults which can be identified by detecting the two outputs of a

splitter. If inserting a one into a splitter and detecting a zero at the two outputs, stuck

at SC is identified at the driver JJ. If inserting a one into a splitter and detecting a

one in one branch and a zero in the other, a stuck at SC is detected at the JJ located

in the other branch.

Table 8.2: High level JJ-based fault models, (a) JTL, (b) splitter, and (c) DFF. The
faulty output is highlighted as a gray cell. Two test vectors are required to detect the
fault if J2 or J3 is stuck at SC. Detecting JJ-based faults within a DFF is achieved by
applying up to three test vectors to set or reset the stored value within the storage
loop of a DFF, regardless of the initial condition before testing.

10

In
Ref OC SC

Out1 Out2 Out1 Out2 Out1 Out2

J1
0 0 0 0 0 0 0

1 1 1 1 1 0 0

J2
0 0 0 0 0 0 0

11 11 11 11 11 00 10

J3
0 0 0 0 0 0 0

10 11 11 11 11 10 00

In
Out

Ref OC SC

0 0 0 0

1 1 1 0

Input
CLK 00 1 010 101

In 11 0 101 010

Ref 00 0 010 001

J1
OC 00 0 010 001

SC 00 0 000 000

J2
OC 00 0 000 000

SC 00 0 010 001

J3
OC 01 0 010 001

SC 00 0 000 000

(a) (b)

(c)
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A complete list of test vectors to detect the location and/or type of JJ-based fault

within an SFQ system is listed in Table 8.3. Based on this list, different types of test

vectors can be applied, as follows.

1) Test vectors can be applied to detect a specific fault at a specific location. For

example, detecting if J1 (at a specific location) is stuck at SC (for a specific fault)

within a splitter cell or if J3 is stuck at OC within a DFF cell.

2) Test vectors can be applied to detect if a specific location has a JJ-based fault

(stuck at SC or OC); for example, detecting if J4 is stuck at SC or OC fault within an

OR gate by applying A=10 and B=00.

3) Test vectors can be applied to detect if a JJ-based stuck at fault occurs within a

cell (without identifying the type or location of the fault); for example, applying A=X

and B=X to an OR cell, where X means any value.

8.4 Fault Coverage of JJ-based Faults

A summary of JJ-based faults within an SFQ system is listed in Table 8.4.

Considering specific logic cells, 100% of OC faults and 64% of SC faults can be

detected within an AND cell. 100% of JJs stuck at SC state within a splitter cell can

be identified and located. It is, however, challenging to determine the type and/or

location of all JJ stuck faults within JTL, DFF, and OR cells.
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Table 8.3: Test vectors to detect the location and/or type of JJ-based faults within
an SFQ cell. The JJ labels are illustrated in the circuit structures shown in Figures
8.3(a), 8.4(a), 8.5(a), 8.5(b), and 8.5(c).

Cell Detected faults In Test vector Ref/ Ref1 Out/Out1 Ref2 Out2

JTL J1 SC or J2 SC 1 1 0

Splitter

J1 SC 11 1 00 1 00

J2 SC 11 11 00 11 10

J3 SC 11 11 10 11 00

DFF
J1 SC, J2 OC, or J3 SC

CLK 010

IN 101
01 00

J3 OC
CLK 00

In 11
00 01

OR

J1 SC or J4 SC A 1, B 0 1 0

J2 OC or J4 OC A 0, B 0 0 1

J2 SC or J3 SC A 0, B 1 1 0

J6 OC or J8 OC
CLK 0

A 1, B 0
0 1

J5 OC, J6 SC, J7 OC, and J8 SC A 1, B 1 1 0

AND

J1 SC A 01, B 10 00 10

J2 SC A 01, B 10 00 01

J3 OC A 01, B 10 00 11

J1 OC, J2 OC, J3 SC,

J4 OC, J4 SC, J5 OC,

J6 OC, J6 SC, J7 OC,

J7 SC, J8 OC, J9 OC,

J9 SC, J10 OC, or J11 OC

A 1, B 1 1 0

A total of 72% of JJ faults can be identified within an SFQ cell library composed

of JTL, splitter, DFF, OR, and AND cells. Only 70% of OC faults can be identified,

and 74% stuck at SC state faults can be determined. Only the location of 19% of

stuck at SC state faults can be identified, while the location of 7% stuck at OC faults

can be determined.

These numbers do not directly reflect a fault coverage of a cell but do reflect an

estimate of the fault coverage of JJ-based faults. As an example, for the benchmark

circuit presented in Figure 8.7, the circuit is composed of two AND gates and one
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DFF with a total of 25 JJs with a possibility of 50 JJ-based faults. Assuming the

ability to detect and observe the primary input and output of all of the logic gates,

the following fault coverage can be achieved; 80% of JJ-based faults, 96% of OC faults,

and 64% of SC faults.

Table 8.4: Summary of the fault coverage of JJ-based faults within multiple SFQ cells
where the number of JJs within each cell, total number of JJ faults that may exist,
number of total faults that can be detected, number of only OC or only SC faults
that can be detected, and number of specific OC or SC fault that can be detected at
a specific location

33

Cell #JJs #Faults
Detected faults

Detected

location

# OC SC OC SC

JTL 2 4 2 0 2 0 0

Splitter 3 6 3 0 3 0 3

DFF 3 6 4 2 2 1 0

OR 8 16 12 6 6 0 0

AND 11 22 18 11 7 1 2

Total 27 54 39 19 20 2 5

Per cent 72% 70% 74% 7% 19%

These low fault coverage results are due to the response of SFQ cells to stuck OC

faults. In most cases, JJs stuck at OC fault pass an SFQ pulse without interruption,

such as the JJs within a JTL, as illustrated in Figure 8.3(b). In these scenarios, it is

challenging to detect stuck at OC faults through the proposed high level functional

model.
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One method to enhance the fault coverage of stuck at OC faults can be achieved by

applying a test methodology to detect and distinguish a transition failure between a

faulty output of a stuck at OC fault and a reference cell. As illustrated in Figure 8.3(b),

a small delay is detected between the faulty output of a JTL with a stuck at OC fault

and a reference cell. Depending upon the location of a JJ, a different delay is detected.

Transition faults have been widely used to model stuck-open faults for determining

transistor-based faults in CMOS systems [167]. These on-chip transition-based testing

mechanisms are challenging to design, require significant power, and increase the test

time [167].

It is difficult to identify stuck at faults at the device level. In CMOS systems,

gate-level or node-level stuck at faults are preferred over transistor stuck at faults

since it is easier to detect and locate these faults with high fault coverage [168].

CMOS-based node or gate stuck-at faults affect several transistor terminals at the

same time [164]. High fault coverage is to be expected. For most CMOS stuck at fault

models, the coverage of a transistor-level stuck-at fault is significantly less than the

fault model of gate-level stuck at faults [168]. A higher coverage is obtained for node

stuck-at faults than gate stuck-at faults.
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8.5 JJ-based Targeted Testing

A test vector generation algorithm is required to target a specific cell and fault.

The objective of this algorithm is to provide a block-level fault model to generate test

vectors to detect faults and determine the fault coverage within a block, as illustrated

in Figure 8.8.

33

JJ-based fault 

analysis algorithm

Netlist

Logic cell 

fault models

Fault coverage 

Test vectors for 

each fault

Block fault 

models

Guidelines for Fault Analysis Algorithm

Figure 8.8: Block diagram of proposed algorithm to generate test vectors to identify
JJ-based faults within an SFQ system

To increase the fault coverage of JJ-based faults within an SFQ system, a test

methodology is necessary that generates the required test vectors to detect only stuck

at SC faults or only OC faults. As an example, within an OR cell, J1, J2, J3, and J4

stuck at SC faults can be detected by applying two test vectors (A=10, B=01) with a

clock pulse applied after each of the test vectors.

Pseudocode describing generating test vectors to target a specific fault type or

specific fault location is shown in Algorithm 1. The proposed algorithm generates the
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Algorithm 2 Pseudocode of Algorithm for Generating Test Vectors to Identify
JJ-Based Faults

Input: Number of gates N , number of input conditions C, JJ-based fault models of
all logic cells LM with JJ number JJn under JJ-based fault f of 0 for SC or 1
for OC fault, target testing requirements

Output: Block JJ-based fault model BM , test vector of target testing Test V ector,
undetected faults DF , and detected faults DF

1: Evaluate the behavior of the netlist with reference cells under all input conditions
Out Ref

2: for k ← 1 to N do ▷ Evaluate each logic cell
3: for i← 1 to JJn do ▷ Evaluate each JJ-based fault within the logic cell
4: for j ← 1 to C do ▷ Evaluate each input condition
5: Evaluate the behavior of the netlist with LMk under a fault in JJ i

with fault type f under input condition j,
6: BM ← (Out, k, i, f, j)
7: if (Out) = Out Ref then
8: UF ← (k, i, f, j) ▷ Undetected fault in K cell, i JJ, fault f , and

input condition i
9: uf = uf + 1

10: else
11: DF ← (Out, k, i, f, j) ▷ Detected fault in K cell, i JJ, fault f , and

input condition i
12: df = df + 1
13: end if
14: end for
15: end for
16: end for
17: Extract DF with f = 0 to group stuck at SC faults BMSC

18: Extract DF with f = 1 to group stuck at SC faults BMOC

19: Extract DF regardless f to group a stuck at a fault BMU

20: Generate the test vector for each group Test V ectorSC , Test V ectorOC ,
Test V ectorU
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required test vectors, as follows.

1) The block under test is evaluated for all possible fault scenarios. A fault is inserted.

Each JJ is modeled as either stuck at SC or OC. A stuck at OC JJ is modeled as an

OC, while a stuck at SC JJ is modeled as a JJ with a high critical current (such as 5

mA).

2) The output of each fault scenario is compared to a reference output (where no fault

is inserted). Undetected faults are those faults where the faulty output is similar to

the reference output.

3) All identical faulty outputs due to the same input combination(s) are grouped

together. These faults share the same test vectors.

8.6 Summary

Advanced testing methodologies are required to support complex digital SFQ

systems. In this chapter, JJ-based fault models are proposed for specific gate types.

A faulty JJ has four modes of operation, stuck at superconductive, resistive, open

circuit, or noisy switching. Two JJ-based fault modes are considered in this chapter,

stuck at superconductive state and stuck at open circuit state. A JJ stuck in the

superconductive state is modeled as a JJ with a high critical current, while a JJ stuck

in the open circuit state is modeled as an open circuit. A high level JJ-based fault

model is presented for the following RSFQ cells; JTL, splitter, DFF, OR, and AND.
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Test vectors to identify the type and location of a set of faults are generated based

on the high level fault models. The fault coverage of the OC and SC faults and the

location of each logic cell are identified; specifically, 72% of JJ-based faults (OC, SC,

or both) can be detected within an SFQ system. The fault coverage of a JJ-based

fault is 74% of SC faults and 70% of OC faults. While it is challenging to identify the

location of OC faults within SFQ system, all SC faults within a splitter cell can be

identified and the location of 18% of SC faults within an AND cell can be determined.

A methodology is also proposed to develop a block-level fault model to produce the

required test vectors to identify the type and location of JJ faults within SFQ systems.
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Chapter 9

Future Work

Multiple technologies are currently being considered to supplement conventional

CMOS circuits, targeting certain heterogeneous applications. These technologies are

at different stages of maturity (research, development, production). As an example,

spintronic technology is currently in production as a nonvolatile memory while in

development for sensor applications [169] and in research for use within compute

applications [170]. Superconductive technologies are mature at the production stage

for certain magnetic sense applications while in development for standard computing

applications [171] and in research for quantum computing applications [171]. Significant

effort is required for these technologies to be more widely adopted, as discussed in

this chapter.

Numerous MTJ structures and switching mechanisms have recently been developed

to support storage, computation, and sensory applications [127,172,173]. As discussed

in section 9.1, future work should include the development of analytic models,



144

algorithms, and techniques targeting MTJ technology to enhance the performance

efficiency of MTJ-based memory technologies at different levels of the memory

hierarchy.

A basic structure of an MTJ is composed of two ferromagnetic layers separated by

an insulating tunneling barrier. Additional layers have recently been added to further

enhance the operation of an MTJ as a storage element. As an example, a capping

layer is placed above the MTJ and buffer layers before the tunneling barrier [174].

Each of these layers affects the thermal dependence of the performance of the device.

Additional research is necessary to further investigate the influence of the physical

structure of an MTJ on thermal sensing applications, as discussed in section 9.2.

Superconductive electronics has the potential to vastly improve both the speed

and power efficiency of stationary compute systems; particularly, data centers and

supercomputers. Advanced testing methodologies are necessary to support complex

SFQ systems. Additional research is required to complement the research results

described in Chapters 7 and 8 in supporting DFT in SFQ systems. Advanced SFQ

defects, such as pinholes and flux trapping, need to be investigated to improve the

quality of the fault models to enhance the fault coverage and overall testability of

SFQ systems, as discussed in section 9.3
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9.1 MTJ-based Memory Hierarchy

Magnetic tunnel junctions are becoming a mainstream technology in support

of modern storage systems. This improvement is due to the ability to maintain a

magnetized state over long periods of time while scaling the technology. Electrically

controlled MTJ devices are potentially suitable for a variety of applications, such

as a replacement for random access memory (both DRAM and SRAM) due to low

standby power and as a high speed write buffer for hard disk and solid-state drivers.

Hybrid CMOS-MTJ technologies offer enhanced functionality as compared to CMOS.

A combination of CMOS logic and memory with advanced magnetic technologies

will improve the performance of a broad range of applications. Magnetic random

access memory (MRAM) based on MTJ has been proposed as a universal memory

for processing [127]. MRAM is expected to enhance the computational power, access

time, and processing speed of data centers and supercomputers.

The objective of this research path is to enable the development of future heteroge-

neous systems for a wide variety of applications including the internet of things, deep

learning, and big data, where high processing speed operating on significant amounts

of data is essential. MTJ devices are both two terminal and three terminal structures

with in-plane or perpendicular magnetization anisotropy and different magnetization

mechanisms such as STT, VCMA, thermally assisted STT, SOT, hybrid VCMA/STT,
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and hybrid STT/SOT [175]. Compact models that include advanced nanoscale effects,

such as self-heating, failure mechanisms, and spin asymmetry torque, are required.

The focus of this research should be algorithms, methodologies, and test circuits

to decide which MTJ technology to support different storage systems. This objective

requires enhanced compact models for different MTJ devices (characterizing the

electrical, thermal, and magnetic behavior). A methodology to integrate both the

performance requirements of the storage systems and the advantages and drawbacks

of MTJ technologies is desirable. Storage systems such as embedded memory, cache

memory, and primary memory should be considered in this research path. The

performance metrics should include power, speed, area, endurance rate, retention time,

and compatibility with CMOS back-end-of-line processes.

9.2 MTJ Structures for Thermal Sensing

As previously discussed in chapter 4, a hybrid MTJ/CMOS-based thermal sensor

can be achieved by considering the influence of temperature on both the threshold

voltage of the transistor and the antiparallel resistance of the MTJ. Advanced MTJ

structures are required to further enhance the thermal sensitivity and other performance

metrics of MTJ-based thermal sensors.

The electrical conductance of an MTJ is composed of two components; a spin

dependent (elastic) term due to the thermal excitation of the spin polarized electrons,



147

and a spin independent term (inelastic) due to scattering by defects and impurity

states [90, 103,104]. The spin independent conductance component is more sensitive

to temperature than the spin dependent component. The antiparallel resistance of an

MTJ decreases with increasing temperature because most of the contribution to the

electrical conductance is due to the spin independent component. Hence, additional

research is essential to determine the relative contribution of the spin dependent and

spin independent conductance components to the total conductance of an MTJ in

both the parallel and antiparallel states.

As shown in Figure 9.1(a), the structure of an MTJ is composed of two ferromag-

netic layers (fixed and free) separated by a tunneling barrier. A cladding/capping

layer is placed above the MTJ to provide a protection layer to the MTJ structure.

Additional layers can be added later, as shown in Figure 9.1(b), to further improve the

performance of an MTJ as a nonvolatile storage element. Objectives of this research

path are to provide guidelines and recommendations for adopting the structure of an

MTJ to serve thermal sensing applications.

Popular tunneling barriers for an MTJ are Al2O3 and MgO [127]. The tunneling

barrier has a strong influence on both conductance components (elastic and inelastic)

[103,104]. The tunneling barrier material and thickness determine the spin polarization

and damping factor of an MTJ. A change in the spin polarization factor αp of an

MTJ increases the thermal sensitivity of an MTJ, as illustrated in Figure 9.2. Other
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Figure 9.1: The structure of an MTJ, (a) basic structure is composed of a top cladding
layer to protect the device and two ferromagnetic layers separated by a tunneling
barrier, and (b) advanced structure of an MTJ by adding layers to pin the fixed
ferromagnetic layer, enhancing the thermal stability of the device.

factors that affect the thermal behavior of an MTJ include the annealing temperature

during manufacturing [176].

Figure 9.2: Effect of spin polarization in MTJ on the thermal sensitivity. For the same
sense voltage, the higher the spin polarization parameter α, the higher the thermal
sensitivity
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9.3 Fault Models for SFQ Systems

The development of SFQ-based fault models is an essential step to achieve large

scale integration of superconductive systems. Sophisticated failure mechanisms in

SFQ systems such as pinhole defects and flux trapping are challenging to model and

characterize. Both mechanisms strongly influence the overall behavior and performance

of SFQ systems [177].

Hence, future research is required to model the influence of pinholes within a JJ

on the variability of the device characteristics and the switching performance of a JJ,

as described in subsection 9.3.1. Additional research is also required to model and

locate flux trapping within SFQ systems, as discussed in subsection 9.3.2.

9.3.1 Fault models of pinholes

Pinholes can be modeled as a two level system defect (a system with a probability

of existence in two different states) [178]. Pinholes exist in the tunneling barrier of a

JJ due to the amorphous structure of the insulating barrier or atom dislocation, such

as the movement of the atomic position of the oxygen in the oxide forming the barrier

within a JJ [177,179].

Pinholes can also exist due to the absence of the insulating oxide layer of a JJ. Low

density pinholes within the oxide barrier affects the critical currents whose magnitude

is far greater than the intended current.
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Pinholes cause fluctuations in the critical current of a JJ due to deformation of the

barrier within a JJ. Pinholes may occur during the manufacturing process or during

normal operation of a JJ. Disorder and critical current variability in JJs due to the

existence of pinholes have previously been studied [180]. Hence, the development

of high-level fault models is essential to determine the influence of pinholes within

a JJ on SFQ systems. These fault models can be used to characterize the effects

of variability during switching of a JJ and also the influence of pinholes on circuit

performance.

9.3.2 Fault models of flux trapping

Flux trapping dramatically affects the operation of superconductive electronic

circuits [181]. A fault model describing the probability of flux being trapped at specific

locations within a layout is critical to enhance the reliability and lifetime of SFQ

systems.

Existing algorithms such as 3D-MLSI [182] can be used to extract the self- and

mutual inductances around holes in superconductive films. Additional work exists on

evaluating flux trapping within certain interconnect and layout structures [181,183].

In these studies, flux trapping is incorporated into compact models for use in circuit

simulation. A model describing the influence of a flux trapping fault at a specific

location on the operation and overall performance of nearby SFQ circuits is however
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missing. Hence, an essential research path is to develop a fault model to determine

the influence of flux trapping on JJ circuit behavior and to develop techniques for

detecting the location of flux trapping faults.
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Chapter 10

Conclusions

Two different technological development paths are considered to enhance the

performance of integrated circuits across multiple abstraction levels and functions

(material, digital logic, memory, and system architecture). The first path is the classical

development of CMOS technologies by geometric scaling. Scaling has significantly

slowed. The demand for functionally diverse heterogeneous integrated circuits remains

and is increasing. Hence, the second path is beyond CMOS where microelectronics

is extended to emerging technologies to achieve next generation applications. These

new applications can be realized by bridging the gap among novel emerging devices,

unconventional architectures, and advanced computing schemes to support or replace

conventional CMOS technologies.

Beyond CMOS technologies exploit innovative materials and novel device structures.

Some of these beyond CMOS solutions are intended to be integrated onto a silicon

platform to exploit established CMOS-based infrastructures. Other technologies, such
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as superconductive electronics, are considered a promising standalone technology.

Although beyond CMOS devices exhibit a wide range of functions that can replace or

support conventional CMOS systems, these devices also exhibit reliability issues that

should be identified and addressed early in the technology development process.

To achieve next generation applications using beyond CMOS technologies, two

research questions are highlighted in this dissertation. 1) How can emerging technolo-

gies support beyond CMOS compute systems? 2) How to identify, address, and solve

reliability issues in these technologies?

In this dissertation, spintronic technology based on magnetic tunnel junctions

is investigated to address the first question. Due to the compatibility with CMOS

fabrication, design simplicity, size advantage, nonvolatility, and low standby power,

spintronic technology is under development to support beyond CMOS compute systems.

Superconductive single flux quantum logic based on Josephson junctions is a solution

to the second question. Due to the unique challenges that exist in SFQ systems, such as

high clock frequencies and cryogenic environment, design for testability methodologies

are necessary for SFQ systems.

The unique characteristics of MTJs are considered in this dissertation to develop

non-conventional hybrid MTJ/CMOS compute systems, including self-aware compute

systems, compute in-memory, reconfigurable logic, and distributed compute systems.
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A thermal aware system is achieved by distributing a large number of on-chip

thermal sensors. These on-chip thermal sensors should be small in size, low power,

high speed, temperature sensitive, and accurate over a wide temperature range. A

hybrid MTJ/CMOS-based analog thermal sensor is proposed here where the high

temperature sensitivity of the MTJ antiparallel resistance is exploited. The proposed

thermal aware system is a network of thermal sensor nodes communicating with a

control unit that collects temperature data and produces a thermal map. This thermal

network provides the monitored system with dynamic real-time thermal information.

The proposed system provides flexibility in choosing a threshold temperature. The

system can also support multi-threshold sensing schemes. This capability can be

achieved by multiplexing a reference voltage. At each reference voltage, the system

identifies whether the temperature at a sensor node is above or below a certain

threshold temperature.

Many integrated systems have become data centric, where a huge amount of data

are collected and processed in real-time. In data centric architectures, data motion is

greatly decreased by integrating the computational process within the storage system

at different levels of the memory hierarchy. This capability for in situ computation

can be achieved by the proposed double MTJ (DMTJ) circuit topology. A multi-bit

nonvolatile AND, OR, and NOT logic gate and memory cell is available within DMTJ.

DMTJ exhibits a state transition diagram between four resistance states. A write cell
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is required to transition the states within a DMTJ to provide a two step memory and

logic function, composed of an initial reset step followed by a calculate or memory

step.

Superconductive electronics target large scale, stationary systems where two to

three orders of magnitude improvement in energy efficiency is available as compared

to conventional semiconductor-based supercomputers. The challenge of achieving

high performance with high reliability SFQ systems is escalating due to dimensional

scaling, novel materials and devices, and operation in severe conditions (extreme

cryogenic temperatures and sub-terahertz frequencies). Advanced design for testability

techniques are necessary to determine SFQ-based defects and faults and improve the

ability to evaluate these faults.

Embedded hardware solutions, such as a test extraction module and a hybrid test

module, are proposed to enhance the controllability and observability of the internal

nodes within an SFQ system to identify specific defects and faults. An algorithm is

also proposed to describe the methodology and tradeoffs of inserting test modules

into SFQ systems. These test modules significantly enhance by more than 50% the

testability measures (controllability and observability) of the internal nodes, increasing

overall fault coverage.

A methodology is described here to include DFT within SFQ systems. This

objective is achieved by developing high level fault models that target JJ-based
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faults, stuck at a superconductive state or an open circuit state. A JJ stuck in the

superconductive state is modeled as a JJ with a high critical current, while a JJ stuck

in the open circuit state is modeled as an open circuit. A high level JJ-based fault

model is presented for the following SFQ cells; JTL, splitter, DFF, OR, and AND. A

methodology is further proposed to develop a block-level fault model to produce the

required test vectors to identify the type and location of certain JJ faults within an

SFQ system.

The topics presented in this dissertation are intended to propose different solutions

to apply beyond CMOS technologies to support advanced compute systems, while

providing physical perspective and engineering insight into the many challenges faced

by these technologies. Design methodologies and circuit techniques targeting the

unique physical properties of these emerging technologies are necessary to develop the

next generation of application-specific compute systems.
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Appendix A

MTJ macrospin model

A macrospin compact model which characterizes a voltage controlled magnetic

anisotropy (VCMA) MgO—CoFeB perpendicular MTJ is described here [109]. The

model considers the dynamic response of the device magnetic and electrical per-

formance. The magnetization dynamics of the free ferromagnetic (FM) layer are

described by the modified Landau-Lifshitz-Gilbert equation. The expression describes

the dynamic magnetic behavior of the FM layer as

∂M⃗

∂t
= − γµo

1 + α2 [M⃗ × H⃗eff + α M⃗ × ∂M⃗

∂t
] + γ

∑
τ⃗i, (A.1)

where M⃗ is the normalized free layer magnetization, t is the time variable, ⃗Heff is

the effective magnetic field expressed in A/m, γ is the electron gyromagnetic ratio,

γ ≈ −2π×27.99 GHz/T, µo is the permeability of free space, α is the Gilbert damping

factor, and τ⃗i is the applied torque due to other perturbations such as current which

exerts a spin transfer torque [55].
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The macrospin model is developed in association with the static and dynamic

micromagnetic analysis of the system energy. The applied effective magnetic field to

the free layer ⃗Heff is

H⃗eff = H⃗UA − H⃗dem + H⃗c + H⃗ext − H⃗V CMA + H⃗th, (A.2)

where H⃗UA is the uniaxial anisotropy field sometimes defined as H⃗K , ⃗Hdem is the

demagnetization field, H⃗c is the coupling field due to the other FM layer, H⃗ext is the

applied external magnetic field, ⃗HV CMA is due to VCMA, and H⃗th is the stochastic

magnetic field due to thermal variations.

The MTJ antiparallel conductance is modeled as [90]

GAP (T ) = GT

[
1− P1(T )P2(T )

]
+GSI , (A.3)

where GT = G0

(
sin (CT )/CT

)
is the thermal smearing factor, G0 is the parallel

state conductance G0 =
(
3.16 × 1010

√
ϕB/tox

)
exp(−1.025 ×

√
ϕB × tox) at zero

voltage and zero temperature, T is the ambient temperature, ϕB is the average

tunneling barrier height (in eV), tox is the thickness of the insulator barrier layer, and

C = 1.387× 10−4tox/
√
ϕB is a material dependent parameter [90]. GSI = ST 4/3 is

the inelastic spin independent conductance, and S is a fitting parameter. P1 and P2

are the spin polarization percentage of the two FM layers. The dependence of the
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spin polarization on temperature can be fitted as [91,92]

P (T ) = P (0)
[
1− βPT

αP
]
, (A.4)

where βP and αP are fitting parameters related to the device dimensions and material

properties.

The physical parameters are based on perpendicular magnetic anisotropy and

VCMA MgO—CoFeB [93,94,109]. The experimentally extracted model parameters

are listed in Table A.1.

Table A.1: MTJ physical parameters

Parameters Description Value
wFL FM width = radius 20 nm
tFL FM thickness 1.5 nm
tox Barrier thickness 1.1 nm
ΦBL Barrier height 0.39 eV
Vh Voltage @ half TMR 0.5 V

S Spin independent conductance factor 1.1× 10−12

βP Fitting parameter for P 2.07× 10−5

αP Fitting parameter for P 2.3
βM Fitting parameter for MS 1.5
T ∗ Fitting parameter 1120 K
βKi Fitting parameter 2.3
βζV CMA Fitting parameter 2.83
Nz Demagnetization tensor factor in Z 0.9343
Nxy Demagnetization tensor factor in XY 0.015

Ki0 Interfacial MA at 0 K 2.02× 10−3J/m2

MS0 Saturation magnetization at 0 K 1457× 103A/m
TMR0 TMR at 0 K 3

ξV CMA0 VCMA factor at 0 K 48.9× 10−15 J/(V.m)
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