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Abstract

Advancements in computer capabilities in the last fifty years had been closely
linked to miniaturization of CMOS technology, while the underlying structure of
digital computing systems has been based on von Neumann architecture, where the
memory and execution units are logically and physically separated, using various
types of interconnect for communication between them. Recently, device scaling has
slowed down, while electrical interconnect has become both a performance bottleneck
and a major source of power dissipation, which is currently the most critical limiter
for technology growth. Conventional memory technologies, such as Flash, DRAM,
and SRAM, are unable to keep up with market requirements for higher density and
lower power. Flash memory has already achieved its physical limits, and cannot be

scaled further, primarily due to its limited endurance.

These problems can be addressed by emerging new semiconductor devices, such
as memristors, which are useful both as memory cells and as novel switching circuits
which can be used to augment traditional CMOS gates. Memristors are simple two-
terminal resistors, where the resistance can be changed by the electrical current. The
resistance serves as a stored variable. Memristors can also be interconnected to
perform Boolean operations. Since memristors can be fabricated in high density at the
intersection of nanoscale width metal lines, common to all silicon circuits and located
on top of the silicon layer, these new devices hold promise to provide continued
growth in functional density. The primary focus of this thesis is on architecturally
integrating memory with computational capabilities, based on exploiting these new
devices. These memristor-based structures will greatly enhance the speed and power
of digital computing beyond Moore scaling, while maintaining compatibility with
standard CMOS technology. From an architectural viewpoint, memristor-based

circuits will lead to innovative memory-intensive computing structures and systems.

The focus of this research is on developing memristor-based applications at the
circuit and architecture levels. Memristors are investigated from the point of view of
circuit designer and computer architect, including describing the desired device for
different applications and modeling a general memristor model — TEAM — to fit

different memristive technologies. The TEAM model is simple (i.e., requires low



computational effort) and sufficiently accurate. The TEAM model is implemented in

VerilogA to be used in SPICE simulations.

Various logic circuits with memristors have been proposed and design
methodologies for them are developed. IMPLY (material implication), MAGIC
(Memristor Ratioed Logic), and Akers logic arrays are logic families that can be
performed within memristive memories, enabling in-memory computing. MRL
(Memristor Ratioed Logic) is a different logic family used for hybrid CMOS-

memristor logic gates to increase the logic density and extend Moore's law.

Additionally, the multistate register, a novel memory structure that stores multiple
values within a single register, is proposed. A multistate register is designed based on
an RRAM crosspoint array on top of a CMOS register with a relatively low area. The
area of a single state in a 64 state RRAM multistate register is only 1.3% of a stored
state in CMOS register. The multistate register is embedded within CPU pipelines to
enable new memory intensive architectures, such as Continuous Flow Multithreading
(CFMT). CFMT is a multithreaded processor that is as simple as Switch on Event
Multithreading (SoE MT) with high performance and low energy. CFMT is designed
and implemented with an FPGA, presenting a performance improvement of 32% on

average with an energy reduction of 8.5%, as compared to SoE MT.



Abbreviations

CFMT Continuous Flow Multithreading
CRS Complementary Resistive Switching
DRAM Dynamic Random Access Memory
FPGA Field Programmable Array

IPC Instruction per Cycle

MAGIC Memristor Aided Logic

MIM Metal-Insulator-Metal

MPR Multistate Pipeline Register

MRL Memristor Ratioed Logic

NVM Nonvolatile Memory

PCM Phase Change Memory

RRAM Resistive Random Access Memory
SCM Storage Class Memory

SMT Simultaneous Multithreading

SoE MT Switch-on-Event Mutlithreading
STDP Spike Timing Dependent Plasticity
STT MRAM Spin-Transfer Magnetoresistance Random Access Memory
TEAM Threshold Adaptive Memristor
VLSI Very Large Scale Integration



Chapter 1 Introduction

For almost fifty years, integrated electronic circuits built with semiconductor
devices have provided significant growth in the number of processing elements and
memory bits available to system developers. This growth has provided orders of
magnitude improvements in speed, power consumption, and reliability, together with
significant reductions in the cost per device. These trends are direct consequences of
frequent miniaturization of device dimensions in the semiconductor fabrication
process, as originally described by Gordon Moore in 1965, predicting the growth and
proliferation of digital computing and its applications ("Moore's Law"). Throughout
this era, the underlying structure of digital computing systems has been based on the
classical stored program machine architecture described by von Neumann in the
1940's, which is characterized by a separation between functional units for instruction

execution and data/instruction storage ("von Neumann architecture").

Moore's law, however, cannot be sustained indefinitely. There is broad agreement
that nanoscale CMOS transistor sizes will reach fundamental physical limits within
the next decade [1]. Even before the eventual ending of Moore's law due to
technological limitations, the field of computing is already struggling with other
fundamental problems which require innovative solutions. The first problem is related
to the delay and bandwidth required to access memory, and is popularly known as
"the memory wall" [2]. Another problem is the power crisis related to energy
dissipation in computers [3]. These challenging issues are currently perceived as
major disruptions on the evolutionary path of computing, calling for significant
investments in research to develop new structures for next generation computing

systems.

In future years, when device sizes will no longer be scalable, microelectronic
technology will need innovations "beyond Moore" to support novel applications.
These enhancements may include revolutionary new emerging devices such as carbon
nanotubes or spintronic devices. A less radical hybrid approach, combining standard
CMOS with new technologies, is expected to provide a more practical and immediate
growth path over the next 20 to 30 years. An example of a "more than Moore"

technology is multi-layered integrated circuits (e.g., three-dimensional circuits [4])



which are becoming commercially available. Other new technologies which will
extend the capabilities of CMOS are memristive devices. This thesis focuses on

memristive technologies and their impact on computers.

1.1 Memristors

Over the past 25 years, flash memory based on charge trapping in MOS transistors
has been scaled aggressively, even exceeding Moore's law. Scaling below 20 nm
involves formidable challenges, particularly an increase in bit error rate and a
reduction in write endurance (the number of write cycles before the memory becomes
unreliable). These challenges become intolerable, when flash process technology
scales below 15 nm [5]. In recent years, many alternative technologies have been
explored to find a replacement for flash. For most of these candidate technologies, the
stored data is represented as a resistance and the storage device is fabricated within
the metal layers. These technologies share similar properties — nonvolatility, relatively
high write endurance, high density, good scalability below 10 nm, and fast read and
write. Certain emerging memory technologies have sufficient speed and endurance to
be considered as SRAM and DRAM replacements as well, enabling the use of
universal memory [6]. These emerging nonvolatile memory technologies can be

considered as memristors, or more precisely as memristive devices.

1.1.1 The Theory of Memristors

In 1971, Leon Chua conceived the need for an additional fundamental circuit
component in addition to the resistor, capacitor, and inductor [7]. Chua reasoned the
existence of a missing circuit element from symmetry reasons, looking at the six
possible combinations of the relationships of four fundamental circuit variables - the
voltage V, current /, flux ¢, and electric charge ¢g. While the charge is the integral
upon time of the current and the flux is integral upon time of the voltage, the other
possible relationships are connected by two-terminal circuit components. Resistors
connect voltage to current by Ohm's law (V' = [R), capacitors connect charge to
voltage (¢ = CV), and inductors connect current to flux (¢ = LI). The sixth possible

relationship is the connection between charge and flux and is not covered by any



conventional circuit element. Chua reasoned, for the sake of completeness, the
existence of a fourth fundamental circuit element that connects the charge and flux
and named the device the memristor, as a short for 'memory resistor'. The six
combinations of the relationships are illustrated in Figure 1.

Formally, a charge-controlled memristor is given by

v(t) = M(q(@®))i(t), (1)
where

M(q(®)) = do(q)/dq. )
Similarly, a flux-controlled memristor is given by

i(t) = W(e®)v(®), 3)
where

W(o(t)) = dq(e)/de. 4)

The memristance of the memristor M (q (t)) has the units of resistance (and the units
of W((p (t)) are of conductance) and depends on the integration of the current passed
through the device upon time. The memristor is therefore actually a passive two-port
element with variable resistance, which changes upon the history of the device (i.e.,
the memristance depends on the total charge passed through the device).

In 1976, the theory of memristors was extended by Chua and Kang to a nonlinear
dynamical system named memristive systems [8]. Similarly to memristors, a
memristive device is a passive two-terminal device with varying resistance. The
difference between a memristor and memristive device is how the resistance changes.
In memristive devices, the resistance depends on an internal state x € R", which
depends on the history of the device (in terms of the past current passed through the
device, or, alternatively, the past voltage across the device) and not directly on the
charge or flux.

Formally, a current-controlled time-invariant memristive device is represented by

v(t) = M(x, Di(t), (%)

dx/dt = f(x,1), (6)
where M (x, 1) is the memristance of the device. Similarly, a voltage-controlled time-
invariant memristive device is given by

i(t) =W, iv(t), (7)

dx/dt = f(x,v). (8)

Memristors and memristive devices exhibit hysteresis in their current-voltage curve.



Although the shape of the hysteresis varies for different devices, it is always passes
through the origin. The hysteresis depends on the input, where for high input
frequencies the device behaves as a linear resistor. An example of possible I-V curve

is shown in Figure 2. Note that memristors are a private case of memristive devices,

where f(x,i) = i.

-fvwv-\|/ .

Resistor | Capacitor

v=R-i qg=0-v

C') J G)

Inductor Memristor

p=L-i | p=M -q
(o)
NS

Figure 1. Illustration of the six combinations of the relationships between voltage
v, charge ¢, flux ¢, and current i. The memristor connects the charge and flux.

55X 10

o 08 068 04 -02 0 0.2 0.4 0.6 0.8 1
V [Volt]

Figure 2. Example of a current-voltage curve of memristors and memristive
devices for different input frequencies.



1.1.2 Practical Memristors

While Chua and Kang presented physical memristive devices in [8] (e.g., ionic
systems and discharge tubes), the topic of memristors and memristive devices have
not attracted much attention for more than 35 years. In 2008, Hewlett Packard
connected the theory of memristive devices to TiO, resistive switches [9]. Initially,
Hewlett Packard claimed that their device is similar to ideal memristors, and proposed
a model for the structure and behavior of their devices. The proposed structure is

shown in Figure 3 and the proposed representation of (5) and (6) is

, t ®)
M(x,i) = Row% + Ropr(1 — xT , )
. Ron -
f(x, i) = #V%l(t)a (10)

where Roy is the resistance when x(f) = D, and Rogr is the resistance when x(¢) = 0.
The state variable x(7) is limited to the physical dimensions of the device, i.e., the
value is within the interval [0, D].

Although the model proposed by Hewlett Packard is elegant, it does not match real
devices, including their own TiO; device. Other models that better fit real devices
have been proposed, as comprehensively explained in Chapter 3.1. The announcement
of Hewlett Packard, however, sparked an interest in memristors and memristive
systems. Additional resistive memory devices, other than TiO2 resistive switches,
such as different resistive switches and spin-transfer torque magnetoresistive random
access memory (STT-MRAM) have been redescribed in terms of memristive systems
[10-14].

All of the different devices that can be considered as memristive devices share
several characteristics: they are fabricated as oxides sandwiched between two metals
(metal-insulator-metal structure, also named MIM), and their size is relatively small
(for most devices it is the minimum feature size of the technology). Additionally, as
described by the definition of memristive devices, these devices have varying
resistance and are nonvolatile (i.e., no voltage is applied to retain the resistance). Due
to these characteristics and their relatively low switching time (from sub-nanoseconds
to tens of nanoseconds), high endurance (the number of write cycles before the
memory becomes unreliable, typically from 10° to 10"), and low switching energy
(typically 0.1 to 1 pJ), memristive technologies are primarily investigated as memory

applications and considered as emerging nonvolatile memory technologies. It is



common referring to all (or some) of these technologies as Resistive RAM (RRAM or

ReRAM).
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D

Figure 3. Hewlett Packard original device model. The device is composed of two
regions: doped and undoped. The total resistance of the device is the sum of the
resistances of both regions, as described by (9).

1.2 Memristor-Based Applications

While the semiconductor industry focuses on the use of memristive technologies as
a replacement for existing memory technologies (i.e., Flash, DRAM, and SRAM),
these devices can be used for many other applications as well. Memristors are used in
hardware neural networks, both to implement different learning algorithms (e.g.,
STDP [15-17] and back propagation [18]) and neuromorphic systems (hardware that
mimic the brain) [19]. Memristors can also been used in analog circuits, for example
as reconfigurable resistors to change the properties of the circuit [20]. Another
interesting application is the use of memristors as part of logic circuit, as
comprehensively explained in Chapters 1.2.2 and 3.2.

Looking at computer architectures, memristors can be an enabler to a new and
disruptive era in computer architecture — the era of memory intensive computing,
where the computation engine is integrated with numerous memory devices (i.e.,
memristors). The straightforward way is to use memristors as improved replacements
to existing memory technologies and benefit from the improve characteristics of the
replacements - higher density, no leakage, high endurance, efc. Using these
technologies as SRAM replacements will significantly increase on-die memory.

Alternatively, additional memory levels can be added to the memory hierarchy. For



example, Sony and Micron plan to commercialize RRAM as a Storage Class Memory
(SCM), a memory hierarchy between DRAM and flash [21]. SCM requires
nonvolatility and high density, as well as high performance. Adding more cache levels
is another example. Memristors are, however, much more than just having

replacements to existing memory technologies.

1.2.1 Memory Intensive Architectures

Memristors add new characteristics to existing memory technologies. For example,
the levels of volatile memory (i.e., register file, cache, and main memory) become
nonvolatile. Memristors add fast, dense, and nonvolatile memory that is located on-
top of the logic gates. Memristors therefore can be used in a different manner than
random access memories. The memristors can be used to integrate memory and logic,
enabling memory intensive architectures, where processors are abundant with non-
volatile, fast memory. This memory is used to enhance performance and decrease
energy.

The small size of the memory devices and the possibility to stack several layers of
memory, one on top of the other, can significantly increase the capacity of the
memory, including cache hierarchies, while leakage power is lower. The additional
memory can also be used not only for conventional caches (i.e., data and instruction
cache, private and shared cache, etc.) but also for new cache architectures, including
specific purposes caches. Examples to this can be using different caches for different
threads, or alternatively, different caches for specific content (e.g., floating point,
SIMD). Another example is to use memristors to implement NAHALAL-like cache
systems [22], where the private caches are located on-top of the CPUs in the
memristor layer.

Furthermore, the additional memory can be used to increase the capacity of other
elements within the processor, such as branch predictors, instruction queues,
prefetching structures, reorder buffers, and other buffers. The increase in the capacity
increases predictions and speculations of the processor and therefore trades off the
power consumption — although storing data within memristor-based structures is low
power, the increased speculation consume more power.

The additional memory elements can also be used to store data, which is typically

not stored due to the limitations of conventional technologies. For example, it is
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possible to store the results of previously executed instructions to perform instruction
reuse and have hardware memoization [23]. It is also possible to have many
checkpoints within the processor. Another example is CFMT, as presented in Chapter
3.3, where the states of different instructions for multiple threads are stored to

enhance performance of multithreading processors.

1.2.2 Logic with Memristors

One interesting application of memristive circuits is to perform logic operations.
With memristive logic gates, novel memory intensive architectures can be developed,
including non-von Neumann architectures. The use of memristors to perform logical
operations has been proposed in several different ways. In some logic families,
memristors are integrated with CMOS structures to perform the logical operation,
while the logical values are represented by voltage levels. Memristors can be used as
reconfigurable switches for FPGA-like architectures [24-25] or as computational
elements within logic gates [26].

Another approach for logic with memristors is to treat resistance as the logical state,
where the high and low resistance are considered, respectively, as logical zero and
one. For this approach, the memristors are the primary building blocks of the logic
gate. Each memristor acts as an input, output, computational logic element, and latch
in different stages of the computing process [27]. This approach is suitable for
crossbar array architectures and can therefore be integrated within a standard
memristor-based crossbar, commonly used for memory. This approach is appealing
since it provides an opportunity to explore advanced computer architectures different
from the classical von Neumann architecture. In these architectures, the memory can
perform logic operations on the same devices that store data, i.e., performing
computation inside the memory. Material implication (IMPLY logic gate) [28] is the
basic logical element using this approach, combining state memory and a Boolean
operator. Additional logic families, which extends the IMPLY logic gate by using
certain variations of a regular memristor-based crossbar, have also been proposed [29-

30]. A schematic of the IMPLY logic gate is shown in Figure 4.
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Figure 4. Schematic of an IMPLY logic gate. The gate consists of two memristors
p and ¢, and a resistor Rg.

1.3 Research Goals and Methods

In this research, the capabilities and limitations of memristors are studied and
analyzed from single device level for better understanding of the capabilities of
circuits and architectures with memristors. Models of memristors are developed for

different memristor technologies to be used in circuit simulations.

The integration of memristors with CMOS is explored for memory and logic
circuits. Different logic gates are proposed, both for non-von Neumann architectures,
where memristive memories have also computing capabilities (in-memory
computing), and for hybrid CMOS-memristor logic gates for a beyond Moore
approach. Memory circuits are designed for new uses, different than the conventional
memory hierarchy. These memory circuits are integrated with processors to open a

path for novel memory intensive architectures.

This research is done in different abstraction levels: device level, circuit level, and
architecture level. For device level the properties of memristors are investigated and
characterized, and device models are developed to be used in circuit simulations. In
the circuit level, different digital and analog circuits are designed for logic and
memory applications. Design methodologies are developed for proper circuit design,
including procedures to select the exact device and circuit parameters. Memristive

circuits are used to develop memory intensive architectures.
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This research is multidisciplinary, varying from device physics, VLSI physical
design, VLSI circuit design, electronic design automation, and computer architecture.

We also combined knowledge from information theory and machine learning.

For memristor model development, we use Matlab to evaluate and investigate the
model and compare it to other memristor models. The model is implemented in
Verilog-A and embedded in SPICE. We develop design methodologies for circuits,
and design them in SPICE, using Cadence Virtuoso. Architectures are evaluated in a
cycle accurate in-house simulator for performance evaluation, and by CACTI and
MCcPAT for energy evaluation. For the design of memory architectures, we also use
NVSim. For a proof of concept, the CFMT architecture is also implemented in real

hardware (Xilinx Virtex 6), using Verilog and ModelSim for verification.

1.4 Thesis Structure

This thesis is organized as a collection of papers published in scientific journals
and refereed conference proceedings. All of the papers describe research results
obtained during this PhD study. Chapter 2 provides a short overview of the main
contributions of this thesis. The published papers are organized in Chapter 3 in three
subsections according to the main parts of the research: device characteristics and
modeling, logic circuits, and computing system architecture. In Chapter 4, the main
results are summarized, some additional research topics are described, and

suggestions for future research are discussed.
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Chapter 2 Summary of Contributions

In this chapter, our contributions in the field of memristor-based circuits and
architectures are summarized. Our main observations and solutions to the different
research problems considered in this thesis are outlined. For convenience, each

subchapter is devoted to a different aspect of this research.

2.1 Device Level

2.2.1 Device Characterization

Memristors have many different faces, from the theoretical devices envisioned by
Chua in 1971, to the extended theory of memristive device, to the numerous different
resistive technologies that have emerged in recent years. Since memristive
technologies are currently immature, standardization of the characteristics of
memristors remains to be done. The desired characteristics differ for diverse

applications.

In this research, we study and analyze the capabilities and limitations of different
memristive technologies, and define the desired characteristics of memristors for
different applications from the viewpoint of an integrated circuit designer.
Understanding the desired characteristics for different applications can assist device
and material engineers in providing the appropriate behavior when developing
memristive devices, thereby optimizing these devices for different applications.

Further details on the desired memristor are found in Chapter 3.1 and [31].

2.2.2 Device Modeling

Several models for memristive devices have been developed. One type of models is
physical models that try to fit the dynamic behavior of a specific memristor [32-35].
Usually, physical models are complicated and based on mathematical fitting of
experimental results for a specific device under a certain experimental set, while the
actual physical mechanism is still unknown. A different approach for memristor
modeling is to define mathematical models, obeying the theory of memristors,
without a connection to practical devices [36-39]. Usually, mathematical models are
similar to Chua's original definition and cannot predict the behavior of real devices.

In this research, a general mathematical model - TEAM, ThrEshold Adaptive
Memristor model — is developed. The TEAM model is flexible and can be fit to any
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practical memristive device. As shown in this thesis, the TEAM model is reasonably
accurate and computationally efficient, and is more appropriate for circuit simulation
than previously published models. The TEAM model is implemented in Verilog-A,
and is widely used in SPICE simulations. Further details on the TEAM model are
found in Chapter 3.1 and [40-41].

2.2 Logic Circuits
2.2.1 Material Implication (IMPLY)

Although IMPLY gates have been fabricated and proved to work [28], the design
issues of these logic gates have not been discussed. Additionally, the design of
complete combinatorial system based on IMPLY gates is not trivial. In this research,
the behavior of IMPLY logic gates is analyzed and evaluated, and the tradeoff
between speed and correct logic behavior is described. An approximate analytic
model to evaluate the speed of the circuit and the internal state drift of the memristors
is proposed. We develop a methodology for designing IMPLY logic family, based on
a general design flow, suitable for all deterministic memristive logic families, and
includes some additional design constraints to support the IMPLY logic family. The
design flow is shown in Figure 5. Additionally, techniques for performing logic
within memristive crossbars based on IMPLY logic gates are discussed and proposed.
Further details on IMPLY logic design and IMPLY within the memory are found in
Chapter 3.2 and [42-43].
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Figure 5. Proposed design flow for IMPLY logic.

2.2.2 MAGIC

IMPLY gates require different voltage levels within the circuit and additional
circuit components (for example, a controller and an additional resistor within each
row of the crossbar), dissipates high power, has high computational complexity, and
requires complicated control circuitry. Additionally, the result is stored by one of the
inputs and not a dedicated output memristor.

We propose a different memristive-only logic family, Memristor Aided LoGIC
(MAGIC) that overcomes the disadvantages of IMPLY. MAGIC does not require a
complicated structure and enables stable evaluation of the gate function. Stable
evaluation is achieved by applying a single voltage pulse at the gateway of the circuit.
MAGIC NOR gates can also be fabricated within a crossbar, enabling computing
within memory. The schematic of MAGIC NOR is shown in Figure 6. Further details
on IMPLY logic design and IMPLY within the memory are found in Chapter 3.2 and
[44].
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Figure 6. MAGIC NOR. (a) Basic schematic, the gate consists of two input
memristors in; and in,, and an output memristor out, and (b) a MAGIC NOR
gate within a memristive crossbar.

2.2.3 MRL

We propose MRL (Memristor Ratioed Logic), a hybrid CMOS-memristor logic
family, which increases the logic density. In MRL, OR and AND logic gates are
based on memristors, and CMOS inverters are added to provide a complete logic
structure and signal restoration. The MRL family is compatible with standard CMOS
logic since the logical state is represented by voltage as in CMOS. We develop an
analytic model to evaluate the speed of the circuit and discuss design issues and
considerations, including area and power. The schematic of an MRL NAND and NOR
are shown in Figure 7. Further details on MRL gates are found in Chapter 3.2 and [45-
46].
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Figure 7. MRL gates. (a) A two-input MRL NAND and a (b) two-input MRL
NOR.
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2.2.4 Akers Logic Arrays

In 1972, Sheldon Akers proposed a theoretical logic array that supports the
execution of any Boolean function by flowing data across an array of primitive logic
cells. Since the benefit of an Akers logic array with conventional semiconductor
technology (i.e., CMOS technology) is limited, Akers array has been treated as a
mathematical concept without implementing it in real hardware. In this research, the
theory by Akers is used to design a memristive Akers logic array that support in-
memory computation. We show that the proposed logic array can be used in a
modified CRS memory array, combining logic operations and memory. We
demonstrate Boolean operations such as XOR and sorting of bits. The schematic of a
memristive Akers logic array is shown in Figure 8. Further details on memristive

Akers logic arrays are found in Chapter 3.2 and [47].
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Figure 8. Memristive Akers logic array. (a) Primitive logic cell, consists of two
memristors M; and Mz. The inputs of the primitive logic cell are two voltages x
and y, and the initial resistance of M. (b) A two by two memristive Akers array

and (c) a two input XOR, where f,,; = XOR(A, B).

2.3 Multistate Registers and Its Implications

2.2.1 Multistate Register

Storing data is the primarily application of memristors, usually for replacing
conventional memory technologies in standard memory structures within the memory
hierarchy. A different approach is considered in this research, where a novel memory
structure, the multistate register, is proposed and designed. The multistate register is
used to store multiple data bits, where only a single bit is active and the remaining
data bits are idle. The active bit is stored within a CMOS flip flop, while the idle bits
are stored in a memristive crossbar co-located with the flip flop. Multistate registers
open opportunity for new applications and architectures, exploiting the density and
low power of memristors. The schematic of an RRAM-based multistate register is
shown in Figure 9. Further details on multistate registers are found in Chapter 3.3 and

[48].
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Figure 9. Schematic of an RRAM 16 states multistate register. The multistate
register consists of an RRAM crosspoint on top of a CMOS D flip flop.

2.2.2 Continuous Flow Multithreading

The use of multistate registers to store the microarchitectural state of multiple
threads within the processor pipeline is proposed. We call this use a multistate
pipeline register (MPR). Using MPRs can eliminate the need to flush the pipeline
upon a thread switch in Switch-on-Event (SoE) multi-threading machines. We call the
new microarchitectural scheme, Continuous Flow Multi-Threading (CFMT), and
compare the performance and power consumption against traditional SOE machines.
Memristor-based CFMT significantly improves performance as compared to SoE,
while reducing energy. A CFMT processor is illustrated in Figure 10. Further details
on CFMT are found in Chapter 3.3 and [49-50].
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Figure 10. Continuous Flow Multithreading structure. A multistate pipeline
register (MPR) is located between each two pipeline stages instead of a
conventional pipeline register. The MPR stores the state of instructions from all
supported threads within the machine when only a single thread is active at a
time.
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Chapter 3 Published Papers

This chapter contains the full collection of the scientific papers that were published
during the thesis in scientific journals and refereed conference proceedings. Each

subchapter is devoted to a different aspect of our research.
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3.1

Device Characteristic and Modeling

This section contains the following papers:

S. Kvatinsky, E. G. Friedman, A. Kolodny, and U. C. Weiser, "TEAM -
ThrEshold Adaptive Memristor Model," IEEE Transactions on Circuits and
Systems I: Regular Papers, Vol. 60, No. 1, pp. 211-221, January 2013.

S. Kvatinsky, K. Talisveyberg, D. Fliter, E. G. Friedman, A. Kolodny, and U.
C. Weiser, "Models of Memristors for SPICE Simulations," Proceedings of
the IEEE Convention of Electrical and Electronics Engineers in Israel, pp. 1-
5, November 2012.

S. Kvatinsky, E. G. Friedman, A. Kolodny, and U. C. Weiser, "The Desired
Memristor for Circuit Designers," IEEE Circuits and Systems Magazine, Vol.
13, No. 2, pp. 17-22, second quarter 2013.

23



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 60, NO. 1, JANUARY 2013 211

TEAM: ThrEshold Adaptive Memristor Model

Shahar Kvatinsky, Eby G. Friedman, Fellow, [EEE, Avinoam Kolodny, Senior Member, IEEE, and
Uri C. Weiser, Fellow, [EEE

Abstract—Memristive devices are novel devices, which can be
used in applications ranging from memory and logic to neuro-
morphic systems. A memristive device offers several advantages:
nonvolatility, good scalability, effectively no leakage current, and
compatibility with CMOS technology, both electrically and in
terms of manufacturing. Several models for memristive devices
have been developed and are discussed in this paper. Digital ap-
plications such as memory and logic require a model that is highly
nonlinear, simple for calculations, and sufficiently accurate. In
this paper, a new memristive device model is presented—TEAM,
ThrEshold Adaptive Memristor model. This model is flexible and
can be fit to any practical memristive device. Previously published
models are compared in this paper to the proposed TEAM model.
It is shown that the proposed model is reasonably accurate and
computationally efficient, and is more appropriate for circuit
simulation than previously published models.

Index Terms—Memristive systems, memristor, SPICE, window
function.

I. INTRODUCTION

EMRISTORS are passive two-port elements with
variable resistance (also known as a memristance) [1].
Changes in the memristance depend upon the history of the
device (e.g., the memristance may depend on the total charge
passed through the device, or alternatively, on the integral over
time of the applied voltage between the ports of the device).
Formally, a current-controlled time-invariant memristive
system [2] is represented by

dw
= Jw.i), (1)
o(t) = R(w, 1) -i(t), )

where w is an internal state variable, i(%) is the memristive de-
vice current, v(¢) is the memristive device voltage, R(w, i) is
the memristance, and ¢ is time. The terms memristor and mem-
ristive systems are often used interchangeably to describe mem-
ristive systems [2]. While there are discussions in the literature
about specific definitions [29], [30], in this paper we use the
term “memristive device” to describe all devices within these
categories.

Since Hewlett-Packard announced the fabrication of a
working memristive device in 2008 [3], there has been an
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increasing interest in memristors and memristive systems. New
devices exhibiting memristive behavior have been announced
[4], [5], and existing devices such as spin-transfer torque mag-
netoresistive random access memory (STT-MRAM) have been
redescribed in terms of memristive systems [6].

Memristive devices can be used for a variety of applications
such as memory [7], neuromorphic systems [8], analog circuits
(e.g., see [9]), and logic design [10], [27]. Different characteris-
tics are important for the effective use of memristive devices in
each of these applications, and an appropriate designer friendly
physical model of a memristive device is therefore required.

In this paper, the characteristics of memristive devices are
described in Section II. Previously published memristive de-
vice models are reviewed in Section III. TEAM—a new model
that is preferable in terms of the aforementioned characteris-
tics—is proposed in Section I'V. In Section V, a comparison be-
tween these models is presented. The paper is summarized in
Section VI.

II. REQUIREMENTS FOR MEMRISTIVE DEVICE
CHARACTERISTICS

Different applications require different characteristics from
the building blocks. Logic and memory applications, for ex-
ample, require elements for computation and control, as well
as the ability to store data after computation. These elements re-
quire sufficiently fast read and write times. The read mechanism
needs to be nondestructive, i.e., the reading mechanism should
not change the stored data while reading. To store a known dig-
ital state and maintain low sensitivity to variations in parame-
ters and operating conditions, it is crucial that the stored data be
distinct, i.e., the difference between different data must be suf-
ficiently large. The transient power consumption while reading
and writing, as well as static power consumption, are also crit-
ical issues.

Although the definition of a memristive system is quite broad,
all memristive systems exhibit a variable resistance, which is re-
lated to an internal state variable. Memristive devices employed
in practice exhibit a nonvolatile behavior. To provide a non-
destructive read mechanism, the internal state variable needs
to exhibit a nonlinear dependence on charge, i.e., changes in
the state variable due to high currents should be significant,
while changes due to low currents should be negligible. Other
mechanisms where the state variables return to the original po-
sition after completing the read process may also require the
nondestructive read mechanism. For certain applications such
as analog counters, however, a linear dependence on charge is
preferable, since the current is integrated during the counting
process.

To store distinct Boolean data in a memristive device, a high
ratio between the resistances (typically named Ry and Ropr)
is necessary. Several additional characteristics are important for

1549-8328/$31.00 © 2012 IEEE
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Fig. 1. Linear ion drift memristive device model. The device is composed of
two regions: doped and undoped. The total resistance of the device is the sum
of the resistance of both regions.

all applications, such as low power consumption, good scala-
bility, and compatibility with conventional CMOS.

These characteristics exist in memristive devices.
STT-MRAM exhibits these characteristics except for the high
oft/on resistance ratio [11]. To design and analyze memristive
device-based circuits and applications, a model exhibiting these
traits is required.

III. PREVIOUSLY PROPOSED MEMRISTIVE DEVICE MODELS

A. Requirements From an Effective Memristive Device Model

An effective memristive device model needs to satisfy several
requirements: it must be sufficiently accurate and computation-
ally efficient. It is desirable for the model to be simple, intuitive,
and closed-form. It is also preferable for the model to be gen-
eral so that it can be tuned to suit different types of memristive
devices.

B. Linear Ion Drift Model

A linear ion drift model for a memristive device is suggested
in [3]. In this model, one assumption is that a device of physical
width D contains two regions, as shown in Fig. 1. One region
of width w (which acts as the state variable of the system) has
a high concentration of dopants (originally oxygen vacancies
of TiO3, namely TiOs_,). The second region of width D —
w is an oxide region (originally TiOs). The region with the
dopants has a higher conductance than the oxide region, and the
device is modeled as two resistors connected in series. Several
assumptions are made: ohmic conductance, linear ion drift in a
uniform field, and the ions have equal average ion mobility pty-.
Equations (1) and (2) become, respectively,

Roxy .

dw
E = My D Z(t)? (3)
w(t) w(t) .
- T)) “i(t), 4

u(t) = (RONT + RorF (

where Ron is the resistance when w(t) = D, and Rorr is
the resistance when w(?) = 0. The state variable w(t) is lim-
ited to the physical dimensions of the device, i.e., the value is
within the interval [0, D]. To prevent w from growing beyond
the physical device size, the derivative of w is multiplied by a
window function, as discussed in Section III-C. The I-V curve
of a linear ion drift memristive device for sinusoidal and rect-
angular waveform inputs is shown in Fig. 2.

C. Window Function

In the linear ion drift model, the permissible value of the state
variable is limited to the interval [0, D]. To satisfy these bounds,
(3) is multiplied by a function that nullifies the derivative, and
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Fig. 2. Linear ion drift model I-V curve. D = 10 nm, Ronx = 100 £,
Rorr = 16 kO, pyvy = 107 m?s~*V~—! and wy = 1 Rad/s. (a) Si-
nusoidal voltage input for several frequencies wy, 3w, and 6wy, and (b) rect-
angular waveform current input.

forces (3) to be identical to zero when w is at a bound. One
possible approach is an ideal rectangular window function (the
function where the value is 1 for any value of the state variable,
except at the boundaries where the value is 0). It is also possible
to add a nonlinear ion drift phenomenon, such as a decrease in
the ion drift speed close to the bounds, with a different window
[12],

. 2
sy =1- (2 -1)", )

where p is a positive integer. For large values of p, the window
function becomes similar to a rectangular window function,
and the nonlinear ion drift phenomenon decreases, as shown in
Fig. 3.

The window function in (5) exhibits a significant problem for
modeling practical devices, since the derivative of w is forced
to zero and the internal state of the device cannot change if w
reaches one of the bounds. To prevent this modeling inaccuracy,
a different window function has been proposed [13],

2.
flw)=1- (% — stp(~i)) " ©6)
- f1izo0 (7a)
stp(i) = {0, i <0, (7b)

where ¢ is the memristive device current. This function is shown
in Fig. 4. In the original definition, these window functions do
not have a scale factor and therefore cannot be adjusted, i.e., the
maximum value of the window function cannot be changed to
a value lower or greater than one. To overcome this limitation,
a minor enhancement—adding a multiplicative scale factor to
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Fig. 3. Window function described by (5) according to [12] for several values
of p.
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Fig. 4. Window function described by (6) according to [13].

the window function, has recently been proposed [14]. The pro-
posed window function in [14] is

flw) =j (1 - {(% - 0.5)2 + 0.75]p) ,

where j is a control parameter which determines the maximum
value of f(w) (in this function, the maximum value can be
smaller or larger than one). This function is shown in Fig. 5.

®)

While these window functions alleviate the bounds issue and
suggest a nonlinear phenomenon, these functions do not exhibit
full nonlinear ion drift behavior since the model ignores the non-
linear dependence of the state derivative on the current. A linear
ion drift model with a window function does not therefore fully
model nonlinear ion drift behavior.

D. Nonlinear lon Drift Model

While the linear ion drift model is intuitive and satisfies the
basic memristive system equations, experiments have shown
that the behavior of fabricated memristive devices deviates sig-
nificantly from this model and is highly nonlinear [15], [16]. The
nonlinear I-V characteristic is desirable for logic circuits, and
hence more appropriate memristive device models have been
proposed. In [17], a model is proposed based on the experi-
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Fig. 5. Window function described by (8) according to [14]. (a) Varying p, and
(b) varying 7.

mental results described in [15]. The relationship between the
current and voltage is

i(t) = w(t)"Gsinh (av(t)) + x [exp (vo () = 1], (9)
where «, 3, v and x are experimental fitting parameters, and n
is a parameter that determines the influence of the state variable
on the current. In this model, the state variable w is a normal-
ized parameter within the interval [0, 1]. This model assumes
an asymmetric switching behavior. When the device is in the
ON state, the state variable w is close to one and the current is
dominated by the first expression in (9), 4 sinh(aw(t)), which
describes a tunneling phenomenon. When the device is in the
OFF state, the state variable w is close to zero and the current is
dominated by the second expression in (9), x[exp(Av(t)) — 1],
which resembles an ideal diode equation.

This model assumes a nonlinear dependence on voltage in the
state variable differential equation,

dw

= flw) et

(10)
where ¢ and n are constants, v is an odd integer, and f(w) is
a window function. The I-V relationship of a nonlinear ion drift
memristive device for sinusoidal and rectangular waveform in-
puts is illustrated in Fig. 6. A similar model is proposed by the
same authors in [28]. In this model, the same I-V relationship is
described with a more complex state drift derivative.

E. Simmons Tunnel Barrier Model

Linear and nonlinear ion drift models are based on repre-
senting the two regions of oxide and doped oxide as two resis-
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Fig. 6. Nonlinear ion drift model I-V curve. m = 5,n = 2,0 = 1 V~™571,
3=09pA,v=4V~L x =10"" gA,and« = 2 V~1, (a) Sinusoidal
voltage input for several frequencies wy, 2wg, and 3wy, and (b) rectangular
waveform of input voltage.
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Fig. 7. Physical model of Simmons tunnel barrier memristive device. The state
variable x is the width of the oxide region, V" is the applied voltage on the
device, v, is the voltage in the undoped region, and v is the internal voltage in
the device.

tors in series. A more accurate physical model was proposed in
[18]. This model assumes nonlinear and asymmetric switching
behavior due to an exponential dependence of the movement
of the ionized dopants, namely, changes in the state variable. In
this model, rather than two resistors in series as in the linear drift
model, there is a resistor in series with an electron tunnel barrier,
as shown in Fig. 7. The state variable  is the Simmons tunnel
barrier width [19] (note that a different notation for the state
variable is used to prevent confusion with the role of the state
variable in the linear ion drift model). In this case, the derivative

dx/dt
o

4!

16 e

-9
x10 E\/ ¢ 5
i 2 x 10

x [meter] Current [Amp]

Fig. 8. Derivative of the state variable . as described in (11). The fitting pa-
rameters are c,sy = 3.3 pm/s, iopr = 113 pA, aspr = 1.2 0m, cop =
40 pn/s, ton = 8.9 A, @or, = 1.8 nm, b = 500 A, and w. = 107 pn.

of x can be interpreted as the oxygen vacancy drift velocity, and
dx(t)

is
. l x_an' l X .
Cop smh(i—Jexp[—exp[Tﬁ—%)—;}, i>0 (11a)
off c c
de

o[ x-a, [} x| .
cmsmh[i—]exp[—exp(—TC bj WE], i<0, (11b)

on

where coff, Con, toffs ton> Uoffs Gon, We, and b are fitting pa-
rameters. Equation (11) is illustrated in Fig. 8 for the measured
fitting parameters reported in [18]. The physical phenomena be-
hind the behavior shown in (11) are not yet fully understood,
but considered to be a mixture of nonlinear drift at high elec-
tric fields and local Joule heating enhancing the oxygen vacan-
cies. In practical memristive devices, the ON switching is sig-
nificantly faster than the OFF switching because of the diffu-
sion of the oxygen vacancies from TiOs_, to TiOs, and the
drift of the oxygen vacancies due to the internal electric field
is different for positive and negative voltages. For a negative
voltage (lower ), the drift of the oxygen vacancies and the dif-
fusion are in the same direction, while for a positive voltage,
the direction of diffusion and drift is opposite [20]. The param-
eters ¢,y and c,,, influence the magnitude of the change of z.
The parameter c¢,,, is an order of magnitude larger than the pa-
rameter ¢, s ¢. The parameters i, s ¢ and ¢, effectively constrain
the current threshold. Below these currents, the change in the
derivative of x is neglected. A current threshold phenomenon
is desirable for digital applications. The parameters a,;; and
a.n force, respectively, the upper and lower bounds for . Be-
cause of the exponential dependence on z — a7y or & — gy,
the derivative of the state variable is significantly smaller for the
state variable within the permitted range. There is therefore no
need for a window function in this model.

In this model, the relationship between the current and
voltage is shown as an implicit equation based on the Simmons
tunneling model [19],

i(t) = A(z, vy)p1(vg, ) exp (—B(vy,x) . (/)1(1)9.,1,)1/2)
= Al 03) (1(0g, ) + el )
X exp (*B('UQ,LL‘) Ap1(vg,x) + e'Ug)l/z) ,
vy =v — i(t) Ry,

(12)
(13)
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Fig. 9. Derivative of the state variable 2 as described in (11) under the as-
sumption of a small change in #(z ~ 1.5 nm). Note that the device exhibits a
threshold current. The same fitting parameters as used in Fig. 8 are used.

where v is the internal voltage on the device, which is not nec-
essarily equal to the applied voltage on the device V (i.e., the
external voltage V' and the internal voltage v are not necessarily
the same [18]).

IV. THRESHOLD ADAPTIVE MEMRISTOR (TEAM) MODEL

In this section, TEAM, a novel memristive device model, is
presented. The integral portion of the TEAM model is based
on an expression for the derivative of the internal state variable
that can be fitted to any memristive device type. Unlike other
memristive device models, the current-voltage relationship is
undefined and can be freely chosen from any current-voltage
relationship. Several examples of possible current-voltage rela-
tionships are described in Section IV-B. This relationship is not
limited to these examples. In Section IV-A, the disadvantages
of the aforementioned models and the need for such a model
are explained. The derivative of the internal state variable of
the memristive device [the relevant expression for (1)] and ex-
amples of the current-voltage relationship [the relevant expres-
sion for (2)] are described, respectively, in Section IV-B and
IV-C. Proper fitting of the Simmons tunnel barrier model to the
TEAM model is presented in Section IV-D, as well as the proper
window function for this fitting.

A. Need for a Simplified Model

The Simmons tunnel barrier model is, to the authors’ best
knowledge, the most accurate physical model of a TiOs
memristive device. This model is however quite complicated,
without an explicit relationship between current and voltage,
and not general in nature (i.e., the model fits only a specific
type of memristive device). A complex SPICE model of the
Simmons tunnel barrier model is presented in [21]. This model
is also computational inefficient. A model with simpler ex-
pressions rather than the complex equations in the Simmons
tunnel barrier model is therefore desired. Yet the accuracy of
the simple model must be adequate. This simplified model
represents the same physical behavior, but with simpler math-
ematical functions. In Section V, simplifying assumptions are
introduced. Namely, no change in the state variable is assumed
below a certain threshold, and a polynomial dependence rather
than an exponential dependence is used. These assumptions
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are applied to support simple analysis and computational
efficiency.

B. State Variable Derivative in TEAM Model

Note in Fig. 9 and (11) that because of the high nonlinear de-
pendence of the memristive device current, the memristive de-
vice can be modeled as a device with threshold currents. This ap-
proximation is similar to the threshold voltage approximation in
MOS transistors. This approximation is justified, since for small
changes in the electric tunnel width, separation of variables can
be performed. The dependence of the internal state derivative
on current and the state variable itself can be modeled as inde-
pendently multiplying two independent functions; one function
depends on the state variable = and the other function depends
on the current.

Under these assumptions, the derivative of the state variable
for the simplified proposed model is

. Ry

t . .

kw.[éil—il fr, 0<iy<i  (l4a)
off

dx(r) _

dt

0, I, <i<iy  (14b)

k[ﬂl] fou0), i<i,, <0, (14c)

on

where ko ¢, kon, (tof s, and oy, are constants, 2,5 ¢ and ¢oy, are
current thresholds, and z is the internal state variable, which rep-
resents the effective electric tunnel width. The constant param-
eter k,f is a positive number, while the constant parameter kop,
is a negative number. The functions f,;s(x) and fo,,(x) rep-
resent the dependence on the state variable x. These functions
behave as the window functions described in Section II, which
constrain the state variable to bounds of € [z,,, Zof/]. Al-
ternatively, these functions can be different functions of 2. The
functions f,,(x) and f,;;(x) are not necessarily equal, since
the dependence on x may be asymmetric (as in the Simmons
tunnel barrier model). Note that the role of x in this model is
opposite to w in the linear ion drift model.

C. Current—Voltage Relationship in TEAM Model

Assume the relationship between the voltage and current of
a memristive device is similar to (4). The memristance changes
linearly in 2z, and (2) becomes

(1s)

Rorr — Ron (

U(t) = |Ron + . Z(f)

r—x on)
Loff — Lon

The reported change in the resistance however is an exponen-
tial dependence on the state variable [18], since the memris-
tance, in practical memristive devices, is dependent on a tun-
neling effect, which is highly nonlinear. If (12) describes the
current-voltage relationship in the model, the model becomes
inefficient in terms of computational time and is also not gen-
eral. Therefore, any change in the tunnel barrier width changes
the memristance, and is assumed to change in an exponential
manner. Under this assumption, (2) becomes

v(t) = RONe(A/ro.ff*won)(r*won) Ci(t), (16)
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Fig. 10. Fitting between the derivative of the state variable x in the Simmons
tunnel barrier memristive device model and the TEAM model. The same fitting
parameters as used in Fig. 8 are used for the Simmons tunnel barrier model.
(a) The fitting parameters for the proposed model are k., ;; = 1.46¢-9 nmn/s,
aorr = 10,0555 = 115 A ko, = —4.68e-13nm/s, a,, = 10,andi,,, =
8.9 A (b) Fitting procedure in a logarithmic scale. The operating current range
is assumed to be 0.1 A to 1 mA and the neglected value for the derivative of
the state variable is assumed to be 10~ nm/s. For any desired current range,
the proper fitting parameters can be evaluated to maintain an accurate match
between the models. For the aforementioned parameters, a reasonable current
threshold is 0.5 mA (marked as the effective threshold in the figure).

where A is a fitting parameter, and Rony and Ropp are the
equivalent effective resistance at the bounds, similar to the no-
tation in the linear ion drift model, and satisfy

Rorr _ (17)

R ON

D. Fitting the Simmons Tunnel Barrier Model to the TEAM
Model
The TEAM model is inspired by the Simmons tunnel barrier

model. However, to use this model for practical memristive de-
vices, similar to the Simmons tunnel barrier model, a fit to the
TEAM model needs to be accomplished. Since (14) is derived
from a Taylor series, for any desired range of memristive device
current, A, kor ¢, kon, 0o 5, and oy, can be evaluated to achieve
a sufficiently accurate match between the models. As the desired
operating current range for the memristive device is wider, to
maintain sufficiently accuracy, the required o,y and a,,, are
higher, thereby increasing the computational time. The proper
fitting procedure to the current threshold is to plot the deriva-
tive of the exact state variable in the actual operating range of
the current, and decide what value of the state variable deriva-
tive is effectively zero (i.e., the derivative of the state variable is
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Fig. 11. Proposed fo..(x) and fo;r(x) based on (18) and (19). These func-
tions represent the dependence on x in (14) and also force bounds for x since
fos (%) is used when dx /dt is positive and is zero around a.,.,, and vice versa

for fo.(x).

significantly smaller and can therefore be neglected). The cur-
rent at this effective point is a reasonable value of the current
threshold. In this paper, the parameters 4., and ¢,y are chosen
as these current thresholds, since these terms represent the ex-
ponential dependence of the derivative on the state variable of
the current in the Simmons tunnel barrier model. A fit of the
Simmons tunnel barrier model to the TEAM model is shown
in Fig. 10(a). The proper current threshold fitting procedure is
shown in Fig. 10(b). Note that a reasonable current threshold
can be higher than ¢,5y.

As mentioned in Section IV-B, the functions f,;s(z) and
fon(2) are window functions, or alternatively, functions that fit
the Simmons tunnel barrier model based upon the separation of
variables of (11). These functions represent the dependence of
the derivative in the state variable . Based on the fitting param-
eters reported in [18], possible functions fos () and fo.(z)
are, respectively,

forp(z) = exp [— cXp (T_wﬂ)] ; (18)
Jon() = exp [ exp (%)] . (19)

The determination process for (18) and (19) is presented in
Appendix A. Note that (18) and (19) maintain the limitation
of certain bounds for the state variable x since the derivative
of « around «¢,, when using (18) and (19) is effectively zero
for positive current (f, s is practically zero) and negative for
negative current. z can only be reduced. The value of = can be
increased for values of = around a, s y. Therefore, a reasonable
value for the state variable bounds z,, and x, s is, respectively,
@, sy and a,,,. Although the proposed function limits the bounds
of the state variable, there is no problem when the bounds are
exceeded, unlike other window functions. This characteristic is
useful for simulations, where the bounds can be exceeded due to
the discrete nature of simulation engines. The proposed terms,
Jors and f,,, are illustrated in Fig. 11.

The I-V relationship and state variable behavior of the pro-
posed model are shown in Figs. 12 and 13 for an ideal rect-
angular window function and the proposed window function.
Note in Figs. 12 and 13 that there is a performance difference
between the different window functions. Due to the significant
nonlinearity, the proposed window function constrains the state
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Fig. 12. The TEAM model driven with a sinusoidal input of 1 volt using the
same fitting parameters as used in Fig. 10, Ron = 50 2, Rorr = 1 kO, and
an ideal rectangular window function for f,. (%) in (19) and f.;;(x) in (18).
(a) I-V curve, and (b) state variable x. Note that the device is asymmetric, i.e.,
switching OFF is slower than switching ON.

variable to a small range, and the memristive devices are acti-
vated within a significantly smaller time scale as compared to an
ideal rectangular window function. The required conditions for
a sufficient fit of the TEAM model to the Simmons tunnel barrier
model, as described in Appendix A, cannot be maintained for a
symmetric input voltage due to the asymmetry of the Simmons
tunnel model. The required conditions for a sufficient fit are
therefore not maintained in Fig. 13. These conditions are how-
ever maintained in Fig. 14, where the behavior of the TEAM
model and the Simmons tunnel barrier model is compared and
exhibits excellent agreement. While the proposed model fits the
Simmons Tunnel Barrier model, the TEAM model is general
and flexible. The model can fit different physical memristive de-
vice models, including other types of memristive devices, such
as STT-MRAM and Spintronic memristors [6], [24].

V. COMPARISON BETWEEN THE MODELS

A comparison between the different memristive device
models is listed in Table I and a comparison between different
window functions is listed in Table II. A comparison of the
accuracy and complexity between the Simmons tunnel barrier
memristive device and TEAM models is shown in Fig. 14. The
TEAM model can improve the simulation runtime by 47.5%
and is sufficiently accurate, with a mean error of 0.2%. These
results are dependent on the particular TEAM parameters. A
lower value for oy and agpp produces lower accuracy and
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Fig. 13. The TEAM model driven with a sinusoidal input of 1 volt using the
same fitting parameters as used in Fig. 10, Ron = 50 , Rorr = 1 k2,

proposed fo. () in (19), and f. s () in (18) with the same parameters used in
Fig. 8. (a) I-V curve, and (b) state variable .. Note that the device is asymmetric,
i.e., switching OFF is slower than switching ON.
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Fig. 14. TEAM model fitted to Simmons tunnel barrier model. (a) I-V curve
for both models, and (b) fitting accuracy in terms of internal state variable x
and maximum improvement in runtime for MATLAB simulations. The state
variable average and maximum differences are, respectively, 0.2% and 12.77%.
The TEAM fitting parameters are Rony = 1 kQ, Rorr = 100 k2, k,,,, =
4.13e-33 nm/s, aor = 23, kopy = 4.13e-33 n/s, anpr = 25, i,55 =
115 pA, and ¢,,, = 8.9 prA.

enhanced computational runtime. The TEAM model satisfies
the primary equations of a memristive system as described in
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TABLE 1
COMPARISON OF DIFFERENT MEMRISTIVE DEVICE MODELS
Model Linear ion drift Nonlinear ion drift Simmons tunneling Yakopcic et al TEAM
[3] [17] barrier [18] [25]
State variable 0<w<D 0<w<l1 aoﬁSxSa‘m 0<x<1 xongxgxoﬂ
Dopfed reg.ion Dope.d regi9n Undoped region No phys%cal Undoped region
physical width normalized width . explanation .
width width
Control mechanism Current controlled Voltage controlled Current controlled Voltage controlled Current controlled
Current-voltage Explicit I-V relationship — Ambiguous Ambiguous Explicit
relationship and explicit
memristance deduction Memristance deduction
- ambiguous
Matching memristive Yes No No No Yes
system definition
Generic No No No Moderate Yes
Accuracy comparing Lowest accuracy Low accuracy Highest accuracy Moderate Sufficient accuracy
practical memristive accuracy
devices
Threshold exists No No Practically exists Yes Yes
TABLE 11
COMPARISON OF DIFFERENT WINDOW FUNCTIONS
Function Joglekar [12] Biolek [13] Prodromakis [14] TEAM
ftx)fiw) fiw) = 1-2w/D-1)* fiw) = 1-(w/D-stp(-i)/** f(w)=j(1—[(w—0.5)2+0.75]1’) fon,off=eXp[-eXp(IX-Xon,ofil/Wc)]
Symmetric Yes Yes Yes Not necessarily
Resolve boundary No Yes Practically yes Practically yes
conditions
Impose nonlinear Partially Partially Partially Yes
drift
Scale factor No No Yes No
fmax <1
Fits memristive Linear/nonlinear ion Linear/nonlinear ion Linear/nonlinear ion TEAM for Simmons tunneling
device model driftt TEAM drift/ TEAM drift TEAM barrier fitting

(1) and (2), and the convergence conditions and computational
efficiency required by simulation engines.

The TEAM model accurately characterizes not only the
Simmons tunnel barrier model, but also a variety of different
models. For example, the TEAM model can be fitted to the
linear ion drift behavior, where

kon = kopy = ,Lv%iw (20)
Qon = pp = 1, (21)
ton =tofr — 0, (22)
Ton =D, (23)
Tory =0, (24)
=D —w. (25)

To include memristive devices into the circuit design process,
these models need to be integrated into a CAD environment,
such as SPICE. There are several proposed SPICE macromodels
for the linear ion drift model [ 13], [22] and the nonlinear ion drift
model [17]. A SPICE model for the Simmons tunneling barrier
model has recently been proposed [21], but is complicated and
inefficient in terms of computational time. Another simplified
model has recently been proposed, assuming voltage threshold
and an implicit memristance [25]. In this model, the current and
voltage are related through a hyperbolic sine and the derivative
of the state variable is an exponent. This model is less general
than the TEAM model and more complex in terms of computa-
tional time (the model uses sinh and exponents rather than poly-

nomials as in the TEAM model). The model is also less accurate
than the TEAM model when fitting the model to the Simmons
tunnel barrier model.

The TEAM model can be described in a SPICE macromodel
similar to the proposed macromodel in [23], as shown in Fig. 15.
In this macromodel, the internal state variable is represented by
the voltage across the capacitor €' and the bounds of the state
variable are enforced by diodes D1 and D2. A Verilog-A model
is however chosen because it is more efficient in terms of com-
putational time than a SPICE macromodel, while providing sim-
ilar accuracy. A Verilog-A form of the model, as described in
this paper, has been implemented. The code for these models can
be found in [26]. Although the state variable derivative in the
TEAM model is not a smooth function, it is a continuous func-
tion based only on polynomial functions. The Verilog-A model
has been tested in complex simulations (hundreds of memristive
devices) and did not exhibit any convergence issues.

VI. CONCLUSIONS

Different memristive device models are described in this
paper—linear ion drift, nonlinear ion drift, Simmons tunnel
barrier, and TEAM (ThrEshold Adaptive Memristor), as well
as different window functions. The TEAM model is a flexible
and convenient model that can be used to characterize a variety
of different practical memristive devices. This model suggests
a memristive device should exhibit a current threshold and
nonlinear dependence on the charge, as well as a dependence
on the state variable.
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Fig. 15. TEAM SPICE macromodel. The state variable  is the voltage across
the capacitor C' = 1 F. The initial voltage is the initial state variable. D1
and D2 constrain the bounds of the state variable to the value of the voltage
sources Ton and zorr. Gon (i) and Gorr(i) are the relevant functions
from (14). C'S(x, 1) is determined from the current-voltage relationship, and is
i-exp[A(x — Zon )/ (2ofy — %oy )] for the current-voltage relationship in (16).
Vn and Vp are, respectively, the negative and positive ports of the memristive
device, and ¢ is the memristive device current.

A comparison between the TEAM model and other memris-
tive device models is presented. The TEAM model is simple,
flexible, and general. While the simplicity of this model im-
proves the efficiency of the simulation process, the model is
sufficiently accurate, exhibiting an average error of only 0.2%
as compared to the Simmons tunnel barrier state variable. This
model fits practical memristive devices better than previously
proposed models. This model is suitable for memristive de-
vice-based circuit design and has been implemented in Ver-
ilog-A for SPICE simulations.

APPENDIX
APPROPRIATE FITTING WINDOW FUNCTION TO THE SIMMONS
TUNNEL BARRIER MODEL

The purpose of this appendix is to determine a proper window
function f(z) that provides a sufficient fit to the Simmons tunnel
barrier model. To determine a reasonable approximation, pa-
rameter values from [18] are used. From (11a) and (11b), the
derivative of the state variable = is

C . sinh L exp| —ex M—H X i>0 (A.l.a)
off * i p p W b w I .l.a

off (3 (3

C, sinh[#]exp[exp(mmli}, i<0. (A.1.b)
i w, b) w

on ¢ c

dx(t) _
dt

The derivative of the state variable is a multiplicand of two
functions—a hyperbolic sine function which depends only on
the current and an exponential function which depends on both
the current and the state variable. To simplify (A.1) and to apply
separation of variables, approximations

€L — Goff > M
We b
W > b

(A2.2)

Qop —

(A.2.b)

need to be assumed. In this appendix, the range of the required
state variable for this approximation is determined. From (A.1),
an approximation for f{«) is provided.

Assume the maximum current in the device is 100 i A,

(A.5)

Assume that the value of the state variable is one of the ef-
fective boundaries a,,, and a, sy,

1 T — Qopr )
TR Aon = - K —— <6000
5 We

T —doff M = agfy
W b We
1 Oon — T
T Rapr = - K ——— <6000
5 W
Gon — & 1 Uon — L
i on _ U ~ on (A'6)
W b W,

To maintain the same approximation as in (A.6), it is suffi-
cient to assume that the value of the expression in (A.5) is rel-
atively small. Assume that one order of magnitude is sufficient
for this assumption. The proper range of = can be determined as

o] 1 T = ofy

Haox2< = 2w, +aorp < (AT)
b 5 We

g 1 —r

M <-x2< Gon 7% =T < Gon — 2w, (A.8)
b 5 W,

For positive current, the derivative of x is positive and there-
fore the value of x is increasing. It is reasonable to assume
(A.8). Similarly, for negative current, it is reasonable to assume
(A.7). Under these assumptions, separation of variables can be
achieved. See (A.9) at the top of the next page.

Based on the parameters in [18] and the exponential depen-
dence, the exponential term is significantly greater than the
second term,

T = Qon

T — Qoff a — Aof¥f
= exp ( Off) ~ oxp ( on o,ff)
we we

~ exp (6000) > u—f ~ 2o 20

e W
— exp (m) > wl (A.10)
And similarly,
L — Uop @
TR Uoff = €XP (T) >>J (A.11)
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r—

Goff \

da(t) fogrsinh (ﬁ) exp [— exp ( P 7) - l:] , >0
dt fon sinh (%) CXp [— CXp (—T*w# - ‘bﬂ) - ] , <0
foffsinh(iif)cxp [—cxp (T%“)— u‘”} i>0
- ~ o . o
1<0, xRsa, W Yo | — o [ % —ton y 1
zi>0,a:zao‘,flf fon sinh <im) CXp [ cxp ( [ ) wci| o1 <0

S ) - 1a)
o Jew[rew () -] s
= flz)= exp |—exp (—%) _ u%] i< (A.9)

From (A.10) and (A.11), the proposed window function is
therefore

fon(w) = exp [— exp (—%)] (A.12)
forr(x) = exp [— exp (%)] (A.13)
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Abstract— Memrristors are novel devices which can be used in
applications such as memory, logic, analog circuits, and
neuromorphic systems. Several memristor technologies have
been developed such as ReRAM (Resistive RAM), MRAM
(Magnetoresistance RAM), and PCM (Phase Change Memory).
To design circuits with memristors, the behavior of the
memristor needs to be described by a mathematical model. While
the model for memristors should be sufficiently accurate as
compared to the behavior of physical devices, the model must
also be computationally efficient. Several models for memristors
have been proposed - the linear ion drift model, the nonlinear ion
drift model, the Simmons tunnel barrier model, and the
ThrEshold Adaptive Memristor (TEAM) model. In this paper,
the different memristor models are described and a Verilog-A
implementation for these models, including the relevant window
functions, are presented. These models are suitable for EDA tools
such as SPICE.

Index Terms— memristor,
Verilog-A, TEAM.

memristive systems, SPICE,

1. INTRODUCTION

Memristors are passive two-port elements with variable
resistance (also known as a memristance) [1]. Changes in the
memristance depend upon the history of the device (e.g., the
memristance may depend on the total charge passed through
the device, or alternatively, on the integral over time of the
applied voltage between the ports of the device). Memristive
systems [2] are an extension to memristors, where a current-
controlled time-invariant memristive device is represented by

%:f(w,i), (D

v(t) = R(w,i)-i(1), (2)
where w is an internal state variable, i(t) is the current of the
memristive device, v(?) is the voltage across the memristive
device, R(w, i) is the memristance, and ¢ is time. The terms
memristor and memristive systems are often used
interchangeably to describe memristive devices.

Memristors can be used in applications such as memory,
logic, analog circuits, and neuromorphic systems. A memristor
offers several advantages as compared to standard memory
technologies: nonvolatility, good scalability, effectively no
leakage current, and compatibility with CMOS technology,
both electrically and in terms of manufacturing. Several
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memristor technologies have been developed such as ReRAM
(Resistive RAM), MRAM (Magnetoresistance RAM), and
PCM (Phase Change Memory).

To design circuits with memristors, the behavior of the
memristor needs to be described by a mathematical model.
While the model for memristors should be sufficiently
accurate as compared to the behavior of physical devices, it
must also be computationally efficient. It is also desirable for
the model to be simple, intuitive, and closed-form, as well as
general so that it can be tuned to suit different technologies of
memristors. Several memristor models have been proposed:
the linear ion drift model, the nonlinear ion drift model, the
Simmons tunnel barrier model, and the ThrEshold Adaptive
Memristor (TEAM) model. In this paper, the different
memristor models are described and a Verilog-A code for
these models and the relevant window functions are presented.
These models are suitable for EDA tools such as SPICE.

II. MEMRISTOR MODELS

All of the memristor models which have been implemented
in the Verilog-A model are described in [3]. In this paper, only
a brief description of these models is provided. The basic
equations and the main characteristics of the memristor models
are listed in Table 1. A user manual to this Verilog-A model is
provided in [4].

A. Linear Ion Drift Model

In the linear ion drift model [5], two resistors are connected
in series, one resistor represents the high concentration of
dopants region (high conductance) and the second resistor
represents the oxide region (low conductance). A linear ion
drift in a uniform field is also assumed, where the ions have
equal average ion mobility (y. This model exhibits the
definition of the original memristor in [1], but is inaccurate as
compared to physical memristive devices.

B. Nonlinear Ion Drift Model

In the nonlinear ion drift model [6], a voltage-controlled
memristor exhibiting a nonlinear dependence between the
voltage and the internal state derivative is assumed. In this
model, the state variable w is a normalized parameter within
the interval [0, 1]. This model also assumes an asymmetric
switching behavior.



C. Simmons Tunnel Barrier Model

The Simmons tunnel barrier model [7] assumes nonlinear
and asymmetric switching behavior due to an exponential
dependence of the movement of the ionized dopants, namely,
changes in the internal state variable. In this model, rather than
two resistors in series as in the linear drift model, there is a
resistor in series with an electron tunnel barrier. The state
variable x is the Simmons tunnel barrier width.

D. ThrEshold Adaptive Memristor (TEAM) Model

The TEAM model [3] is a general memristor model. In this
model, a current threshold and tunable nonlinear (polynomial)
dependence between the current and the derivative of the
internal state variable are assumed. The current-voltage
relationship can be in a linear or an exponential manner. It is
possible to fit the TEAM model to the Simmons tunnel barrier
model or to any different memristor model and gain a more
efficient computational time with sufficient accuracy.

III. WINDOW FUNCTIONS

To maintain the physical bounds of the device and add
nonlinear behavior close to these physical bounds, several
window functions are implemented in the Verilog-A model.
These window functions are: Jogelkar [8], Biolek [9],
Prodromakis [10], and TEAM (named Kbvatinsky in the
Verilog-A model). The window functions and main properties
are listed in Table 2.

IV. VERILOG-A CODE

“include "disciplines.vams"
“include "constants.h"

/I define meter units for w parameter nature distance
access = Metr;

units = "m";
abstol = 0.01n;
endnature

discipline Distance
potential distance;
enddiscipline

module Memristor(p, n,w_position);

input p;//positive pin

output n;//negative pin

output w_position;// w-width pin

electrical p, n,gnd;

Distance w_position;

ground gnd;

parameter real model = 0; // define the model O - Linear

// Ton Drift ; 1 - Simmons Tunnel Barrier; 2 - Team model;
// 3- Nonlinear Ion Drift model

parameter real window_type=0; // define the window type :
/1 0 - No window; 1 - Jogelkar window ; 2 - Biolek window ;
/I 3 - Prodromakis window ; 4- Kvatinsky window (Team
/" model only)
parameter real dt=0; // user must specify dt same as max step

/I size in transient analysis & must be at least 3 orders
// smaller than T period of the source

parameter real init_state=0.5; // the initial state condition
//10:1]

i Linear Ton Drift model /11111111
/lparameters definitions and default values for linear model
parameter real Roff = 200000;
parameter real Ron = 100;
parameter real D = 3n;
parameter real uv = le-15;
parameter real w_multiplied = 1e8; // transformation factor
// for w/X width in meter units
parameter real p_coeff =
/I coefficient
parameter real J = 1; // for prodromakis Window function
parameter real p_window_noise=1le-18; // provoke the w
// width not to get stuck at 0 or D with p window
parameter real treshhold_voltage=0;

2; // Windowing function

// local variables
real w;

real dwdt;

real w_last;

real R;

real sign_multply;
real stp_multply;
real first_iteration;

I Simmons Tunnel Barrier model /1111111111111
/Iparameters definitions and default values

parameter real f_off = 3.5e-6;

parameter real f_on = 40e-6;

parameter real i_off = 115e-6;

parameter real i_on = 8.9¢-6;

parameter real x_c = 107e-12;

parameter real b = 500e-6;

parameter real a_on = 2e-9;

parameter real a_off = 1.2e-9;

// local variables
real x;

real dxdt;

real x_last;

I TEAM model//H1HHTHTTTTTTTTTTT
parameter real K_on=-8e-13;
parameter real K_off=8e-13;
parameter real Alpha_on=3;
parameter real Alpha_off=3;
parameter real IV_relation=0; // IV_relation=0 means linear
/I V=IR. IV_relation=1 means nonlinear V=I*exp{..}
parameter real x_on=0;
parameter real x_off=3e-09; // equals D
// local variables
real lambda;



M /Nonlinear Ion Drift model/////11111111H111H1111
parameter real alpha = 2;
parameter real beta =9;
parameter realc = 0.01;
parameterreal g =4;

parameter real N = 14;
parameterrealq =13;
parameter reala =4;

analog function integer sign; //Sign function for Constant
/l edge cases
real arg; input arg;
sign=(arg>=071:-1);
endfunction
analog function integer stp;
real arg; input arg;
stp=(arg>=0?1:0);
endfunction

//Stp function

T HINLATN T T
analog begin
if(first_iteration==0) begin
w_last=init_state*D; // if this is the first iteration,
// start with w_init
x_last=init_state*D; //
// iteration, start with x_init
end

if this is the first

A Linear Ion Drift model /11111
if (model==0) begin // Linear Ion Drift model
dwdt =(uv*Ron/D)*1(p,n);
/Ichange the w width only if the threshhold_voltage permits!
if(abs(I(p,n))<treshhold_voltage/R) begin
w=w_last;
dwdt=0;
end
if ((window_type==0)Il (window_type==4)) begin // No
/I window
w=dwdt*dt+w_last;
end // No window
if (window_type==1) begin // Jogelkar window
if (sign(I(p,n))==1) begin
sign_multply=0;
if(w==0) begin
sign_multply=1;
end
end
if (sign(I(p,n))==-1) begin
sign_multply=0;
if(w==D) begin
sign_multply=-1;
end
end
w=dwdt*dt*(1-pow(2*w/D-
1,2*p_coeff))+w_last+sign_multply*p_window_noise;
end // Jogelkar window

if (window_type==2) begin // Biolek window
if (stp(-I(p,n))==1) begin
stp_multply=1;
end
if (stp(-I(p,n))==0) begin
stp_multply=0;
end
w=dwdt*dt*(1-pow(w/D-
stp_multply,2*p_coeff))+w_last;
end // Biolek window
if (window_type==3) begin // Prodromakis window
if (sign(I(p,n))==1) begin
sign_multply=0;
if(w==0) begin
sign_multply=1;
end
end
if (sign(I(p,n))==-1) begin
sign_multply=0;
if(w==D) begin
sign_multply=-1;
end
end
w=dwdt*dt*J*(1-pow(pow(w/D-
0.5,2)+0.75,p_coeff))+ w_last +
p_window_noise;
end // Prodromakis window
if (w>=D) begin

sign_multply *

w=D;
dwdt=0;
end
if (w<=0) begin
w=0;
dwdt=0;
end

/lupdate the output ports(pins)
R=Ron*w/D+Roff*(1-w/D);
w_last=w;
Metr(w_position) <+ w*w_multiplied;
V(p,n) <+ (Ron*w/D+Roff*(1-w/D))*1(p,n);
first_iteration=1;

end // end Linear Ion Drift model

M Simmons Tunnel Barrier model////11111111H111111111
if (model==1) begin // Simmons Tunnel Barrier model
if (sign(I(p,n))==1) begin
dxdt =f_off*sinh(I(p,n)/i_off)*exp(-exp((x_last-
a_off)/x_c-abs(I(p,n)/b))-x_last/x_c);
end
if (sign(I(p,n))==-1) begin
dxdt = f_on*sinh(I(p,n)/i_on)*exp(-exp((a_on-
x_last)/x_c-abs(I(p,n)/b))-x_last/x_c);
end
x=x_last+dt*dxdt;
if (x>=D) begin
x=D;



dxdt=0;
end
if (x<=0) begin
x=0;
dxdt=0;
end
/lupdate the output ports(pins)
R=Ron*(1-x/D)+Roff*x/D;
x_last=x;
Metr(w_position) <+ x/D;
V(p,n) <+ (Ron*(1-x/D)+Roff*x/D)*I(p,n);
first_iteration=1;
end // end Simmons Tunnel Barrier model

T TEAM model//HHTTHTTHTTTTTTTTTTTTTTTTTT
if (model==2) begin // Team model
if (I(p,n) >= i_off) begin
dxdt =K_off*pow((I(p,n)/i_off-1),Alpha_off);
end
if (I(p,n) <=i_on) begin
dxdt =K_on*pow((I(p,n)/i_on-1),Alpha_on);
end
if ((i_on<I(p,n)) && (I(p,n)<i_off)) begin
dxdt=0;
end
if (window_type==0) begin // No window
x=x_last+dt*dxdt;
end // No window
if (window_type==1) begin // Jogelkar window
x=x_last+dt*dxdt*(1-pow((2*x_last/D-
1),2*p_coeff)):;
end // Jogelkar window
if (window_type==2) begin // Biolek window
if (stp(-I(p,n))==1) begin
stp_multply=1;
end
if (stp(-I(p,n))==0) begin
stp_multply=0;
end
x=x_last+dt*dxdt*(1-pow((x_last/D-
stp_multply),(2*p_coeff)));
end // Biolek window
if (window_type==3) begin // Prodromakis window
x=x_last+dt*dxdt*J*(1-
pow((pow((x_last/D-0.5),2)+0.75),p_coeff));
end // Prodromakis window
if (window_type==4) begin //Kvatinsky window
if (I(p,n) >= 0) begin
x=x_last+dt*dxdt*exp(-exp((x_last-
a_off)/x_c));
end
if (I(p,n) < 0) begin
x = x_last+dt*dxdt*exp(-exp((a_on-
x_last)/x_c));
end
end // Kvatinsky window
if (x>=D) begin

dxdt=0;
x=D;
end
if (x<=0) begin
dxdt=0;
x=0;
end
lambda = In(Roff/Ron);
/lupdate the output ports(pins)
x_last=x;
Metr(w_position) <+ x/D;
if (IV_relation==1) begin

V(p,n) <+ Ron*I(p,n)*exp(lambda*(x-
x_on)/(x_off-x_on));
end

else if (IV_relation==0) begin
V(p,n) <+ (Roff*x/D+Ron*(1-x/D))*1(p,n);
end
first_iteration=1;
end // end TEAM model

M N onlinear Ton Drift model////1111111111111111
if (model==3) begin // Nonlinear Ion Drift model
if (first_iteration==0) begin
w_last=init_state;
end
dwdt = a*pow(V(p,n).q);
if ((window_type==0) Il (window_type==4)) begin
// No window
w=w_last+dt*dwdt;
end // No window
if (window_type==1) begin // Jogelkar window
w=w_last+dt*dwdt*(1-pow((2*w_last-1) , (2 *
p_coeff)));
end // Jogelkar window
if (window_type==2) begin // Biolek window
if (stp(-V(p,n))==1) begin
stp_multply=1;
end
if (stp(-V(p,n))==0) begin
stp_multply=0;
end
w=w_last+dt*dwdt*(1-pow((w_last-
stp_multply),(2*p_coeft)));
end // Biolek window
if (window_type==3) begin // Prodromakis window
w=w_last+dt*dwdt*J*(1-pow((pow((w_last-
0.5),2)+0.75),p_coeff));
end // Prodromakis window
if (w>=1) begin

w=1;
dwdt=0;
end
if (w<=0) begin
w=0;
dwdt=0;
end



/Ichange the w width only if the threshhold_voltage permits!
if(abs(V(p,n))<treshhold_voltage) begin
w=w_last;
end

/lupdate the output ports(pins)
w_last=w;
Metr(w_position) <+ w;
I(p,n) <+ pow(w,N) *beta *sinh(alpha*V(p,n)) +c*
(exp(g*V(p.n))-1);
first_iteration=1;
end // end Nonlinear Ion Drift model
end //end analog
endmodule

V. CONCLUSIONS

A Verilog-A code that contains several models, useful for
design in memristor-based circuits, is presented in this paper,
as well as relevant window functions. This Verilog-A model
can be used by circuit designers, since it is easy to use, contains
several mathematical models, the parameters of already
existing models can be easily changed, as well as additional
mathematical models can be added.
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The Desired Memristor
for Circuit Designers

Shahar Kvatinsky, Eby G. Friedman, Avinoam Kolodny, and Uri C. Weiser
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Memristors are two-terminal devices with
varying resistance, where the behavior is
dependent on the history of the device. In
recent years, different physical phenomena
of resistive switching have been linked with
the theoretical concept of a memristor,
and several emerging memory devices
(e.g., Phase Change Memory, Resistive
RAM, STT-MRAM) are now considered
as memristors. Memristors hold prom-
ise for use in diverse applications such

as memory, digital logic, analog cir-
cuits, and neuromorphic systems.

Important characteristics of
memristors include high speed,
low power, good scalability,
data retention, endurance, and
compatibility with conventional
CMOS in terms of manufac-
turing and operating voltages.
One interesting property of
some memristors is a nonlinear response to current or voltage.
Nonlinear memristors exhibit a current or voltage threshold, such
that the resistance is affected only by currents or voltages which
exceed the threshold, while the resistance of a linear memristor
changes with small perturbations in device current.

Different applications exploit different characteristics of a
memristor. In this article, the desired characteristics for dif-
ferent applications are presented from the viewpoint of an
integrated circuit designer. Understanding the desired char-
acteristics for different applications can assist device and
material engineers in providing the appropriate behavior when
developing memristive devices, thereby optimizing these
devices for different applications.

l. Introduction
emristors have many different facets. A memris-
tor can be considered as the theoretical miss-
ing fundamental element originally proposed
by Leon Chua in 1971 [1]. This theoretical device is a
resistor with varying resistance, where the resistance
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changes according to the charge passed through the
memristor over its entire history. Chua extended the
theory of memristors to ‘memristive devices’ in 1976
with his student, Steve (Sung Mo) Kang [2]. A memristive
device is basically any resistor with a resistance that
only changes due to the voltage across the device or,
alternatively, the current flowing through the device.
Since the resistance does not change when there is no
voltage applied across the device, memristive devices
are nonvolatile. It is acceptable to use the term ‘memris-
tor’ to describe a ‘memristive device.

Since Hewlett Packard Laboratories announced the
fabrication of a working memristor by electrical conduc-
tion in titanium oxide (TiO2) in 2008 [3], it has become
popular to link different physical phenomena of resis-
tive switching with the term memristor. These devices
include a large variety of oxides, also named Resistive
RAM (RRAM). Additional emerging memory devices
(e.g., Phase Change Memory and STT-MRAM) may also
be considered as memristors since these devices are
basically nonvolatile two-terminal devices with varying

IEEE CIRCUITS AND SYSTEMS MAGAZINE

17




18

the appropriate behavior when

developing memristive devices,

Pt thereby optimizing these devices

vy & X for different applications.

T0, TiOQ_XV R, <V> 11l. Memory '
The speed, power consumption,
data retention, and endurance

Pt of memristors are better than

Flash memory for all emerging

(b)

a TiO> memristor.

Figure 1. (a) An array of 17 purpose-built oxygen-depleted titanium dioxide (TiO2)
memristors built at HP Labs, imaged by an atomic force microscope. The wires are
about 50 nm wide (credit: J.J. Yang, HP Labs), and (b) a physical structure model of

memristive technologies, and are
comparable to DRAM and SRAM
for certain memristive technolo-
gies. Speed is determined by the
write time which currently var-

resistance. In this article, memristors are considered in
their broadest meaning—any two-terminal device with
memory capability, which is represented by a varying
resistance. An array of TiO, memristors and a schematic
of the physical structure of a single device are shown in
Figure 1.

Il. The Desired Memristor

Using memristors as storage elements in a memory is
an obvious choice. Actually, most emerging memory
technologies, which are considered as potential
replacements for Flash, DRAM, and SRAM, are based
on memristors. These technologies are somewhat
immature and are not yet fully commercialized. Toshiba
and Sandisk are currently sampling 4 GB RRAM
memory circuits [4], Micron and Samsung are selling
16 MB PCM [5], and Everspin recently debuted an 8 MB
STT-MRAM [6]. Memristors are, however, much more
than memory devices. The ability to control and modify
their current-voltage characteristics can be utilized
for performing a variety of computational operations.
Memristors hold promise for use in diverse applica-
tions such as digital and analog circuits, and neuromor-
phic systems.

Since memristor technology is currently immature,
standardization of the characteristics of memristors
remains to be done. The desired characteristics may
differ for different applications. In this article, the
desired characteristics of memristors are described
for different applications from the viewpoint of
an integrated circuit designer. Understanding the
desired characteristics for different applications can
assist device and material engineers in providing

ies from tens of nanoseconds
(PCM) to hundreds of picosec-
onds (RRAM). Endurance is determined by the num-
ber of writes to a device without affecting the stored
data, and currently varies from hundreds of millions
of writes (PCM) to an unlimited number of writes
(STT-MRAM). All emerging memory technologies sat-
isfy the industrial standard of ten year data retention.
STT-MRAM, however, still suffers degradation in data
retention for technologies below 45 nm. A summary of
the required characteristics for memory applications
is listed in Table 1.

One interesting property of some memristors is a
nonlinear response to current or voltage. Nonlinear
memristors exhibit a current or voltage threshold, such
that the resistance is not affected by relatively small
currents or voltages, while the resistance of a linear
memristor will change due to any change in device
current. In the original publication by Hewlett Packard
in 2008 [3], a linear memristor was presented. Practi-
cal memristors, however, seem to behave nonlinearly,
although the nonlinearity varies for different materials
and technologies. Current-voltage curves of linear and
nonlinear memristor are shown in Figure 2.

Due to excellent scalability and fast speed, memris-
tors are a potential replacement for Flash memory in
SSD, which requires dense memory, as well as DRAM
and SRAM for main memory and cache memory, which
require relatively fast memory with unlimited writes.
Memristors therefore provide an opportunity for ‘uni-
versal memory’'—a single technology for all memory
hierarchies. Memristors are by their definition nonvola-
tile devices. Using memristors within caches and main
memory will make these memories nonvolatile, dramat-
ically changing the manner in which these memories
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are applied in modern computing

Table 1.
systems. . L Requirements of memristors for memory [11].
Memory is an analog circuit

behaving digitally, in which the Speed
resistance of the memristor typically (Write Time) Endurance Energy Per Bit
represents a binary value. A low [Seconds] [# Writes] [Joule] Nonvolatility
resistance is typically considered as Storage 01to10 p 10° 10n Yes
a ‘logical one’ and a high resistance (flash replacement)
is treated as a ‘logical zero.” A high Main Memory 10n > 10" op No
ratio between the high and low resis- (DRAM
tance (usually named, respectively, EECEITEY)

. i : ' Cache 0.3to1n > 10" 5p No
Rorr and Ron) is therefore desirable. (SRAM
It is also desirable to provide a non- replacement)

destructive read mechanism, but

the read operation in memristors

may induce drift in the stored state. The drift requires
occasionally refreshing the memory. The device design
process should therefore consider the trade off between
speed and robustness due to this state drift phenom-
enon. A preferred memristor would therefore be highly
nonlinear, with a well-defined and abrupt threshold
between the two distinct states.

In memory applications, it is also possible to write
more than one bit into a single memristor if the resis-
tance of the device can be quantized into multiple levels.
The difference among the different data must be care-
fully determined. To successfully store more than one
bit within a memristor, it is crucial to maintain a high
ratio between Rorr and Ron to provide a wide range of
resistance. It is also preferable that a linear memristive
device successfully write the desired value with similar
write pulses, or, alternatively, that a write mechanism
allows a different and distinct write operation for differ-
ent data. In PCM, for example, the write operation uses

a different magnitude and duration of applied current to
write different data, as depicted in Figure 3.

IV. Computational Logic with Memristors
Another application of memristors is computational
logic, where memristors are used as logic gates. Several
different logic families have been developed that use
memristors as fundamental elements within logic gates.
In certain logic families, the logical state is represented
as a resistance, as in memory, and the result of the logi-
cal operation is also stored as a resistance in a memris-
tor. These logic families can therefore be used for logic
within memory, and require similar memristor character-
istics as in memory, namely, nonlinear memristors with
well-defined thresholds are preferable. An example of
these logic families is material implication (IMPLY) [7],
as shown in Figure 4. In other logic families, the logical
state is represented as a voltage level, as in CMOS logic.
These logic families are useful for hybrid CMOS-memristor
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Figure 2. Current-voltage curve in response to sinusoidal input for (a) a linear memristor (voltage input) and (b) nonlinear mem-
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(MRL) [8], as shown in Figure 5. It

(a) (b)

Figure 3. Phase change memory (PCM) (a) physical structure. A resistor made
of TiN acts as a heater and heats the active area (marked in red). The active area
heats the GST (chalcogenide glass), which changes its phase between crystalline
and amorphous states. Crystalline state has better conductivity than amorphous
state. (b) The write operation is done by flowing current in different shapes where
high current (temperature) for a short period changes the phase to amorphous and
relatively low current for a long period changes the phase to crystalline.

Electrode To Become Amorphous is also possible to use memristors
= as configurable switches in PLA
() . .
S To Crystallize and FPGA [9], as shown in Figure 6.
% For these applications, the memris-
= tors replace the standard program-
©
?g mable switches, commonly placed
g within the FPGA as CMOS switch
= boxes. High and low resistances are
Elcotrode — treated, respectively, as an ‘open’
ime

and ‘closed’ switch. In these appli-
cations, the configuration phase is
separate from the operation. The
resistance of the memristors there-
fore does not change during opera-
tion and a nonlinear memristor with
a threshold is necessary. A signifi-
cant ratio between the high and low

logic, where the critical characteristics of the memristors
are their high density and compatibility with standard
CMOS, both in fabrication and voltage levels. These logic
families increase the logic density, where, for the same
area, the number of logic gates is significantly higher.
For these logic families, a linear memristor is prefer-
able to reduce power consumption and delay. An exam-
ple of these logic families is Memristor Ratioed Logic

resistance is also highly desirable.

V. Analog Circuits and Neuromorphic Systems
In applications using analog circuits and neuromor-
phic systems (electronic circuits that mimic the brain),
the resistance typically requires a continuous value.
Memristors can be used as configurable devices where
the resistance of the device is initialized by a specific
procedure, different from typical circuit operation
[10]. During regular circuit operation, the memristor

Vconp Vser

¢

Ra

Figure 4. Schematic of a memristor-based material impli-
cation (IMPLY) logic gate. IMPLY gate consists of two
memristors and a resistor. The memristors can be part of a
memristor-based crossbar used for memory. The input and
output variables of the IMPLY logic gate are the stored logical
state of the memristors, represented by their initial and final
resistance, where high and low resistance are considered,
respectively, as logical zero and one.

_|E
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ouT

R

Figure 5. An example of hybrid memristor-CMOS logic—
memristor ratioed logic (MRL). An MRL NAND logic gate
consists of two memristors and two CMOS transistors. The
memristors act as a logical AND gate and are connected
to a CMOS-based inverter. The logical input and output
variables are represented by voltages, as in conventional
CMOS logic.
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behaves as a simple resistor. The
properties of the circuit can be
tuned. A configurable amplifier is
shown in Figure 7, where the gain
and bandwidth of an amplifier

NOT Gate
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the local current changes the
resistance of the memristor.

In neural networks,
tors mimic the role of synapses,
such that each device may inter-
act with other devices throughout

memris-
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Figure 6. An example of a memristor-based FPGA. The memristors act as configurable
switches to connect or disconnect CMOS logic gates. (This figure is taken from [9].)
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the system. Several models exist

for using memristors in neuromor-

phic systems. Usually, machine learning algorithms are
executed in these systems. A threshold is useful to dis-
able the learning operation. During the learning opera-
tion, the resistance of the memristor is changed based
on the input of the system, usually a voltage pulse. It is
desirable for the same input to change the resistance of
the memristor the same every time. Nonlinear memris-
tors require the change in resistance to be significantly
different for the same input with a different initial resis-
tance, greatly complicating the learning process.

VI. Conclusions

In summary, memristors provide an inspiring variety of
opportunities for electronics. Memristor technology is
still immature and the device characteristics can vary a
great deal. However, significant focus within academia
and industry is currently taking place to develop and
commercialize this exciting new technology. In this arti-
cle, certain desirable characteristics of memristors are
described for an assortment of applications. It is intended
that device and material engineers will consider the
requirements for these devices from the point of view of
an integrated circuit designer, and develop devices suit-
able for specific applications, opening a new era of mem-
ory intensive computing.

Shahar Kvatinsky is a Ph.D. candidate at the electri-
cal engineering department at the Technion—Israel
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Figure 7. Schematic of a configurable amplifier. The gain of
the amplifier is the ratio between the resistors and can be
tuned to a desired value. The memristor is programmed to a
desired resistance prior to the operation of the amplifier.
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Memristor-based IMPLY Logic Design Procedure

Shahar Kvatinsky, Avinoam Kolodny,
and Uri C. Weiser

Department of Electrical Engineering
Technion — Israel Institute of Technology
Haifa 32000 ISRAEL
{skva@tx, kolodny@ee, uri.weiser@ee}.technion.ac.il

Abstract — Memristors can be used as logic gates. No design
methodology exists, however, for memristor-based combinatorial
logic. In this paper, the design and behavior of a memristive-
based logic gate — an IMPLY gate - are presented and design
issues such as the tradeoff between speed (fast write times) and
correct logic behavior are described, as part of an overall design
methodology. A memristor model is described for determining
the write time and state drift. It is shown that the widely used
memristor model - a linear ion drift memristor - is impractical
for characterizing an IMPLY logic gate, and a different
memristor model is necessary such as a memristor with a current
threshold.

Keywords - memristor; memristive systems; IMPLY; design
methodology; logic

I. INTRODUCTION

Memristors are passive elements with varying resistance
(also known as a memristance), conceived theoretically in [1].
Changes in the memristance depend upon the history of the
device, the total charge which passes through it, or,
alternatively, the total flux in the device (the integral over time
of the applied voltage at the ports of the device).

In 2008, Hewlett-Packard announced the fabrication of a
working memristor [2]. A linear ion drift model was proposed
for describing the behavior of this memristor. The memristance
of a linear ion drift memristor is

Res q(t)]

M(q) = Ropr (1 2
b : (1)

where Rorr and Ry are, respectively, the maximum and
minimum resistance of the memristor, u, is the average ion
mobility, D is the memristor physical thickness, and ¢(?) is the
total charge passing through the memristor. The linear ion drift
model is the most commonly used memristor model, although
practical memristors exhibit highly non-linear behavior.
Memristors can be used for numerous applications, such as
memory [3], neuromorphic systems [4], and analog circuits
(e.g., see [5]). One interesting application of memristors is
logic, using memristors as building blocks of logic gates. To
use memristors in a digital manner, a high memristance is
considered as logic 0 and a low memristance is considered as
logic /. Several approaches for memristor-based logic have
been proposed, e.g., [6] and [7], which suggest using

This work was partially supported by Hasso Plattner Institute and by Intel
grant "Heterogeneous Computing, the Inevitable Solution: Power
Management, Scheduling and ISA" grant no. 864-737-13.

142

Eby G. Friedman

Department of Electrical and Computer Engineering
University of Rochester
Rochester, NY 14627 USA
friedman@ece.rochester.edu

memristors as configurable switches as in an FPGA. The logic
gates are designed as CMOS gates or as programmable
majority logic array (PMLA) based on Goto pairs as logic gates
[8].

Another approach is to use memristors as the primary
building blocks of a logic gate. Each memristor acts as an
input, output, computational logic element, and a latch in
different stages of the computing process [9]. In [10], a
memristor-based logic gate - the IMPLY gate, is presented.
Since this logic function together with FALSE (a function that
always vyields the value 0 as an output) comprise a
computationally complete logic structure, it may potentially
provide a basic logic element for a memristor-based circuit.
The truth table for p IMPLY g is listed in Table 1. Unlike
CMOS logic [11], no design methodology exists for memristor-
based logic circuits.

In this paper, a design methodology is suggested for
memristor-based IMPLY logic gates. A memristor-based
IMPLY gate and related limitations are also presented here.
The tradeoff between performance and robustness is described
as well as the necessity to refresh the logic gate.

This paper is organized as follows. In Section II, the
operation of a memristor-based IMPLY gate is described. In
section III, the performance and limitations of this logic gate
are presented. In section IV, a design example is described, and
simulation results of the IMPLY gate are shown. The paper is
summarized in section V.

II.  MEMRISTOR-BASED IMPLY GATE

The logic function p—¢q (also known as "p IMPLIES q,"
"material implication," and "if p then g") is described in [10].
The proposed memristor logic is based upon a resistor R; (Rpoy
< R < Ropr) connected to two memristors, named P and Q,
acting as digital switches. The corresponding initial
memristances p and ¢ are the inputs of the gate; while the
output of the gate is the final memristance of Q (the result is
written into the logic state ¢). A schematic of an IMPLY gate
is shown in Figure 1.

The basic concept is to apply different negative voltages to
P and Q, where Vggr, the applied voltage on Q, has a higher
magnitude than Veoyp, the applied magnitude on P
([ Veconn| < |Vser ). If p = I (low resistance), the voltage on the
common terminal is approximately Vcoyp and the voltage on



the memristor Q is approximately Vsgr - Vconp, Which is
sufficiently small to maintain the logic state of ¢. In the case
of p = 0 and g = 0 (high resistances), the applied voltage on O
is approximately Vger and Q is switched ON (¢ = ). In the
case of p = 0 and g = I, the logic state of ¢ is maintained.

A two input NAND, based on a memristor-based IMPLY
gate and a FALSE logic gate, is described in [10]. The circuit
is comprised of three memristors; the operation of this NAND
gate changes the function of each memristor during the
computing process. Two memristors act as inputs in the initial
stage, one memristor acts as the output in the last stage, and all
memristors act together as a computational logic element (as a
memristor-based IMPLY gate) during different stages of the
computing process. This application requires three computing
stages (one FALSE and two IMPLY). A schematic and the
sequence of an IMPLY-based NAND are shown in Figure 2.

The execution of any general Boolean function /- B" —B
can be implemented with only n + 3 memristors [12], where
three additional memristors carry out the computation. Only
two memristors are required for up to three inputs.
Computation of the function is performed in steps. In each
step, either FALSE is applied to one memristor, or an IMPLY
is applied to two memristors, where the output is written
(which is one of the inputs of the computational IMPLY
stage). This process requires a long sequence of operations
depending upon the number of inputs. This methodology is
improved in [13] where only two additional memristors are
used rather than three. While [12] and [13] present a general
algorithm to compute any Boolean function with a minimal
number of memristors, the computational process requires a
large number of functional stages, and therefore requires
significant computational time.

I1I. DESIGN CONSIDERATIONS AND PERFORMANCE
ANALYSIS OF THE MEMRISTOR-BASED IMPLY GATE

A.

The behavior of a memristor-based IMPLY gate is
mathematically cumbersome for analysis. There is therefore a
need to develop heuristics for designing memristive circuits.

These heuristics can be extended to enable a complete
design methodology for memristor-based circuits. A flow
diagram of an IMPLY logic gate design methodology is
shown in Figure 3.

In this section, design strategies for choosing the proper
circuit parameters (Rg, Vsgr, and Veonp) are discussed. The
tradeoff between the delay time of the circuit (to maintain the
proper write time) and the number of cycles to refresh the
memristors (because of state variable drift) is described.

Analysis fundamentals

TABLE 1. TRUTH TABLE OF IMPLY FUNCTION.

Case
1

p—q

L E=1E=1k"]
RrlOo|lr|lola

1
2 1
3 0
4 1
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Vcono SET

Rs

Figure 1. Schematic of a memristor-based IMPLY gate. Two memristors
P and Q are connected to a resistor Rg. The logic state of the memristors
P and Q are, respectively, p and q.

Step Voltages
Step 1:s=0 Vs = Veiear
Step 2: p—s Ve = Viono Vs = Ver
Step 3: g—s Vi = Veono Vs = Ver
(a)
Ve Vaq Vs
P Q S
Re
(b)

Figure 2. IMPLY NAND logic gate. (a) Logical operation of an IMPLY-
based NAND, the logic gate requires three sequential steps, and (b)
schematic of IMPLY-based NAND gate.

B.

Vser and Veonp, the applied voltages on P and Q, are fixed.
Therefore, for any initial state, the memristor state g tends to
drift towards the ON state. For digital operation, the state of ¢
should either stay unchanged or switch fully ON (changing the
logic state from logic 0 to logic 7).

The different input combinations are presented in Table 1.
Note that in cases 2 and 4, the initial state of ¢ is logic / and
the logic gate output ¢ is also logic /. The gate operation,
therefore, electrically reinforces the logic state of g, and the
memristance of Q is reduced.

The tradeoff between performance and robustness
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Figure 3. IMPLY logic gate design flow diagram. Each box refers to the
relevant section of this paper.

In case 1, the initial state of ¢ is logic 0; after applying the
external voltages, ¢ is switched ON. This case determines the
time required to apply Vser and Veonp until the logic state of g
reaches the desired state (above a certain level of conduction
to maintain correct logic behavior). This case determines the
speed of the circuit in terms of the write time.

In case 3, the initial state of ¢ is logic 0. This logic state
should remain unchanged after applying Vser and Veonp,
although the voltages tend to change the internal state of ¢
towards the ON state of logic /. This phenomenon is "state
drift." The logic 0 state of ¢, which is the output of the gate, is
electrically "weaker" than the input logic state of ¢ (the
memristance of ¢ after applying the voltages is lower than the
initial memristance). State drift may require refreshing the
state; otherwise, the sensing action may incorrectly switch the
logic state of g. State drift depends upon the write time
determined for case 1; a long write time increases the state
drift phenomenon.

C. Basic principles for parameter determination and
design procedure

Although it is difficult to compute the precise value of the
applied voltage on Q, it is possible to determine the applied
voltage on Q at the beginning of the logic gate activity. The
initial applied voltage on QO is different for each case (a
different initial memristance for ¢ and p). The initial applied
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voltages on P and Q are listed in Table 2 under the
assumptions that the memristance of logic 1 and logic O is,
respectively, RON and ROFF; where ROFF >> RON-

From the initial applied voltages, some necessary conditions
for correct logic behavior can be determined. These conditions
are not precise, but can provide design constraints. The basic
design principle is that the write time of the logic gate is
determined from case 1, but the parameters of the circuit
should also not exceed a specific state drift in case 3. To
determine the circuit parameters, an effective model for the
memristors needs to be chosen. The model needs to be
sufficiently accurate, while also correctly representing the
switching behavior. Inserting the initial applied voltages into
the simple memristor switching model can provide an
approximate estimate of the circuit parameters.

D.

A useful and simple switching model is the binary
memristance model. Assume only two allowed memristances,
Rony and Rppr. A total charge Q' must flow through the
memristor to cause the memristance Ropr to switch to
memristance Rpy. Under these assumptions and by solving
both the switching behavior in case 1 and the write time 7 as a
function of Q', the circuit parameter 7 is

J'Q"

. { Ry’ +2R

Write time and state drift for a binary memristance

2)

OFFRG
ROFFVSET + RG [VSET -

VCOND
The write time for different circuit parameters and a varying
Vser is shown in Figure 4. Note that the logic gate is faster
with higher applied voltages, or smaller Rypr.
Under this model, it is possible to limit the state drift (case 3)
for a fixed drift. The state drift is
J'Q" 3)

q, T)= |:VSET _L VCONDi| |: Rope +2Rq
RON + RG ROFFI/SET + RG [I/SET - V(,‘OND

where ¢,(7) is the total charge flowing through memristor O
after time 7 in case 3. To limit the state drift to a value of 0'/4,
after four times, the logic gate is applied as in case 3, and the
state drift changes the memristive logic state. This
phenomenon requires a refresh every three times the gate is
used, since the logic state changes during the fourth time. The
allowed value of Vgr for several circuit parameters is shown
in Figure 5. Note that the state drift is more significant with a
higher applied voltage, or with smaller Rygr. Combining
Figures 4 and 5, the tradeoff between the speed and robustness
of a memristive logic gate is shown in Figure 6.

E. R¢ for a fixed threshold model

Another simple memristor model assumes non-linear
behavior with a fixed threshold voltage Vyy. For an applied
voltage below Vyy, the memristance is unchanged. To produce
correct logical behavior, the initial applied voltage on O must
be above the threshold voltage in case 1 and below the
threshold voltage in case 3. Adding this assumption to the
initial applied voltage (see Table 2) leads to the following two
conditions on the circuit parameters,
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Figure 4. Write time 7 in case 1 for three values of Rorr (5 k2, 10 kQ, -10085 05 0% 065 07 055 o8 055 o 3 1
and 100 kQ) under the assumptions of a binary resistance model and Q' = Veer V1
510" C.
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Figure 7. Allowed value of R depends on Vsgr. The upper line is the
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_.-ROFF =5e3 Ohm
- ROFF = 1e4 Ohm
_ROFF =1e5 Ohm

401

35

94T [%Q]

upper bound for allowed R and the lower line is the lower allowed bound
for R;. Under the assumption of a threshold voltage Vox = 0.55 V, Vconp =

0.5V, Rox =100 £, and Rorr = 10 kQ.

IV. DESIGN EXAMPLE

As a specific example of applying the flow chart of Figure

3, assume the requirements for a circuit are a maximum write
time of 0.5 usec (note that the write time is normalized. A

practical memristor write time is significantly faster [14]) and

the maximum state drift is 0.025R orr (2.5% of the state drift as
compared to full switching).

056 058 06 Y Y : :

Veer V]

Figure 5. Allowed values of Vg7 for limited state drift in case 3 of Q4.
Vser is allowed if g,(7) is smaller than Q'/4 (the horizontal line in the

figure).
3 VSET - VON <R.<R i VSET — VON (4)
o VON - [VsLT - VCOND] ¢ o 2VON - [VSET - VCOND] |
Vs Ror )
Veono Roy

The allowed value for R¢ for several circuit parameters and
varying Vsgr are shown in Figure 7.

Assume a memristor with Rpy and Rogr, respectively, of 1
kQ and 100 kQ. Set one circuit parameter Vcoyp to 0.5 V. The
behavior of an ideal IMPLY logic gate (zero write time, no
state drift) is shown in Figures 8 and 9. Practical logic gates,
however, have non-zero write time and state drift. From

Figures 4 and 5, note that as Vggr rises, the logic gate write
time T decreases and the gate response is faster; however, the
state drift phenomenon is more significant. From (5),
0.5V <V <50V . (6)
This expression only produces a lower bound on Vggr, since
the upper bounds are significantly higher than practical on-
chip supply voltages. For a current-controlled memristor, it is
unrealistic to determine an exact equivalent voltage threshold

0.7
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(which depends on the transient memristance of the device). A
good approximation for an equivalent voltage threshold is
Von =loy * Rowr > 0
where Vyy is the voltage threshold, and ipy is the current
threshold. For a memristor with a current threshold of 7 A4,
the equivalent voltage threshold is 0.7 volts. From (4), R is
1.5kQ< R, <33.3kQ. (®)

The widely used linear ion drift memristor model [15] is
incompatible with IMPLY logic gates. In this model, the
memristance changes linearly for any applied voltage; the state
drift phenomenon is therefore significant, as shown in Figures
10 and 11. Hence, a different memristor model with a current
threshold is preferable [16]. With this model, the exact circuit
parameters are selected. The chosen circuit parameters are Roy
=1kQ, Rorr = 100 kQ, Vconp= 0.5V, Vggr =1V, and Rg=5
kQ. SPICE simulation results for these parameters are shown
in Figures 12 and 13. The write time and state drift for several
circuit parameters are listed in Table 3. An increase in the
resistance of R or decrease in the voltage level of Vg delays
the gate, but lowers the state drift (and vice versa).

100F T o o o e e ]
1
90 ! i
1 ==:Case 1
1
80 1 ——Case 3
1
< 7o H
= 1
= ok 1 |
o) 1
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& 50- :
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S 40 1
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1
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Time [#]

Figure 8. State drift of an ideal IMPLY logic gate. While the logic state in
case 1 changes to a zero write time, the drift for case 3 is zero.
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Figure 9. Memristance of an ideal IMPLY logic gate. While the
memristance in case 1 decreases to Roy within a zero write time, the
memristance in case 3 does not change.
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~W_Q; Case 1 ~W_Q; Case 3
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Figure 10. State variable w of ¢ when applying IMPLY logic gate for
cases 1 (dashed line) and 3 (solid line) for a memristor with linear ion
drift. 7' is 468.1 nsec. The state drift for case 3 is 48.9%, which makes this
model impractical for an IMPLY logic gate.

—M-q; Case 1 —M-q; Case 3

M_Q (E3)

-25.0

100 200 300 400 500
time (ns)

Figure 11. The memristance of ¢ when applying an IMPLY logic gate for
cases 1 (dashed line) and 3 (solid line) for a memristor with linear ion
drift.

—W_0;Case 1 —W_0;Case 3

.75
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Figure 12. State variable w of ¢ when applying an IMPLY logic gate for
cases 1 (dashed line) and 3 (solid line) for a memristor with a threshold
model (current threshold is 7 pA). T is 470.3 nsec. The state drift for case
3 is 2.44%.




M-g; Case 1 ~M-g; Case 3

M_Q [Ohm] (E3)

100 200 400 500

time (ns)
Figure 13. Memristance of ¢ when applying an IMPLY logic gate for
cases 1 (dashed line) and 3 (solid line) for a memristor with threshold
model (current threshold is 7 pA).

TABLE 3. WRITE TIME AND STATE DRIFT FOR DIFFERENT VALUES OF Vszr AND
Rg. ALL VALUES SATISFY (6) AND (8). Vconp ISSET TO 0.5 V.

Vser[V] | Rg [k2] | T [usec] | State Drift [% Roge]
1 5 0.47 2.44
0.8 5 0.592 ~0
1.5 5 0.31 6
1 35 0.453 2.53
1 15 0.579 2.15
V. CONCLUSIONS

The logic design of a memristor-based IMPLY logic gate is
presented. Investigating and characterizing the behavior of a
memristor and IMPLY logic gate reveals several design
limitations and considerations. The IMPLY logic gate trades
off performance (write time) with robustness (internal state
drift). This tradeoff requires the circuit to be occasionally
refreshed.

Several heuristics for designing IMPLY logic gates with
memristors are proposed and organized into a design
procedure. This design procedure considers the influences and
tradeoffs among the different input cases, initial conditions,
and circuit parameters of the memristor.

A design example based on the proposed design procedure
is presented and compared with simulation. It is shown that
the widely used linear ion drift model is incompatible with the
IMPLY logic gate, since under this model, the state drift
phenomenon is excessively high. To accurately characterize
the IMPLY logic gate operation, a highly non-linear
memristor model needs to be used; or alternatively, a device
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with a threshold. The proposed design procedure is the first
step in the development of a general design methodology for
logic gates based on memristors.
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Abstract— Memristors are novel devices, useful as memory at
all hierarchies. These devices can also behave as logic circuits.
In this paper, the IMPLY logic gate, a memristor-based logic cir-
cuit, is described. In this memristive logic family, each memristor
is used as an input, output, computational logic element, and latch
in different stages of the computing process. The logical state is
determined by the resistance of the memristor. This logic family
can be integrated within a memristor-based crossbar, commonly
used for memory. In this paper, a methodology for designing this
logic family is proposed. The design methodology is based on
a general design flow, suitable for all deterministic memristive
logic families, and includes some additional design constraints
to support the IMPLY logic family. An IMPLY 8-bit full adder
based on this design methodology is presented as a case study.

Index Terms—Design methodology, IMPLY, logic, memristive
systems, memristor, Von Neumann architecture.

I. INTRODUCTION

EMRISTORS [1] and memristive devices [2] are novel

structures, useful in many applications. These devices
are basically resistors with varying resistance, which depends
on the history of the device. It can be used for memory,
where the data is stored as a resistance. While memory is
the common application for memristive devices, additional
applications can also use memristive devices as functional
blocks, such as analog circuits, neuromorphic systems, and
logic circuits. Although the definition of memristive devices
is broader than the definition of memristors, it iS common
to use the term memristor for all memristive devices [10],
[11]. In this paper, for simplicity, the terms memristor and
memristive device are used interchangeably.

The use of memristors to perform logical operations has
been proposed in several different ways. In some logic fam-
ilies, memristors are integrated with CMOS structures to
perform the logical operation, while the logical values are
represented by voltage levels. In [3], memristors are used as a
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reconfigurable switch. In [4], a hybrid memristor-CMOS logic
family is proposed, memristor ratioed logic (MRL). In MRL,
the memristors act as computational elements, performing
OR and AND Boolean functions, while the CMOS transistors
perform logical inversion and amplification of the logical
voltage signals. A similar approach is proposed in [5].

Another approach for logic with memristors is to treat
resistance as the logical state, where the high and low resis-
tance are considered, respectively, as logical zero and one.
For this approach, the memristors are the primary building
blocks of the logic gate. Each memristor acts as an input,
output, computational logic element, and latch in different
stages of the computing process [6]. This approach is suitable
for crossbar array architectures and can therefore be integrated
within a standard memristor-based crossbar, commonly used
for memory. This approach is appealing since it provides
an opportunity to explore advanced computer architectures
different from the classical von Neumann architecture. In these
architectures, the memory can perform logical operations on
the same devices that store data, i.e., performing computation
inside the memory. This paper focuses on this approach.

Material implication (IMPLY logic gate) [7] is one example
of a basic logical element using this approach, combining
state memory and a Boolean operator. Additional logic fam-
ilies, which extends the IMPLY logic gate by using certain
variations of a regular memristor-based crossbar, have also
been proposed [8], [9] and are not considered in this paper.
A specific modification of the crossbar structure is, however,
presented in this paper to enhance the performance of the logic
gate.

In this paper, the IMPLY logic gate is described in
Section III, and a memristor-based crossbar in Section IV.
A design methodology for the IMPLY logic gate is proposed
in Section V. This design methodology consists of a design
flow appropriate for all memristor-based logic families, as
well as the IMPLY logic family. This design methodology
is demonstrated by a case study of an 8-bit IMPLY full adder
in Section VI. Logic inside a memristor-based memory is dis-
cussed in Section VII. This paper is concluded in Section VIII.

II. MEMRISTORS

Memristors were conceived in 1971 by Chua [1] based on
fundamental principles of symmetry. Chua proposed a fourth
fundamental electronic component in addition to the three
already well-known fundamental electronic components: the
resistor, capacitor, and inductor. The memristor has varying

1063-8210 © 2013 IEEE
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2
Out of
Into the device the device
Fig. 1. Memristive device symbol. The thick black line on the left side of

the device represents the polarity of the device. If the current flows into the
device, the resistance of the device decreases. If the current flows out of the
device, the resistance increases.

resistance (also named memristance). Changes in the mem-
ristance depend upon the history of the device (e.g., the
memristance may depend on the total charge passing through
the device, or alternatively, on the integral over time of the
applied voltage across the ports of the device).

The theory of memristors was extended to memristive
devices in 1976 [2]. Formally, a current-controlled time-
invariant memristive system is represented by

dx _ ) ]
E - f(-xal) ( )
v(t) = R(x,i)-i(?) 2

where x is an internal state variable, i(t) is the memristive
device current, v(¢) is the voltage of the memristive device,
R(x,i) is the memristance, and ¢ is time. The symbol of a
memristor is illustrated in Fig. 1. Note that the polarity of the
symbol defines the sign (positive or negative) of the current.

Since Hewlett—Packard announced the fabrication of a
working memristor in 2008 [12], there has been increasing
interest in memristors and memristive systems. New devices
exhibiting memristive behavior have been announced [13],
[14], and existing devices such as spin-transfer torque
magnetoresistive random access memory (STT-MRAM)
have been redescribed in terms of memristive systems [15].
Actually, most emerging memory technologies obey (1) and
(2) and can therefore be described as memristive devices or
memristors [11].

Several memristor models have been proposed to describe
the behavior of physical memristors [16]-[23]. These models
are deterministic and do not consider stochastic switching [40],
[41]. In this paper, the threshold adaptive memristor (TEAM)
model [23] is used. In the TEAM model, memristors have an
adaptive nonlinearity and a current threshold. For this model,
(1) becomes

dx(t)
dr
. O.OFF
Kok - (ll(% - 1) ) + forr(x), 0 <ior <i 3()
0, ion <i <ior 3(b)
. O.0ON
kON . (ll(()_tN) — ) . fON(-x)’ i < iON < O 3(0)

where kopr and koy are fitting parameters, aon and aopr are the
adaptive nonlinearity parameters, iorr and ioy are the current
threshold parameters, and fon(x) and fopr(x) are window
functions. An I-V curve for the TEAM model is shown in
Fig. 2 for memristors where (2) is

ROFF - RON

V(l) = [RON + ()C — xON):| . l([) (4)

where Rony and Rope are, respectively, the minimum and
maximum resistance of the memristor, and xon and xopr are,

Xorr — XON
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Fig. 2. I-V curve of a memristor based on the TEAM model driven with
a sinusoidal input of 1 volt, where Ron = 50Q, Ropr = 1 kQ, kopr =
1.46¢=9 nm/s, aope = 10, iopr = 115 uA, kox = —4.68¢13 nm/s, ooy =
10, ion = 8.9 1A, xon = 1.2 nm, and xopr = 1.8 nm.
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Fig. 3.  Schematic of the physical model proposed in [20] for a TiO;

memristor.

respectively, the minimum and maximum allowed value of the
internal state variable x.

Memristors are nonvolatile and compatible with standard
CMOS technologies [24]. These devices are fabricated in the
metal layers of an integrated circuit, where the memristive
effects occur in the oxide between the metal layers (e.g.,
in TiO, and TaO,) [25] or within the metal layers (e.g.,
in STT-MRAM). The physical model of a TiO, memristor,
proposed in [20], is shown in Fig. 3. The size of a typical
memristor is relatively small, since the fabrication process
is similar to processing the cross-layer via between metal
layers. Memristors therefore exhibit high density and good
scalability. The read and write time for these devices can be
as fast as 120 picoseconds [25]. Currently, except for STT-
MRAM, memristors suffer from endurance limitations, where
the number of allowed writes per cell is approximately 1010
[26]. It is believed, however, that this limit will increase
to at least 10" [27]. Memristors may therefore solve many
significant problems in the semiconductor industry, providing
nonvolatile, dense, fast, and power-efficient memory.

III. IMPLY Locic GATE

The logic function p—q or p IMPLY q (also known as p
IMPLIES q, material implication, and if p then q) is described
in [7] and a truth table is listed in Table I. The IMPLY logic
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TABLE I
TRUTH TABLE OF IMPLY FUNCTION

Case | p | q p—q

1 0O 1

2 0|1 1

3 110 0

4 111 1

Veono Vser
p q
R

Fig. 4. IMPLY logic gate. The initial state of memristors p and g is the
input of the logic gate and the output is the final state of the memristor ¢ after
applying the voltages VspT and Vconp. A load resistor Rg is connected to
both memristors.

function together with FALSE (a function that always yields
the value zero as an output) comprises a computationally
complete logic structure. Since the IMPLY function can be
integrated within a memristor-based crossbar, IMPLY logic
provides a basic logic element for a memristor-based circuit.

A. Basic Logic Gate Operation

The proposed memristor-based IMPLY logic gate uses a
resistor Rg (Ron < Rg < Rorr) connected to two memristors,
named P and Q, acting as digital switches. The corresponding
initial memristances p and g are the inputs of the gate;
while the output of the gate is the final memristance of Q
(the result is written into the logic state g). Note that the
memristance of both memristors changes during operation, i.e.,
the computation is destructive to both inputs. A schematic of
an IMPLY gate is shown in Fig. 4.

The basic concept is to apply two different voltages to
P and Q, where Vsgr, the applied voltage on Q, has a
higher magnitude than Vconp, the applied magnitude on P
(IVconp|< |Vser)). If p = 1 (low resistance), the voltage on
the common terminal is approximately Vconp and the voltage
on the memristor Q is approximately Vsgr — Vconp, which is
sufficiently small to maintain the logic state of ¢. In the case
of p = 0 and g = 0 (high resistances), the applied voltage on
Q is approximately VsgT and Q is switched ON (¢ = 1). In the
case of p = 0 and ¢ = 1, the logic state of ¢ is maintained.
The memristance of an ideal IMPLY logic gate (zero delay
time) for input cases 1 and 3 is shown in Fig. 5.

B. Analyzing the Behavior of a Logic Gate

Vser and Vconp, the applied voltages on P and Q, are
fixed. For any initial state, the memristor state ¢ tends to drift

Veer ri
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u
]
=
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Fig. 5. Behavior of an ideal IMPLY logic gate. (a) Applied voltages on
both memristors P and Q. (b) Memristance of Q for cases 1 and 3. While
the memristance in case 1 decreases to Ron within a zero write time, the
memristance in case 3 does not change. (c¢) Current of memristor Q. The
current in case 1 is sufficiently high to decrease the resistance of Q.

toward the ON state. For digital operation, the state of g should
either stay unchanged or switch fully ON (changing the logic
state from logical zero to logical one).

The different input combinations are listed in Table I. Due
to the polarity of the memristors and the applied voltages, the
memristance of memristor Q can only be reduced. Note that
in cases 2 and 4, the initial logic state of ¢ is logical one and
the logic gate output g is also logical one. The gate operation,
therefore, electrically reinforces the logic state of g since the
memristance of Q is reduced.

In case 1, the initial state of ¢ is logical zero; after applying
the external voltages, g is switched ON. This case determines
the time required to apply Vsgr and Vconp until the logic
state of g reaches the desired state (above a certain level of
conduction that maintains correct logical behavior). This case
determines the write time of the circuit (the delay time of the
logic gate).

In case 3, the initial state of ¢ is logical zero. This logic state
should remain unchanged after applying Vsgr and Vconp,
although the voltages tend to change the internal state of
g toward the ON state of logical one. This phenomenon is
state drift. The logical zero state of g, which is the output
of the gate, is electrically weaker than the input logical state
of g (the memristance of Q after applying the voltages is
lower than the initial memristance). State drift may require
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refreshing the state; otherwise, repeated or prolonged sensing
action may incorrectly switch the logic state of g. Note that
the state drift phenomenon is a deterministic phenomenon.
Stochastic switching [40], [41] can change the logical state
of the memristors, and is not considered in this paper.

C. Speed—Robustness Tradeoff

The permissible value of the time required to apply Vconp
and Vsgr is determined from case 1. This write time is the
delay time of the logic gate and determines the performance of
the logic gate. Since the initial logical state of the memristors
is unknown during operation (no preliminary read operation
is applied), the voltages are applied at the same time for all
input cases.

The state drift is determined from case 3, which depends
upon the write time determined for case 1. Furthermore, any
improvement in the performance due to changes in the applied
voltage increases the state drift and degrades the robustness of
the logic gate [28].

D. Extended Logic Functions Based on IMPLY

Any general Boolean function f:B" — B can be imple-
mented with only n +3 memristors [29], where three addi-
tional memristors carry out the computation. Only two mem-
ristors are required for up to three inputs. Computation of the
function is performed in steps. In each step, either FALSE
is applied to one memristor, or an IMPLY is applied to two
memristors, where the output is written to a memristor (which
is one of the inputs of the computational IMPLY stage). This
process requires a long sequence of operations depending upon
the number of inputs. This methodology has been improved
in [30], where only two additional memristors are used rather
than three. While a general algorithm to compute any Boolean
function with a minimal number of memristors has been
developed [29], [30], the computational process requires a
large number of functional stages, and therefore requires
significant computational time.

The schematic and sequence of a two input NAND, based on
a memristor-based IMPLY gate and a FALSE logic gate, are
shown in Fig. 6. This NAND gate is designed to minimize
the computational time and number of memristors and is
comprised of three memristors. The operation of this NAND
logic gate changes the function of each memristor during the
computing process. Two memristors act as inputs in the initial
stage, one memristor acts as the output in the last stage, and all
memristors act together as a computational logic element (as
a memristor-based IMPLY gate) during different stages of the
computing process. This application requires three computing
stages (one FALSE and two IMPLY).

The IMPLY logic gate can also be extended to a multiple
input NOR logic gate [31]. In this extension, as illustrated in
Fig. 7(a), k input memristors P, P», ..., Py, and a separate
output memristor Q are assumed. The operation of this NOR
gate requires two computational stages, the first stage initial-
izes Q to logical zero (¢ = 0) and the second stage applies
Vser and Vconp in a manner similar to regular IMPLY. The
extended NOR suffers from low fan-in since Rg needs to be
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Fig. 6. IMPLY NAND, (a) The logic gate requires three sequential steps.
(b) Schematic of IMPLY-based NAND gate.
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Fig. 7. Extension to IMPLY, a k-input NOR. (a) Schematic based on execution
of multiple implications in a single step and (b) improved fan-in structure,
where the load resistors are dedicated to the participating logic devices.
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scaled to all possible number of inputs. To solve this issue,
a different structure has been proposed where a load resistor
Rg is connected to every memristor and the load resistance
varies, as shown in Fig. 7(b).

IV. IMPLY INSIDE A MEMRISTOR-BASED CROSSBAR

The IMPLY logic gate cannot be easily integrated with
standard CMOS logic since both circuit structures are sig-
nificantly different. In the IMPLY logic family, a resistance,
rather than a voltage, represents the logical state. Furthermore,
to operate the logic gate, a sequence of specific voltages is
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Fig. 8. Basic structure of a memristor-based crossbar. Each junction of the
parallel lines is a memory cell with varying resistance Rjunction-

applied to the memristors. The IMPLY logic gate therefore
requires several computational stages (usually a different com-
putational stage is executed during each clock cycle), and a
separate mechanism to read the result of the computation and
control the voltages. To integrate the IMPLY logic gate with
standard voltage-based CMOS logic, a conversion mechanism
is required. This mechanism includes a sense amplifier as well
as additional components. The additional circuitry reduces
the efficiency of integrating CMOS with a memristor-based
IMPLY logic gate.

Alternatively, the IMPLY logic gate can be integrated inside
a memristor-based crossbar array, commonly used for memory,
where the input and output are values stored in the memory
cells. This integration reduces power and provides an opportu-
nity for novel non-von Neumann architectures. In this section,
the basic structure of a memristor-based crossbar is presented,
and a version of the IMPLY logic gate is illustrated.

A. Memristor-Based Crossbar

The basic structure of a memristor-based crossbar consists
of two sets of parallel conductive (metal) lines. The conductive
lines are perpendicular and behave as top and bottom elec-
trodes to the memristive material, located between the lines
[33]. The basic structure of a memristor-based crossbar is
shown in Fig. 8. The write operation to a cell within the
crossbar is achieved by applying a specific voltage to the
junction, where a voltage is applied to both lines. For example,
to write a logical one (low resistance), a positive voltage is
applied to the column line and ground is connected to the row
line (a positive voltage is applied to the memristor). To write
a logical zero (high resistance), the column line is connected
to ground and a positive voltage is connected to the row
line (a negative voltage is applied to the memristor). These
voltages are sometimes called Vsgr (positive voltage to write
a logical one, not necessarily the same voltage as in IMPLY)
and VRpsgr (negative voltage to write a logical zero). Since
memristors are nonvolatile, the data does not change when no
voltage is applied to the lines. The crossbar structure allows
the density of the memory to be relatively high, since CMOS
transistors are not used for each memory cell, but rather only
to select the line. This memory structure is more than 20 times
denser than DRAM [34].

The read operation of the crossbar is achieved by applying
a relatively low voltage (e.g., lower than Vsgr) to a junction
and measuring the current. From Ohm’s law, the resistance

R, Memristor
Desired Path s
Sneak Path

(a) (b)

Fig. 9. Sneak path in a memristive crossbar. (a) Example sneak path. Every
node in the grid is a memristor. The desired path is marked by a solid line
and a sneak path is marked by a dashed line. (b) Equivalent circuit. All sneak
paths have an equivalent resistance Rgp connected in parallel to the resistance
of the memristor Ry;.

of the memristor is determined from this measured current.
The current measurement is usually achieved by converting
the current into a voltage through a voltage divider with a
known resistance Rpy. The sensed voltage vy is compared to
a known voltage.

An undesired phenomenon in crossbars is sneak paths
[35]-[38], which are undesired paths for the current flow.
When a voltage is applied to a junction in the crossbar, current
also flows through paths different than the desired path. These
paths cross more than one memristor and add a resistance in
parallel to the resistance of the memristor in the junction being
read. An illustration of the sneak path phenomenon is shown
in Fig. 9. This parallel resistance depends upon the stored
data in the memristors in the undesired paths and changes
the sensed voltage vy from a simple voltage divider between
Rpu and the resistance of the memristor to a voltage divider
between Ry, and the total resistance of all memristors in all
paths. A practical sensing operation should therefore consider
all possible sneak paths. A schematic of a crossbar, including
the read and write mechanisms, is depicted in Fig. 10. Several
approaches exist to eliminate or reduce sneak paths, e.g.,
grounding inactive rows. In this paper, it is assumed that these
approaches are used.

B. IMPLY in a Crossbar

The IMPLY logic gate can be integrated inside a crossbar,
where P and Q are two memristors in the same row within
the crossbar. The voltages Vsgr and Vconp are the voltages
of the word line, and the bit line is connected to a resistor Rg.
To compute different Boolean functions with more than two
memristors, the memristors are placed within the same row
within the crossbar. Since the IMPLY operation is destructive
to P and Q, if the data of the input to P is significant, a
copy is assigned to a designated memristor. A schematic of a
crossbar-based IMPLY logic gate is shown in Fig. 11.

V. LoGIC GATE DESIGN METHODOLOGY

In this section, design considerations and constraints for a
memristor-based IMPLY logic gate in a crossbar are described.
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Fig. 11. IMPLY logic gate inside a memristor-based crossbar.

It is assumed that the memristor behavior is deterministic,
rather than stochastic.

A. Design Flow and Constraints

Although no complete and accurate memristor model yet
exists, all of the proposed memristor models are relatively
complicated and the exact behavior of a memristive logic
circuit is therefore mathematically cumbersome. A need there-
fore exists for heuristics for designing memristive circuits. For
memristor-based IMPLY logic gates, the appropriate circuit
parameters (Rg,VseT, Vconp, and the time to apply the volt-
ages T') need to be determined under some general constraints.
These constraints include minimizing power consumption
(only dynamic power consumption in a memristor-based cross-
bar), reducing area (the number of active memristors in a
crossbar and the number of transistors in the controller),
lowering the delay time of the logic gate, and increasing the
robustness of the circuit (by reducing resistance drift during
operation for those input cases where the logical output does
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Fig. 12. Design flow for memristor-based IMPLY logic gates.
TABLE II
INPUT GATE VOLTAGES VQ AND Vp, RESPECTIVELY, AT MEMRISTORS
P AND Q ATt = 0, UNDER THE ASSUMPTIONS THAT THE
MEMRISTANCE OF LOGIC ONE AND LOGIC ZERO I8,
RESPECTIVELY, Ron AND Rogr, WHERE Ropr 3> Ron

Case Vo(t=0) Vo(t=0)
1 Ropr +Rg Vs R Veow 7 R; Ve R + R, v
Ropr +2R; Ropr +2R; Ry +2R; " Ry +2R; %
2 R,y Ry +R
Vser Ri% *Vser =| Ver - B _ Veown
orr Roy + Rg R,y +R;
3 G v,
Vier =Veow —— 5~ o
o R()‘V + RG
4 Roy + R R; R Ry +R
. 2 e Veow bz = Veer - X ~Veowp 5 2
Roy +2R; Roy +2R; R,y +2R; " Ry +2R;

not change). The parasitic capacitance of the CMOS transistors
connected to the crossbar and the parasitic resistance of the
metal lines as well as the sneak path phenomenon also need
to be considered.

A general flow for the design of a memristor-based IMPLY
logic gate is shown in Fig. 12. The design of a general Boolean
function is demonstrated through a case study in Section VI.
After determining the topology of the circuit, the conditions at
the beginning of operation need to be determined. These static
conditions do not depend on the memristor model and provide
necessary conditions for correct circuit behavior. Simplified
memristor models use several heuristics to approximate the
circuit characteristics. The TEAM model [23] is used here to
estimate the circuit parameters.

B. Design Constraints and Parameter Determination for
IMPLY Logic Gate

In the design of a basic IMPLY logic gate, the circuit
parameters Vsgr, Vconp, and Rg and the time to apply the
voltages T need to be determined. The memristor parameters
(Ron, Rorr, kon, korr, @on, Gorr, ion, and iopr in the TEAM
model) are fixed for a given technology.
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ROFF: 5e3 Ohm|
- ROFF: 1e4 Ohm
_ROFF= 1e5 Ohm|

T [nsec]
>

Fig. 13. Allowed write time T in case 1 for three values of Ropp

(5, 10, and 100 k€) under the assumptions of a binary resistance model and
o' =5x10"1C.

Although difficult to compute the time evolution of the
voltage at Q (Fig. 4), it is possible to determine the voltage at
Q at the beginning of the logic gate activity. The initial applied
voltage at Q is different for each input case (a different initial
memristance for Q and P). The initial voltages at P and Q are
listed in Table II under the assumptions that the memristance
of the logic one and logic zero is, respectively, Roy and Ropg,
where Rorr > Ron.

From the initial applied voltages, some necessary conditions
for correct logic behavior can be determined. The basic design
principle is that the write (delay) time of the logic gate is
determined from input case 1 (see Table II), but the circuit
should also not exceed a specific state drift in input case 3.

A useful switching model is a binary memristance model
[28]. Assume only two allowed memristances, Ron and Rogg.
A total charge Q' flows through the memristor to cause the
memristance Ropp to switch to memristance Roy. Under these
assumptions and by solving both the switching behavior in
case 1 and the write time T as a function of Q’, the circuit

parameter T is

T — |: R%FF + 2RoreRG :| 0
RoreVseT + R [Vser — Vconnl '

The write time for different circuit parameters and varying
Vsger is shown in Fig. 13. Note that the logic gate is faster
with a higher applied voltage or a smaller Rogg.

Under this model, it is possible to limit the state drift (case
3 in Table II) for a fixed drift. The state drift is

qq(T) = |:VSET -

[ ]Q/ (6)

where g4(T) is the total charge flowing through memristor
Q after time T, as in case 3. If the state drift is limited
to a value of Q'/4 as the maximum state drift, after four
executions of the logic gate in case 3 the state drift would
change the memristive logic state of g. This phenomenon
requires a refresh every three executions of the logic gate
since the logic state would change to an invert value during
the fourth time. The allowed value of Vsgr for several circuit
parameters is shown in Fig. 14. Note that the state drift is more

)

—V
Roxn + Ri COND1|
ROFF + 2RG
RorrVSET + RG [VSET — VeonD]

-.-ROFF = 5e3 Ohm i
M= ROFF = 1e4 Ohm -
—Rgpr = 165 0hm

q,(T) [%Q]

Fig. 14. Allowed values of Vsgr for limited state drift in case 3 of Q' /4.Vsgr
is allowed if g4 (7' is smaller than Q'/4 (horizontal line).
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Fig. 15. Tradeoff between the speed (write time) and robustness (the state

drift in case 3 for memristor Q) for three values of Rogr (5, 10, and 100 kQ)
under the assumptions of a binary resistance model and Q' = 5 x 10~ 14c.

significant with a higher applied voltage, or with a smaller
Rorr. Combining Figs. 13 and 14, the tradeoff between the
speed and robustness of a memristive IMPLY logic gate is
illustrated in Fig. 15.

Another simple and useful memristor model assumes non-
linear behavior with a fixed threshold voltage Vo [28]. Under
this model, for an applied voltage below Vqy, the memristance
is unchanged. To produce correct logical behavior, the initial
applied voltage on Q must be above the threshold voltage in
case 1 and below the threshold voltage in case 3. Adding this
assumption to the initial applied voltage (see Table II) leads
to the following two conditions on the circuit parameters:

\% — Vi
RON . SET ON < RG
Von — [VseT — Vconp]
V. —V
< Rom - SET oN )
2Von — [Vser — Veonpl
VSET ROFF (8)
Vcono  Ron’

The allowed value for R for several circuit parameters with
varying Vsgr is shown in Fig. 16. A reasonable value of Rg
is the geometric mean of Ron and Rogr

RG = v/Rox - Rorr ©9)

to maintain a constant ratio between each pair of resistances,

Ron and Rg, and Rg and Roge. Other values of Rg are also
possible.
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Fig. 16. Allowed value of Rg depends on Vsgr. The upper line is the upper
bound for allowed R and the lower line is the lower allowed bound for Rg.
Under the assumption of a threshold voltage Von = 0.55 V, Vconp = 0.5V,
RON =100 Q, and ROFF =10 kQ.
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Fig. 17. State variable of ¢ when applying an IMPLY logic gate for cases 1
(dashed line) and 3 (solid line). The parameters of the circuit are Vsgr =1V,
Vconp = 0.5V, and Rg = 10 kQ. The parameters of the memristors are
kon = 0.05, ion = 71A, and aon = 3. The delay of the IMPLY logic gate
is 397.1 ns and the state drift is 0.0007%, equivalent to 145,000 executions
before the need to refresh.

C. Example of 1-Bit IMPLY Logic Gate

As a specific example of applying the flow chart of Fig. 12,
assume the requirement is a maximum write time (delay)
of 0.5 usec. Note that the actual write time of a practical
memristor is significantly faster [25]. The maximum allowed
state drift is 0.00001 Ropr (0.001% of the state drift as
compared to full switching, equivalent to 10° executions of
the logic gate before completely switching).

Assume a memristor with Roy and Ropp, respectively, of 1
and 100 kQ. Set one circuit parameter Vconp to 0.5 V. From
Figs. 13 and 14, note that as Vsgr rises, the logic gate write
time T decreases and the gate response is faster; however, the
state drift phenomenon is more significant. From (8)

0.5V < Vsgr < 50 V. (10)

This expression only produces a lower bound on Vsgr,
since the upper bound is significantly higher than practical
on-chip supply voltages. For a current-controlled memristor
(e.g., TEAM model), it is unrealistic to determine an exact
equivalent voltage threshold (which depends on the transient
memristance of the device). A sufficient approximation for an
equivalent threshold voltage is

(1)

where Vpon is the voltage threshold, and ion is the cur-
rent threshold. For a memristor with a current threshold of

Von = ion - Rorr
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TABLE III
WRITE TIME AND STATE DRIFT FOR DIFFERENT VALUES OF R .
ALL VALUES SATISFY (10) AND (12). Vconp IS SET TO
0.5V, Kon =0.05, Ioxn =7 uA, AND apon = 3

R [k2] T [usec] State Drift [% Rorr] Writes Before
Refresh [#]
1 0.1307 0.4655 215
35 0.1782 0.00244 4.09E4
5 0.2144 0.00184 5.43E4
10 0.3971 0.00069 1.45E5
15 0.7472 0.0009 1.15E6
17.5 1.038 0.00001 1.743E7
20 1.46 0 0
30 3.063 0 0
TABLE IV

WRITE TIME AND STATE DRIFT FOR DIFFERENT VALUES OF VSgT AND
MEMRISTOR PARAMETERS. ALL VALUES SATISFY (19) AND (12).
USING THE SAME DEFAULT VALUES AS TABLE III. Rg = 10 KQ

Parameter | T [usec] | State Drift [%Rorr] Writes Before
Refresh [#]

Base 0.3971 0.00069 1.45E5
Vser=1.2V | 0.0945 0.31208 320

kon=0.1 0.1986 0.00069 1.45E5

kon=0.01 1.9866 0.0007 1.44E5
Oon =1 0.1587 0.3669 273

Oon =4 0.7927 0.0004 2.52E5

7 uA, the equivalent voltage threshold is 0.7 volts. From (7),
Rg is

1.5 kQ < Rg < 33.3kQ. (12)

The widely used linear ion drift memristor model [12], [23]
is incompatible with IMPLY logic gates. In this model, the
memristance changes linearly for any applied voltage; the state
drift phenomenon is therefore significant and intolerable for
IMPLY logic gates [28]. Hence, a different memristor model
with a current threshold, such as the TEAM model [23], is
preferable. The TEAM model accurately describes the physical
behavior of memristors. The chosen circuit parameters for this
example are Rony = 1 kQ, Rorr = 100 kQ, Vconp = 0.5V,
Vser = 1V, and Rg = 10 kQ. SPICE simulation based
on these parameters for the memristance of g are shown in
Fig. 17, where the write time (delay) of this logic gate is
397.1ns and the state drift is 0.00069%, equivalent to about
145,000 executions before switching.

The write time (delay) and state drift for varying Rg and
Vser are listed in Tables III and IV. An increase in the
resistance of Rg or decrease in the voltage level of Vsgr
increases the delay of the gate, but lowers the state drift
phenomenon (and vice versa). The write time (delay) and
state drift for different memristor parameters are listed in
Table IV. An increase in the nonlinearity of the memristors
(aon) increases the delay of the gate, but lowers the state drift
phenomenon (and vice versa). An increase in koy decreases the
delay of the gate without changing the state drift phenomenon.
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TABLE V
RESISTANCE OF A CMOS DRIVER FOR 0.12 gum CMOS PROCESS

W [um] W/L CMOS Driver Voltage Drop with a
Resistance [Q] Load of 100 kQ
0.13 1 12.8k 11.33%
0.3 2.3 6.4k 6.00%
0.5 3.8 3.8k 3.67%
0.75 5.8 2.5k 2.42%
1 7.7 1.8k 1.83%
1.3 10 1.4k 1.33%
2.5 19.2 708 0.67%
5 38.5 349 0.33%
10 76.9 173 0.17%
20 153.8 86 0.08%
2.0 |
\
|
_ss ]l
2 |
1
E oMl
~=1.0 1
= \ With
-‘BE | CcMOS Driver
& JONCr
N ideal Voltage Source
Write Time = 397.1 nsec
00 : : : J
0.0 5.0 10.0 15.0 20.0
W [um]

Fig. 18. Write time of an IMPLY logic gate with CMOS drivers for various
CMOS widths (solid blue line) as compared to the write time with ideal
voltage source (dashed red line). A 0.12 um CMOS process is used; other
circuit parameters are the same as in Fig. 17.

D. Variations in Vsgr and VconND

In previous sections, it is assumed that ideal voltage sources
are used for Vsgr and Vconp. Practical implementations,
however, suffer from variations in the voltage level, mainly
due to the resistance of the CMOS drivers. The CMOS
drivers add resistance in series with the circuit and change the
applied voltages. These voltage drops change the performance
(as determined from input case 1) and the state drift (as
determined from input case 3).

To evaluate the influence of CMOS drivers on performance
and state drift, the IMPLY logic gate is simulated with similar
circuit parameters as in Section V-C. The equivalent resistance
of the CMOS driver for various CMOS widths is listed in
Table V. The write time for different driver widths is shown
in Fig. 18. For a W/L ratio of 10, the write time of the IMPLY
logic gate with CMOS drivers increases by approximately
15%, as compared to ideal voltage sources. For a W/L ratio
of 75, the increase in the write time is negligible (less than
1%).

To evaluate the change in the state drift phenomenon, the
IMPLY logic gate is evaluated for input case 3. The difference
in the state drift is listed in Table VI, exhibiting negligible
difference for all W/L ratios. To overcome variations in the

TABLE VI
STATE DRIFT OF THE IMPLY LOGIC GATE WITH CMOS BUFFERS AS
COMPARED TO IDEAL VOLTAGE SOURCES FOR VARIOUS W/L RATIO

W [pum] W/L Difference in the State
0.13 1 -0.000502%
0.3 2.3 -0.000150%
0.5 3.8 0.000009%
0.75 5.8 0.000053%
1 7.7 0.000059%
1.3 10 0.000056%
2.5 19.2 0.000038%
5 38.5 0.000021%
10 76.9 0.000011%
20 153.8 0.000006%

voltage source, the applied voltages (Vsgr and Vconp) can
be increased. Alternatively, the resistance of the circuit can be
increased, by increasing Rg or using memristors with higher
Ron and Ropr (e.g., the memristors in [42] have Ron of
approximately 300 kQ), or the resistance of the CMOS driver
can be decreased by increasing the W/L ratio.

VI. 8-BIiT IMPLY FULL ADDER: A CASE STUDY

IMPLY together with FALSE (the function that always
yields zero as an output) provide a complete logical structure.
While any Boolean function can be executed, an efficient
procedure is required to reduce the area and computational
time. In this section, a case study of an 8-bit full adder is
presented to discuss several design constraints and issues for
general Boolean functions. In this case study, three approaches
are considered: a general algorithm [29] is considered first,
which requires a long sequence and only two additional
memristors. Two other specific approaches—serial and parallel-
are also considered. These approaches significantly reduce
the required sequence of operational steps, where the parallel
approach requires more memristors for faster execution as
compared to the serial approach.

A. General Boolean Functions

An algorithm to implement any general Boolean function
using only IMPLY and FALSE has been proposed in [29]. This
algorithm requires n + 3 memristors for any general Boolean
function f:B" — B. While this algorithm is efficient in terms
of area (the number of memristors to compute a function),
it is inefficient in terms of computational time and requires
O(2F") computational steps, where n is the number of input
memristors and & is the number of additional functional mem-
ristors for the computational process. A different approach is
therefore required to improve the computational time. This
new approach is demonstrated in this section through a case
study.

Several Boolean functions being implemented by IMPLY
and FALSE are listed in Table VII. These functions are
the basic building blocks of any general Boolean function.
Choosing the proper building blocks and computing sequence
are key when the objective is to minimize the number of
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BASIC BOOLEAN OPERATIONS BASED ONLY ON IMPLY AND FALSE
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TABLE VIII
COMPARISON OF N-BIT FULL ADDERS. THE NUMBERS IN THE
BRACKETS ARE FOR AN 8-BIT FULL ADDER

Structure Operation Comments
0—gq q=1 Base [29] Optimized Approaches
l—q 9=q Serial Parallel
p—0 q =~ NoT(p) Execution st 8ON (712) | 20N(232) | SN+I8 (58
A>Bo0)—0 J—-AANDB Result in different ecutions e?s (712) (232) (58)
memristor than the inputs Memristors nput 2N 2N 2N
tput + + +
(A>0—>B B'=AORB Quipy Vel Vel AAL
=B Y 5 —AXORE " - o Functional 4 2 6N-1
A=B)=(B=>4=0 | 4= equires copying of the Total 3NE5(29) | 3N+3 (27) 9N (72)
nputs, separate output g
Special Parallel - - vV
FALSE(B), B'=A Copy operation — copy A functions FALSE
FALSE(C), toB required IMPLY - - AV
A—C, between
C—-B lines
TRUE \Y - -
A o h\
1) 3
7. ) g C. IMPLY Full Adder
Ci, © . . .
in 2 Several approaches exist to design an 8-bit full adder
. based solely on IMPLY and FALSE operations. The basic
approach is to follow the algorithm proposed in [29]. Two
Cout additional approaches are considered—serial and parallel. To
evaluate these approaches, the total number of memristors and

Fig. 19. Full adder consisting of two XOR gates, two AND gates, and an OR
gate.

computational steps and memristors. To reduce the number
of computational steps, parallelism can be exploited, where
several IMPLY and FALSE operations occur during the same
clock cycle. Since the operation is accomplished within the
crossbar structure, the topology of the entire array needs to be
considered, including possible sneak paths. Other methods for
parallelism that do not suffer from sneak paths use unipolar
memristors or, alternatively, insert switches between rows,
which deviates from the crossbar structure. Modifying the
crossbar structure to parallelize the execution is discussed in
Section VI.

It is sometimes necessary to copy the value from a memory
cell to other cells. The copy operation is also required when
data is used multiple times, since the destruction of the input
is undesired, or there is a need to transfer data to different
rows within the crossbar. The copy operation is also listed in
Table VII.

B. CMOS Full Adder

The input of the full adder are two 8-bit numbers and the
output is one 8-bit number S7, Sg, ..., Sp and 1-bit carry Coy;.
The basic structure of a CMOS 8-bit ripple carry adder consists
of eight full adders, where the logical operation of each
adder is

Si=A®B OC (13)
Cout = (Ai - Bi) + (Ci - (Ai @ By)). (14)

A single CMOS 8-bit adder consists of 400 CMOS transis-
tors, as shown in Fig. 19 for a basic full adder.

the number of computation steps are compared. The general
algorithm from [29] requires 712 computational steps, while
the serial approach lowers the computational time to 232
computational steps with approximately the same number of
memristors, and the parallel approach has the best performance
of 58 computational steps but requires double the number of
memristors. A comparison among the approaches is listed in
Table VIII.

To execute a XOR operation, two functional memristors M1
and M2 are required, where the complete sequence, as listed
in Table VII, is

FALSE(M1),FALSE(S), A — S, S — MI
FALSE(M2),FALSE(S),B — §,S —> M2
B — MI,FALSE(S),MI — S

A—> M2, M2 — S.

A XOR B :

The first two rows are copy operations of A and B, respec-
tively, to M1 and M2 since the IMPLY operation destroys both
inputs. To execute S;, the execution process is divided into two
XOR operations, where (13) is

Si =(A; ® B;) ®C;. (15)

This execution requires two functional memristors and 26
computational steps for S;, while the intermediate XOR of A;
and B; is also used for Coy,;, Where (14) becomes

Cout,i = (Ai — (Bl' —>/ 0/))
— ((¢i = ((Ai® Bi) =’ 0)) =" 0). (16)

Several possible sequences exist for executing C; using
three functional memristors to decrease the number of com-
putational steps. Furthermore, A;, B;, and C; can also be
treated as functional memristors after the initial value is
changed during the execution process. The complete sequence
is described in the supplementary material.
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Fig. 20.  8-bit full adder for (a) serial approach and (b) parallel approach.
For the serial approach, 27 memristors are used in the same row of a
standard crossbar structure. The parallel approach requires a more complex
crossbar structure, where a switched connection between rows exists. Each
bit execution is done in a different row using nine memristors.

<t

29

For an 8-bit full adder, two approaches have been examined
in the case study. The serial approach executes one operation
every clock cycle-IMPLY or FALSE. For the serial approach,
all memristors are in the same row, as shown in Fig. 20(a).
In the parallel approach, independent operations are executed
during the same clock cycle, reducing the number of required
computational stages. For the parallel approach, each bit in
the full adder is in a different row, as shown in Fig. 20(b).
The carry is passed between the different rows and the
FALSE operations are simultaneously completed for several
memristors. The parallel approach requires some modifications
which differ from the crossbar structure, adding connections
between the rows of the crossbar. These modifications also
eliminate the sneak path phenomenon while increasing the area
as compared to a conventional crossbar.

VII. BEYOND VON NEUMANN: LOGIC
INSIDE THE MEMORY

IMPLY logic is a natural method to execute logical oper-
ations within the memristors. Memristor-based IMPLY logic
has the same crossbar structure as a memristor-based mem-
ory and therefore enables the capability of performing logic

11

operations inside the memory with the same cells used to
store data. This combination enables innovative computing
architectures, rather than the classical von Neumann architec-
ture where the computing operations and the data storage are
separated.

For these novel architectures, part of the computation is
achieved inside the memory, with no separation with the
data read and write operations. These architectures are par-
ticularly appropriate for massive parallel applications, where
vast amount of data need to be processed. In von Neumann
architecture for massive parallel applications, the data transfer
requires a wide data bus, long latency, and consumes relatively
high power. In these novel architectures, the memory and
logical operations are in the same crossbar structure, almost
no data transfer is required, and the latency and power are
significantly reduced, although the memristor IMPLY logic
delay is greater than the CMOS logic delay.

In these innovative architectures, the memristive memory
serves two roles—as memory to store data and as a com-
putational unit. The function of a specific memristor can
be decided dynamically. Each memristor can act as either a
memory cell or as part of an IMPLY logic gate in different
stages of the operation. The effective size of the memory and
the computational unit is flexible and can vary for different
applications. A memristor-based memory requires a relatively
complex controller that behaves as a regular memory controller
and also sends control signals (VsgT and Vconp) to the IMPLY
logic gates. This novel architecture requires a new instruction
set, requiring specific instructions for logic operations inside
the memory.

VIII. CONCLUSION

An IMPLY logic gate is a natural way to perform logic
operations with memristors. This logic gate can be integrated
within a memristor-based memory and, together with FALSE,
provide a complete logic family. This memristive logic gate
also enables non-von Neumann architectures, which may open
a new era in computer architecture.

The potential benefits of memristive circuits in terms of
density and power support further work in this field. The
results described in this paper can be used to direct further
research on device structure optimization, logic synthesis
methods, array structures, and computing architectures.
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Abstract— Memristors are passive components with a varying
resistance which depends on the previous voltage applied across
the device. While memristors are naturally used as memory,
memristors can also be used for other applications, including logic
circuits. In this paper, a memristor only logic family, MAGIC
(Memristor Aided LoGIC), is presented. In each MAGIC logic
gate, memristors serve as an input with previously stored data
and an additional memristor serves as an output. The topology of
a MAGIC NOR gate is similar to the structure of a common
memristor-based crossbar memory. A MAGIC NOR gate can
therefore be placed within a memory, opening opportunities for
novel non-von Neumann computer architectures. Other MAGIC
gates also exist (e.g., AND, OR, NOT, and NAND) and are
described in the paper.

Index Terms—Memristive
MAGIC, in-memory computing.

systems, memristor, IMPLY,

I. INTRODUCTION

I n recent years, the concept of a memristor, originally
proposed by Leon Chua in 1971, has generated renewed
interest. In [1], Chua proposed a fourth fundamental
component in addition to the three already well known
fundamental electronic components: the resistor, capacitor,
and inductor. In [13], Chua and Kang extended the theory of
memristors to memristive systems. Memristors and memristive
devices are two-terminal devices, where the resistance of the
device is changed by the electrical current, as shown in Figure
1. The resistance of the memristor is bounded by a minimum
resistance Rpy and a maximum resistance Rogr. In this paper,
for simplicity, the terms memristor and memristive device are
used interchangeably [14].

For almost forty years, the concept of a memristor was just
theory, as no device exhibiting the behavior of a memristor
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had been produced. In 2008, Hewlett Packard Laboratories [2]
announced that they had succeeded in producing a memristor.
Since 2008, several possible applications of memristors have
been presented. Nonvolatile emerging memory technologies,
including Resistive RAM (RRAM) and Spin-Transfer Torque
Magnetoresistive RAM (STT-MRAM), can be considered as
memristors [14]. The primary application of memristors has
been memory [3, 16, 22], where the resistance serves to store
data. Another interesting and new application is memristor-
based logic [4-5, 9-12, 17-18].

Material implication (IMPLY) as a memristor-based logic
gate is presented in [5], [9], [11], and [17]. The memristor-
based IMPLY logic gate is built within a memristive crossbar,
the most commonly used memristive memory structure
(particularly for RRAM). The stored data within the
memristors are the input and output of the logic gate. This
method, however, requires sequential voltage activation at
different locations within the circuit. Furthermore, with
IMPLY, the result is stored by one of the inputs and not a
dedicated output memristor. The technique also requires
additional circuit components (for example, a controller and an
additional resistor within each row of the crossbar), dissipates
high power, has high computational complexity, and requires
complicated control circuitry.

In this paper, Memristor Aided LoGIC (MAGIC) - a method
for memristive-only logic - is presented. This method does not
require a complicated structure and enables stable evaluation
of the gate function. Stable evaluation is achieved by applying
a single voltage pulse at the gateway of the circuit. MAGIC
NOR gates can also be fabricated within a crossbar, enabling
computing within memory.

II.  OPERATING PRINCIPLE OF MAGIC

MAGIC requires only memristors within the logic gates.
The logical state in a MAGIC gate is represented as a
resistance, where the high and low resistances are considered,
respectively, as logical zero and one (for simplicity, the
resistance of logical zero and logical one is considered,
respectively, as R,y and R,,). The inputs and output of the
logic gates are the logical states of the memristors. Unlike an
IMPLY logic gate, separate memristors are required for the
input and output. The inputs of the MAGIC gates are the initial
logical state of the input memristors and the output is the final
logical state of the memristor.

Copyright (c) 2014 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes
must be obtained from the IEEE by sending an email to pubs-permissions@ieee.org.
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Figure 1. Memristor symbol. The polarity of the memristor is
represented by a thick black line. When current flows into the device
(the upper arrow), the resistance of the device increases. When
current flows out of the device (the lower arrow), the resistance of
the device decreases.

Operation of a MAGIC gate consists of two sequential
stages. The first stage initializes the output memristor to a
known logical state. In the second stage of operation, a voltage
V, is applied across the logic gate. While applying V,, the
voltage across the output memristor depends upon the logical
state of the input and output memristors. The nonlinear
characteristics of the memristor, namely the threshold currents
or voltages [8], are exploited to maintain correct operation.
For specific input combinations, the voltage is sufficient to
change the logical state of the output memristor, i.e., the
memristor voltage/current is greater than the threshold
voltage/current, while for other input combinations, the output
remains at the initialize state, ie., the memristor
voltage/current is below the threshold current or voltage.

Initialization of the memristors can be achieved in several
ways. For example, it is possible to use a similar topology as
the circuit used in [19] for configurable memristive analog
circuits, as shown in Figure 2. For MAGIC gates within
memory (as described in Section III), initialization is achieved
as a regular write operation within the memory cells.

In the next section, the basic MAGIC NOR gate is
described. Additional MAGIC gates for different Boolean
functions based on the MAGIC topology are also available,
and described in Section VI.

III. MAGIC NOR GATE

A two input NOR gate consists of two input memristors
(inl, in2) connected in parallel and an additional memristor
(out) as the output. A schematic of a two input NOR gate is
shown in Figure 3a. The initial execution step includes writing
a low resistance into the output memristor (initialization to
logical one) and, if necessary, writing the input value into
memristors in/ and in2. In the final execution step, the
evaluation is achieved by applying a voltage pulse V, at the
gateway of the logic gate (the gateway is defined as shown in
Figure 3a).

The applied voltage produces a current that passes through
the circuit and appears at memristor out. For the case where
both input memristors are logical zero (high resistance), the
voltage/current of the output memristor is lower than the
memristor threshold voltage/current. Hence, the logical state of
the output memristor does not change and remains at logical
one. For all other input combinations, the voltage/current is
greater than the memristor threshold voltage/current. The
logical state of the output memristor for these input

+V

write,p

Ven,p-l

Ven,n—l

-V

write,n

Figure 2. Example of placing a memristor i;to the initialization
stage. This example is similar to writing a configurable analog
circuit [19]. A different initialization scheme is presented in Section
III for MAGIC within memory.
combinations switches to logical zero. The behavior of the

MAGIC NOR gate is shown in Figure 3b.

Assume a memristor with voltage thresholds of V7 oy and
Vrorr. For correct circuit behavior, the voltage at the output
memristor is lower than V7 g when both inputs are logical
zero. For all other input combinations, the voltage across the
output memristor should be greater than V7 orr. The minimum
voltage at the output memristor greater than Vr opr is achieved
when one input is logical one and the other input is logical
zero. Combining the cases where the voltage at the output
memristor is above and below the threshold voltage leads to a
design constraint on the applied voltage V,. The constraint is
(assuming R,y >> R,,)

2V,

T,0FF

<V, < Rorr V. (M
R

T,0FF*
ON
When an input memristor is logical zero, the operation of a
MAGIC NOR can be destructive, changing the input to logical
one during execution. To eliminate destroying the input, the
voltage across the input memristor needs to be below the
threshold voltage V7 oy. The maximum applied voltage for a

two-input NOR gate is therefore

.| R
v <mln{2£ﬂ .VTW,|VT,ON|}. ©)

ON

Multiple-input (three or more) NOR logic gates can also be
produced in a similar manner, as shown in Figure 3c. For y
input memristors, the design constraints are

v, . .
T.OFF {RON + [ Rorr ] IR, } <V, <Vy or .{1 + ROA}. (€)
oN x-1 XRoy

For non-destructive operation of a y-input NOR, the maximum
applied voltage is

V, <min VTW{u&i}{n&]wm| . @
XRoy OFF

IV. MAGIC WITHIN A CROSSBAR ARRAY

RRAM commonly utilizes a crossbar structure. The crossbar
structure enables dense memory of 4 F 2, where F is the feature
size. Memristive-only logic gates within a memristive crossbar
reduce power and provide an opportunity for novel non-von
Neumann architectures, where the logical operations are
executed within the memory [11]. When performing logic
within the memory, the input is the stored data within the
memristors and the output is the stored data after execution.
Initialization of the input and output is achieved as a regular
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Figure 3. MAGIC NOR. (a) Schematic of a two input NOR logic
gate. The logic gate consists of two input memristors in! and in2,
and an output memristor out. During execution, a voltage Vj is
applied at the gateway of the circuit (marked by an arrow). (b)
Simulations of a two input NOR gate for all input combinations. The
different curves show the currents read from each memristor prior
to execution and after applying Vj. (c) Schematic of an N input NOR
gate.

memory write operation, and sensing the result is achieved as a
regular memory read operation.

To integrate a memristive-only logic gate within a crossbar
array, two requirements need to be satisfied: the structure and
connections of the logic gate should be placed within a
crossbar array and the logical state of the logic gate is
represented as a resistance, as in a memristive memory. A
MAGIC NOR gate fulfills both of these requirements. The
structure of a memristive crossbar array and two-input MAGIC
NOR gate within a crossbar is shown in Figure 4.

While a memristive IMPLY logic gate can also be
integrated within a memristive crossbar array [11], this
memristive logic family requires an additional resistor within
each row of the crossbar. Additionally, unlike the NOR
Boolean operation, the IMPLY operation is not logically
complete and requires the operation of FALSE (writing a
logical zero to a memristor). A comparison between
memristive IMPLY and MAGIC is listed in Table 1.

V. EVALUATION AND DESIGN CONSIDERATIONS FOR A
MAGIC NOR GATE

The speed of a MAGIC NOR gate is evaluated in SPICE for
a 0.18 ym CMOS process. A memristor model, the VTEAM
model [20], which extends the TEAM model with a threshold
voltage, is used with a Biolek window function [8]. The
parameters of the memristors are chosen to produce a
switching time of 1 ns for a voltage pulse of 1 volt for RESET
and 2 volts for SET, and to fit practical devices, as reported in
[21]. The parameters of the circuit simulations are listed in
Table 2.

1 X X1 X,

@) e 4~
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e My
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Figure 4. MAGIC NOR gate within a crossbar array. (a) Schematic
of a memristive crossbar structure. A two input NOR gate is
achieved in row i, where inl and in2 are, respectively, in columns j+1
andj and out is in column j-1, as marked by an oval. (b) Schematic of
a two input NOR gate within a crossbar array. The voltage at the
gateway V) is the applied voltage at columns j and j+1, while column
Jj-1is connected to ground. Note that the schematic is identical to the
figure shown in Figure 3a.

TABLE I. COMPARISON BETWEEN IMPLY AND MAGIC

IMPLY [11] MAGIC
No. of voltages 2 (Vser, Veonp) 1 (Vo)
Separate input and No Yes
output
. . OR, AND, NOR,
Basic functions IMPLY (+ FALSE) NAND, NOT
No. of memristors .
for NOR/NAND 3 (+ a resistor) 3
No. of steps for 4 2
NOR/NAND
Within memory Yes Yes (for NOR)
Logically complete Requires FALSE Yes (NOR, NAND)

The behavior and speed of a MAGIC NOR gate for
different values of V, are shown in Figure 5. To evaluate the
delay of the logic gate, the slowest input case is considered.
The delay of a MAGIC NOR gate is determined from an input
combinations of {1,0} or {0,1}.

From (1) and (2), V), can vary from 0.6 to 1.5 volts for the
parameters listed in Table 2. As shown in Figure 5b,
increasing the applied voltage V, decreases the delay of the
logic gate. For V) at 1 volt, the delay of the logic gate is 1.3 ns,
an increase of 30% as compared to the switching time of a
single memristor.

VI. ADDITIONAL MAGIC GATES

With the same design principles described in Section II,
additional Boolean functions can be provided as part of the
MAGIC family. The additional MAGIC gates described in this
section are not placed within a crossbar array (except for the
NOT gate), but can be used as standalone logic.
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TABLE II. MEMRISTOR PARAMETERS (FOR VTEAM MODEL [20])

kvn -216.2 m/sec

kot 0.091 m/sec
Vron -1.5 volt
Vr.orF 0.3 volt

Xon 0

Xoff 3 nm

Qon 4

Aot 4

Ron 1 kQ
Rorr 300 kQ

100% e

- P ) B T
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Figure 5. SPICE simulations of a two input MAGIC NOR gate. (a)
Output memristor for different input combinations, V, = 1 volt. The
delay is evaluated as the time required to switch the output
memristor to logical zero when one input is logical one and the other
input is logical zero (dashed line), and (b) delay for different values
of voltage Vj.

Connecting the input memristors in series within the same
topology as in the MAGIC NOR gate produces a NAND gate,
as shown in Figure 6. OR and AND logic gates have a similar
structure as, respectively, NOR and NAND, except for the
opposite polarity of the output memristor out. Unlike NAND
and NOR, out is initialized to logical zero prior to execution.
The schematic and behavior of OR and AND MAGIC gates
are shown in Figure 7. Similar to MAGIC NOR and NAND
gates, multi-input logic gates are also possible for MAGIC OR
and AND gates.

A MAGIC NOT gate (inverter) consists of an input
memristor in and an output memristor out. The memristors are
connected in series with an opposite polarity in a
complementary memristor structure (or complementary
resistive switches) [15], as shown in Figure 8a. In the first
stage of execution, the output memristor is initialized to
logical one. When applying V) at the gateway of the circuit,
the voltage divider between in and out determines whether the
resistance of the output memristor changes. For the case where
in is logical zero, the voltage across out is below the threshold
voltage and the logical state of out remains logical one, as
desired. Note that in this case, the voltage at in is relatively
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Figure 6. MAGIC NAND gate. (a) Schematic of a two input NAND
gate. The logic gate consists of two input memristors inl and in2,
and an output memristor out. During execution, a voltage V; is
applied at the gateway of the circuit. (b) Simulation results for a two
input NAND gate for all input combinations. The different curves
exhibit the currents of each memristor prior to execution and after
applying V), and (c) schematic of an N input NAND gate.
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Figure 7. MAGIC OR and AND gates. The structure of the logic
gates is similar to MAGIC NOR and NAND gates. The output
memristor out is connected with the same polarity as the input

memristors, and is initialized to logical zero. (a) Schematic of a two

input OR gate. (b) Simulation results for a two input OR gate for all

input combinations. (c) Schematic of a two input AND gate. (d)
Simulation results for a two input AND gate for all input
combinations.

high and the logical state at in therefore may be switched to
logical zero. Hence, the MAGIC NOT operation can be
destructive to the input unless the applied voltage at memristor
in is below Vron. For the case where in is logical one, the
voltage across memristor out is sufficient to switch the logical
state of out (greater than the threshold voltage) to logical zero.
Simulation results for a NOT gate are shown in Figure 8b. A
summary of several MAGIC gates, including the design
constraints, is listed in Table 3.
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Figure 8. MAGIC NOT gate. (a) Schematic of a NOT gate. The logic
gate consists of an input memristor in and an output memristor out,
and (b) simulation results for a NOT gate.

VII. CONCLUSIONS

MAGIC, a novel method for memristor-based logic, is
presented in this paper. Five basic logic functions, NOT,
AND, NAND, NOR, and OR, use simple connections among
memristors, where the number of memristors is equal to the
number of inputs plus one additional memristor at the output.

Only one applied voltage controls these logic gates,
different than the memristor-based IMPLY logic gate. Unlike
the IMPLY gate, the input and output in MAGIC are
separated, and the output is written to a dedicated memristor.
The use of MAGIC NOR gates within a memristive crossbar
can lead to more efficient systems in terms of performance and

power consumption, and to novel non-von Neumann
architectures.
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Abstract— Memristive devices are novel structures, developed
primarily as memory. Another interesting application for
memristive devices is logic circuits. In this paper, MRL
(Memristor Ratioed Logic) - a hybrid CMOS-memristive logic
family - is described. In this logic family, OR and AND logic
gates are based on memristive devices, and CMOS inverters are
added to provide a complete logic structure and signal
restoration. Unlike previously published memristive-based logic
families, the MRL family is compatible with standard CMOS
logic. A case study of an eight-bit full adder is presented and
related design considerations are discussed.

I. INTRODUCTION

Memristors [1] and memristive devices [2] are novel
structures, useful in many applications. This device is
basically a resistor with varying resistance, dependent on the
history of the device. It can be used for memory, where the
data is stored as a resistance. While memory is the common
application for memristive devices, additional applications
can also use memristive devices as building blocks, such as
analog circuits, neuromorphic systems, and logic circuits.

This paper is focused on bipolar memristive devices [3],
such as TiO, memristive devices and STT-MRAM (Spin
Transfer Torque Magnetoresistance Random  Access
Memory). In bipolar memristive devices, the resistance of the
device increases due to current flow in one direction, and
decreases due to current flow in the other direction. The
symbol and polarity of a memristive device are shown in
Figure 1. Several memristive device models have been
developed. In this paper, the TEAM model [4] is used since
this model can fit any memristive device.

Practical memristive devices are nonvolatile and compatible
with standard CMOS technology [5]. These devices are
fabricated in the metal layers of an integrated circuit, where
the memristive effects occur in the oxide between the metal
layers (e.g., in TiO,) or within the metal layers (e.g., in STT-
MRAM). Memristive devices can therefore be fabricated
above the CMOS transistors. The size of a typical memristive
device is relatively small, since the fabrication process is
similar to the processing of a via between metal layers. Hence,
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Figure 1. Memristive device symbol. The thick black line on the left
side of the device represents the polarity of the device. If the current
flows into the device, the resistance of the device decreases. If the
current flows out of the device, the resistance increases.

memristive-based circuits may be smaller than transistor-only
CMOS circuits. Memristive devices therefore exhibit high
density and good scalability. The read and write time for these
devices can be as fast as one nanosecond [6]. Currently,
except for STT-MRAM, memristive devices suffer from
endurance limitations, where the number of allowed writes per
cell is approximately 10'° [7]. It is believed however that this
limit will increase to at least 10" [8]. Memristive devices may
therefore solve many major problems in the semiconductor
industry, providing nonvolatile, dense, fast, and power
efficient memory.

Integrating memristive devices and CMOS for performing
logical operations may be beneficial. Since memristive
devices are fabricated within the metal layers, the integration
saves physical area and therefore increases the logic density.
Furthermore, with deeply scaled CMOS, CMOS logic suffers
from problems such as leakage current, requiring novel logic
structures.

Logic operations with memristive devices open
opportunities for novel functionality. Although the use of
memristive devices as logic gates is early, several approaches
have been proposed, mainly for logic gates designed within
the structure of a crossbar array originally targeted for
memory [9]. Logic in a memristive-based crossbar opens an
opportunity to explore advanced computer architectures
different from the classical Von Neumann architecture. In
these architectures, the memory can perform logic operations
on the same devices that store data. The decision regarding
which elements act as logic gates and which act as memory
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cells can be done dynamically during the operation of the
memory [10].

Material implication (IMPLY logic gate) [11] is one option
for logic inside a memristive-based crossbar. The IMPLY
logic gate is extended in [12] to a NOR logic gate. Another
logic family within a crossbar is MAGIC [13]. In MAGIC, all
basic Boolean functions can be produced, e.g., AND, NAND,
NOR, and OR logic gates. All of these logic gates require a
sequencer to operate the logic gate, i.e., any basic Boolean
function requires more than one clock cycle to execute the
computation. The logic within a crossbar is therefore
relatively slow. These logic gates also suffer from state drift
and lack signal restoration [14].

Memristive-based logic families within a crossbar cannot
be easily integrated with standard CMOS logic. In these logic
families, a resistance, rather than a voltage, represents the
logical state. To integrate memristive devices with CMOS for
logic circuits, several requirements need to be fulfilled: the
technology of the memristive devices needs to be compatible
with a standard CMOS process, the logical state, used for
input and output signal transfer between the logic gates,
needs to be converted from a resistance into a voltage, and
the interface between the memristive device layers and the
CMOS layer should require minimal additional circuitry. To
integrate these logic families with standard voltage based
CMOS logic, a conversion mechanism is required. This
mechanism includes a sense amplifier as well as additional
components. The additional required circuitry reduces the
efficiency of integrating CMOS and memristive-based logic
families within a memory [10].

In this paper, MRL (Memristor Ratioed Logic) for
integration with CMOS is described. This logic family uses
the programmable resistance of memristive devices for
computation of Boolean AND/OR functions with voltage as
the state variable, hence it avoids the drawbacks described
above. Design principles and constraints of this logic family
are discussed in Section II. A case study of an eight-bit full
adder is used to demonstrate the MRL design process in
Section III. The dependence of the MRL gates on the behavior
of the memristive device, as well as several tradeoffs in the
design procedure is discussed in Sections III and IV.

1L MEMRISTOR RATIOED LOGIC (MRL) FAMILY

An interesting method for integrating memristive devices
with standard CMOS logic is using memristive devices as
computational elements, OR and AND logic gates [15]. Since
these functions are non-inverting logic gates, a complete logic
structure can be achieved by adding a standard CMOS
inverter. In this logic family, the logical is represented as a
voltage, consistent with CMOS. The memristive devices are
utilized solely for logic computation and not for storing a
logical state. The computational result is independent of the
initial state of the memristive devices, and the initial state
only affects the computational time. Unlike other logic
methods (such as IMPLY), the computational process is

composed of only a single step. Similar to standard
combinatorial logic using CMOS, the topology of the circuit
determines the logical function.

A. Description of Logic Gates

Both OR and AND logic gates consist of two memristive
devices connected in series with opposite polarity, as shown
in Figures 2a and 2b. The output node is the common node of
the memristive devices, while the signals on the other
terminal of each memristive device are the inputs of the logic
gate.

Due to the polarity of the memristive devices, in an OR
logic gate, when current flows into the logic gate through one
of the inputs, the resistance of this memristive device
decreases. Similarly, in an AND logic gate, the opposite
polarity is used, and the resistance of the memristive device
increases when current flows into the device.

Both the OR and AND logic gates react similarly to
identical inputs (where either both inputs are logical 1 or both
are logical 0). For identical inputs, the voltage drop between
inputs is zero; hence no current flows within the circuit. The
output voltage is therefore equal to the input voltage. For the
case where both inputs are logical zero (one), the ground
(supply) voltage is at the inputs, the output voltage is ground
(supply) and the logical state of the output is logical zero
(one).

For the case where the inputs are different, i.e., one input is
logical one and the other input is logical zero, current flows
from the high voltage (the terminal of the memristive device
where the input is logical one) to the low voltage (the
terminal of the memristive device where the input is logical
zero), thus changing the resistance of both memristive
devices. This case for an OR logic gate is illustrated in Figure
2c. The resistance of the memristive device connected to the
logical one input R; is lower, and the resistance of the
memristive device R, is higher, as shown in Figure 2e. At the
end of the computational process, the resistance of both
memristive devices is approximately Roy and Rogp,
respectively, the minimum and maximum resistance of the
device. Assuming Rprr >> Roy, the output voltage of the
logic gate is determined by the voltage divider across both of
the memristive devices,

R .

T%Vhigh = Vhigh' (1)

In the AND logic gate, the opposite polarity, as compared
to the OR logic gate, is used. For the case where the inputs
are different, the resistance of the memristive devices is the
opposite of the resistance of the OR logic gate. This behavior
is illustrated in Figures 2d and 2f. The output voltage of the
AND logic gate in this case is therefore

R,, )

high =U.

Vo or =

out, AND —
Ry +R,

Note that the initial resistance of both memristive devices
has no effect on the result of the computation. The only effect



Figure 2. Schematic and behavior of MRL gates. (a) The schematic of
an OR logic gate, and (b) an AND logic gate. Both logic gates consists
of two memristive devices where the polarity of the memristive devices
is the only structural difference. The behavior of (c) an OR logic gate,
and (d) an AND logic gate when V;y; ='1' and Vjy; ='0'". The current
flows from Vy; to Vv, and the resistance of the memristive devices
changes for the (e) OR, and (f) AND logic gates. The continuous and
dashed lines are, respectively, the resistance of R; and R,.

of the initial resistance on the behavior of the logic gate is the
delay time of the execution for the case where the inputs are
different, i.e., the time required to change the resistance of
both memristive devices to either the maximum or minimum
resistance. The delay time is also dependent on the voltage
level. A relatively low voltage level increases the delay time.
It is possible that the memristive devices do not fully switch
and achieve the maximum and minimum resistance since the
input voltages are not applied for a sufficiently long time or
the input voltage is too low. In this case, it would be difficult
to distinguish between the different output levels. The MRL
family is inspired by Diode Logic [16] and shares some
characteristics, such as both logic families are non-inverting
and non-restoring [17]. The number of inputs for both MRL
gates can be extended in a similar way as diode logic, as
shown in Figures 3a and 3b.

To provide a complete logic family, an inverter is needed
in addition to OR and AND logic gates. Furthermore,
memristive devices are passive elements and therefore cannot
amplify signals. The MRL OR and AND logic gates therefore
lack signal restoration, i.e., the output voltage levels degrade,
as expressed by (1) and (2). These logic gates cannot
therefore be cascaded for too many stages before signal
amplification is required. CMOS logic, alternatively, exhibits

signal restoration. Since the logical state of the input and
output in MRL OR and AND logic gates is represented as a
voltage, these logic gates can be integrated with standard
CMOS inverters. To provide a complete logic structure and
signal restoration, the addition of a CMOS inverter to the
MRL family is therefore proposed. The schematic of a two
input MRL NAND and NOR is shown in Figures 3c and 3d.

B. General design considerations

In the design process of an MRL gate, several issues need
to be considered. When the input changes from one input case
to another input case, i.e., changing the inputs from (0,1) to
(1,0) and vice versa, the output produces a dynamic hazard
until the switching process is completed. Another issue may
occur when both initial resistances are high (approximately
Rorr). In this case, the current through the logic gate is
relatively small, and the settling time is therefore relatively
long, also producing a dynamic hazard. The dynamic
behavior of the OR and AND logic gates is illustrated in
Figures 4a and 4b.

Power consumption is another issue. When both inputs are
identical, no current flows in the circuit and the power is zero.
If the inputs are different, current flows and power is
consumed. The power consumed during the switching of the
memristive devices is dependent on the resistance of both
memristive devices and changes during the computational
process. Generally, the power consumption of an MRL gate

for these input cases is
2

Py = 3)
R (6)+ R, (1)
where V), is the voltage of logical one and is assumed to be
constant, and R;(#) and R,(?) are the resistance of the
memristive devices, which change during the computational
process. The value of R;(z) and R,(?) is dependent on the
initial states and the value of V. For the case of different
inputs, a constant current flows from one input to the other
input, even after the resistance of the memristive devices
reaches the desired magnitude and the output becomes stable.
The static power consumed in these cases is approximately
py =t o)
R, 4R,

The power consumption for all input cases is illustrated in
Figure 4c. The output voltage is dependent on the voltage
divider across the two memristive devices. This voltage
divider degrades the output signal. Although the degradation
is minor when Rppr >> Ry, for cascaded logic gates, this
degradation accumulates and may become significant. This
phenomenon can be avoided by occasionally amplifying the
signal by CMOS inverters or buffers. Integrating a CMOS
inverter into an MRL OR or AND logic gate however adds
capacitance to the circuit. The delay time of the logic gates is
dependent on the CMOS gate capacitance and therefore needs
to be optimized. The delay of the logic gates is the time
required for the memristive devices to be fully switched, and



Figure 3. Schematic of an (a) N-input MRL OR, (b) N-input MRL
AND, (c) two-input MRL NAND, and (d) two-input MRL NOR.

is dependent on the determined by the case of different
inputs.

The MRL logic gates can be inserted into a standard cell
library as in standard CMOS logic. These standard cell
libraries can consist of OR and AND logic gates.
Alternatively, NOR and NAND logic gates, consisting of a
memristive-based OR (AND), and a CMOS inverter, can
produce the functionality of a NOR (NAND) logic gate.

II1.

An eight-bit full adder is considered as a case study for the
MRL family. Five different parameter sets of memristive
devices are chosen to evaluate a variety of memristive
devices. The primary parameters are the linearity coefficient
and the current threshold (respectively, a, i,,, and iy in the
TEAM model [4]). All other parameters are chosen to exhibit
a hysteretic behavior. The parameters for the memristive
devices are listed in Table 1.

To provide a standard cell design methodology, the
standard cell is a NAND (NOR) logic gate, as described in
Section 1IB. No current flows from the output node in steady
state since the output node of the AND (OR) logic gate is
connected to an MOS gate. In this approach, every standard
cell requires two connections between the CMOS and
memristive layers, one for the middle stage transition and one
for the output. This approach is robust, albeit inefficient in
terms of power consumption and area as compared to an
optimized circuit, where the CMOS inverter is only applied
when signal restoration is needed or when the logic function
requires signal inversion. In this case study, the optimized
approach is used.

For the optimized approach, when connecting cascaded
memristive-based MRL gates, current can flow from the
output node into the input of the next logic gate. In this case,

EIGHT-BIT FULL ADDER CASE STUDY

the current flowing through the two memristive devices of
one gate is not equal, and the smaller current may drop below
the current threshold of the memristive devices, causing the
logic gate to partially switch. This phenomenon can degrade
the output voltage, and may perhaps cause the logic to fail
after a single logic stage.

TABLE 1. DIFFERENT PARAMETERS OF THE MEMRISTIVE DEVICES USED IN
THE CASE STUDY

Linear Linear Low Non- Highly
Device with no with non- linear non-
current current linearity linear
thresh- thresh-
Paramete old old
Parameter 1 2 3 4 5
set number
a 1 1 3 5 10
ion -100 fA -20 pA -5 pA -5 pA -10 pA
lofy 100 fA 20 pA 5 pA 5 uA 10 pA
Kon -5-10° -10 -0.1 -0.01 -0.001
kogr 510 10 0.1 0.01 0.001
RO” 1 kQ
Ror 100 kQ

One approach to eliminate a possible logic failure is to
increase the voltage of the high logical state to ensure that all
currents in the circuit are greater than the current threshold of
the devices. The increase in voltage is limited by the CMOS
process, since high voltages may cause breakdown in the
CMOS transistors (e.g., gate induced drain leakage [18]), and
also dissipate more power.

Another approach to eliminate logic failure is to amplify
the signal with CMOS logic gates, preventing steady state
current leakage and performing signal restoration. In this case
study, both approaches are used. The voltage is increased and
signal restoration is achieved through a CMOS inverter. The
behavior of an MRL XOR logic gate is shown in Figure 5 to
demonstrate the signal degradation. Note that these signal
degradation issues are circuit dependent, i.e., the degree of
signal degradation is dependent on the logic circuit structure
as well as the parameters of the memristive devices. A
schematic of the one-bit full adder used in this case study is
shown in Figure 6.

The design of the eight-bit full adder in this case study is
achieved using eight cascaded one-bit full adders. A tradeoff
between signal integrity and minimizing the number of vias is
the primary issue. To maintain a distinct value for the output
of the eight-bit full adder (S; fori =1, ..., 8 and Cyyr), a set
of CMOS buffers is added to the circuit to amplify the output
signal. For the intermediate signals (Coyr — Cp), no
constraint is placed on the strength of the signal other than to
maintain the correct logical polarity. A lower signal strength
requires fewer CMOS gates and hence less area and power
consumption. The required number of CMOS buffers is
dependent on the signal degradation along the logic path.

For parameter sets 1, 3 and 4 (memristive devices with a
relatively low current threshold), the one-bit full adder shown



Figure 4. Dynamic behavior of MRL gates. Waveforms of (a) an
OR logic gate, and (b) an AND logic gate. The output voltage is
shown for different input states. Dynamic hazards occur when the
input changes to ('0', '1") or ('1', '0"), which is marked by an oval. (c)
The power consumption for both logic gates is identical. For the cases
where the input states are different ('0', '1") or ('1', '0"), static power
is consumed after the output is stable.

Time [ns]

Figure 5. Dynamic behavior of an MRL XOR logic gate. The high
voltage is 4 Volts. The output voltage degrades by approximately
15% for the input cases of ('1','0") and ('0', '1").

in Figure 6 exhibits correct logic functionality, which requires
amplifying the signal between different bit levels. Parameter
sets 2 and 5 demonstrate a high current threshold and are
therefore more sensitive to signal degradation due to partial
switching. For these parameter sets, the circuit fails for all
CMOS compatible voltages. For parameter sets 2 and S5,
buffers have been added to the one-bit full adder circuit to
ensure correct logic behavior. The required voltage levels and
number of buffers for each parameter set are listed in Table 2,
total number of devices is listed in Table 3, and normalized
power consumption' for each parameter set is listed in Table
4.

' The power is normalized since the parameter set of the memristive
devices is not correlated to the CMOS process.

Figure 6. Schematic of an MRL one bit full adder (S = XOR|4, B, Ci],
Cour=A'B + C;x*XOR|A, B]) for the optimized method used in the case
study. The one-bit full adder consists of six memristive-based OR logic

gates, three memristive-based AND logic gates, and four CMOS inverters.
In this circuit, 18 memristive devices and eight CMOS transistors are used.

Note from the data listed in Tables 3 and 4 that unlike most
digital applications [4], a linear memristive device with no
threshold (as in parameter set no. 1) is preferable to minimize
the number of connections between the CMOS and
memristive layers, and to reduce power. The optimized
approach consumes less dynamic power but more total
energy, as compared to a standard cell methodology, since the
static power is non-zero. Since decreasing the operating
voltage requires additional CMOS buffers, the number of
CMOS buffers in parameter set no. 3 (a high voltage of 3
Volts) is lower than in parameter set no. 1. The high voltage
used in parameter sets number 2 and 5 significantly increases
the power consumption.

IVv. CONCLUSIONS

Memristor Ratioed Logic (MRL), a hybrid CMOS-
memristive logic family, is described in this paper. This logic
family uses less die area as compared to CMOS logic. It is
possible to reduce the design effort of an MRL circuit by
using standard library cells composed of only NOR and
NAND logic gates. Standard cells however limit the
flexibility of the design process and restrict the opportunity to
save area. Other optimization criteria are also possible, such
as increasing the operating voltage and minimizing the
number of connections between the CMOS and memristive
layers.

An eight-bit full adder is presented as a case study. This
full adder is optimized for minimum CMOS/memristive
connections and saves approximately 50% in area as
compared to CMOS logic, while requiring 44% fewer
connections and 30% less power as compared to an MRL
standard cell library.

It is also shown that a linear memristive device with no
current threshold is preferable for the MRL logic family,
unlike other digital applications, where a threshold and
nonlinearity are desirable. MRL gates based on linear
memristive devices are faster, smaller, and consume less
power as compared to nonlinear memristive devices.
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Abstract — An attractive ""beyond Moore™ approach is to
combine standard CMOS and memristors, novel devices
developed primarily as memory, to perform logical operations. In
this paper, MRL (Memristor Ratioed Logic) - a hybrid CMOS-
memristor logic family - is described. In this logic family, OR and
AND logic gates are based on memristive devices, and CMOS
inverters are added to provide a complete logic structure and
signal restoration. The MRL family is compatible with standard
CMOS logic since the logical state is represented by voltage as in
CMOS. Design issues and considerations are discussed, including
area, power, and speed, and a case study of an eight-bit full adder
is presented.

Index Terms—Memristive systems, memristor, SPICE, logic
design.

I. INTRODUCTION

he advancements of computer capabilities over the past
several decades are closely linked to the efficient
exploitation of semiconductor technology. Since the 1960's,
integrated circuits have provided significant growth in the
number of processing elements and memory bits available to
system developers. This growth has enabled increasingly
complex computer hardware. Simultaneously, semiconductor
technology has provided orders of magnitude improvements in
speed, power consumption, and reliability, together with
significant reductions in the cost per device. These trends are
direct consequences of frequent miniaturization of device
dimensions in the semiconductor fabrication process. The
exponential rate of microelectronic device scaling cannot be
sustained indefinitely. There is broad agreement that nanoscale
CMOS transistor sizes will approach fundamental physical
limits within the next decade [1].
Once devices can no longer be scaled, microelectronic
technology will require innovations to enable continued
growth in the complexity of hardware systems. These
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enhancements may include revolutionary new devices such as
carbon nanotubes or spintronic devices rather than CMOS.
Less radical hybrid approaches, combining standard CMOS
with new technologies, may provide more practical and
continuous growth paths during the next 20 to 30 years. An
example is the fabrication of multi-layered integrated circuits
(i.e., three-dimensional circuits [2]) which are becoming
commercially available. Other attractive new technologies
which will extend the capabilities of CMOS are memristors [3]
and memristive devices [4]. These devices are added in the
metal layers above the standard CMOS layers, providing a
significant increase in functional density.

In this paper, a novel logic family named MRL (Memristor
Ratioed Logic) combining memristors with CMOS is
described. This logic family may be useful to further extend
CMOS technology and perform logic in the "beyond Moore™
era. The rest of the paper is organized as follows: memristors
and memristor-based logic circuits are described in Section I1.
Design principles and constraints of this logic family are
discussed in Section I11. A case study of an eight-bit full adder
is used to demonstrate the MRL design process in Section V.
The dependence of MRL gates on the behavior of memristive
devices and other design considerations are discussed in
Sections 1V and V.

Il. MEMRISTOR-BASED LOGIC

In recent years, novel memory technologies have emerged,
especially to replace Flash technology. These emerging
technologies are based on two terminal devices with varying
resistance and include Phase Change Memory (PCM),
Resistive  RAM (RRAM), and Spin Torque Transfer
Magnetoresistance Random Access Memory (STT-MRAM).
These technologies can be described as memristive devices
[4], [15], which their existence was suggested by Chua and
Kang in 1971 and 1976. The focus of this paper is on bipolar
memristive devices [5], such as TiO; resistive switch and STT-
MRAM. In bipolar memristive devices, the resistance of the
device increases when current flows in one direction, and
decreases when current flows in the other direction. The
symbol, polarity, and behavior of a bipolar memristive device
are shown in Figure 1.

Although a memristive device is typically regarded as a
memory device, where the resistance represents the stored
state variable, a memristor can also be used to provide

Copyright (c) 2013 IEEE. Personal use of this material is permitted. However, permission to use this material for any other purposes
must be obtained from the IEEE by sending an email to pubs-permissions@ieee.org.
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combinational Boolean functions. Several memristive device
models have been developed. The TEAM (ThrEshold
Adaptive Memristor) model [6] is used in this paper since this
model can support any memristive device. The TEAM model
describes the behavior of the device by the following equations

koff ( ioﬁ 1} foff (X), 0< g <1, (1a)
dx(t) o
= 0, a i, <i<iy, (1b)
e '['.(—‘)—1] 00, i<iy <0, (10)
IOn
v(t) :|:RON +M(X_X0n):|'i(t): 2
Xoff - Xon

where Ky and ko, are fitting parameters, o, and aq are the
adaptive nonlinearity parameters, i and i, are the current
threshold parameters, f,n(X) and fox(x) are window functions,
Ron and Rorr are, respectively, the minimum and maximum
resistance of the memristor, and Xo, and X, are, respectively,
the minimum and maximum allowed value of the internal state
variable x.

Practical bipolar memristive devices are compatible with
standard CMOS technology [7]. These devices are fabricated
in the metal layers of an integrated circuit, where the
memristive effects occur in the oxide between the metal layers
(e.g., in TiOy) or within the metal layers (e.g., in STT-
MRAM). Memristive devices can therefore be fabricated
physically above the CMOS transistors. The size of a typical
memristive device is relatively small, since the fabrication
process is similar to processing a via between metal layers (a
typical area size for a RRAM cell can be less than 4 F?, where
F is the feature size). Hence, memristive-based circuits may be
more dense than transistor-only CMOS circuits. Memristive
devices therefore exhibit high density and good scalability.
The read and write time for these devices can be as fast as 100
picosecond [8], although currently typical values are more than
a nanosecond. Currently, except for STT-MRAM, memristive
devices suffer from endurance limitations, where the number
of allowed writes per cell is approximately 10%° [9]. It is
believed however that this limit will increase to at least 10"
[10]. In this paper, it is therefore assumed that endurance is not
a critical limitation.

With deeply scaled CMOS, logic circuits suffer from
problems such as leakage current, requiring novel logic
structures. The use of memristors as logic circuits can save
physical area, increasing logical density, thereby opening
opportunities for novel functionality. Although the concept of
memristive devices as logic gates is at an early stage of
development, several approaches have been proposed, mainly
for logic gates within a crossbar array [11], [12], [16].

Memiristive-based logic families within a crossbar cannot be
easily integrated with standard CMOS logic since a resistance,
rather than a voltage, represents the logical state. To integrate
these logic families with standard voltage based CMQOS logic,
a conversion mechanism is required. This added circuitry

Into the device
e

(a)

€«
Out of the device
Current

(b)

Voltage

Figure 1. (a) Memristive device symbol. The thick black line on the
left side of the device represents the polarity of the device. If the
current flows into the device, the resistance of the device decreases.

If the current flows out of the device, the resistance increases. (b)
The current-voltage curve of a memristive device exhibit hysteresis
for a cyclic input.
reduces the efficiency of integrating CMOS and memristive-
based logic families within a memory. Furthermore, the
operation of these memristor-based logic families requires a
sequence of several time phases. These requirements limit the

speed of the logic operation.

I1l. MEMRISTOR RATIOED LoGIC (MRL) FAMILY

In this section, the MRL (Memristor Ratioed Logic) family
is presented. In MRL, the programmable resistance of the
memristive devices is used to compute Boolean AND/OR
functions. The memristive devices are used solely as
computational elements and not as memory elements. In this
proposed logic family, the logical value is represented by a
voltage, consistent with CMOS, enabling the integration of this
hybrid logic family with standard CMOS logic. Since OR and
AND functions are non-inverting, a complete logic structure
can be achieved by adding a standard CMQOS inverter.

The MRL family is different from other hybrid CMOS-
memristor circuits, where the memristors act as configurable
switches. In previous hybrid CMOS-memristor circuits, the
resistance of the memristive devices is programmed prior to
operation, and does not change during execution (see e.g., [7],
[13], [14]).

A. Memristor-based logic gates

Two-input OR and AND logic gates consist of two
memristive devices connected at opposite polarities, as shown
in Figures 2a and 2b. The output node is the common node of
the memiristive devices, while the signal on the other terminal
of each memristive device is an input to the logic gate.

Due to the polarity of the memristive devices, in an OR
logic gate, when current flows into the logic gate through one
of the inputs, the resistance of the memristive device
decreases. Similarly, in an AND logic gate, the opposite
polarity is used, and the resistance of the memristive device
increases when current flows into the device.

For identical inputs, the voltage drop between the inputs is
zero; hence no current flows within the circuit. The output
voltage is therefore equal to the input voltage. For the case
where both inputs are logical zero (one), the ground (supply)
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voltage is at the inputs, the output voltage is ground (supply),
and the logical state of the output is logical zero (one).

For the case where the inputs are different, i.e., one input is
logical one and the other input is logical zero, current flows
from the high voltage (the terminal of the memristive device
where the input is logical one) to the low voltage (the terminal
of the memristive device where the input is logical zero),
thereby changing the resistance of both memristive devices.
An OR logic gate is illustrated in Figure 2c. The resistance of
the memristive device connected to the logical one input R;
becomes lower, and the resistance of the memristive device R,
becomes higher, as shown in Figure 2e. At the end of the
computational process, the resistance of both memristive
devices is approximately Roy and Rorr, respectively, the
minimum and maximum resistance of the device. Assuming
Rore >> Ron, the output voltage of the logic gate is determined
by the voltage divider across the memristive devices,

R
Vowror = ﬁvhigh zVhigh- (1)

In the AND logic gate, the opposite polarity as compared to
the OR logic gate is used. The behavior is illustrated in Figures
2d and 2f. The output voltage of the AND logic gate in this
case is

ROrl
Vouanp = mvhigh ~0. (2)

off on

Note that the initial resistance of both memristive devices
has no effect on the result of the computation. The only effect
of the initial resistance on the behavior of the logic gate is the
delay of the execution for the case where the inputs are
different, i.e., the time required to change the resistance of
both memristive devices to either the maximum or minimum
resistance. The delay is also dependent on the voltage level of
the input signal. A relatively low voltage level increases the
delay. It is possible that the memristive devices do not fully
switch and achieve the maximum and minimum resistance
since the input voltages are not applied for a sufficiently long
time or the input voltage is too low. In this case, it would be
difficult to distinguish between the different output levels. The
MRL family is inspired by Diode Logic and shares some
characteristics, as both logic families are non-inverting and
non-restoring. The number of inputs for both MRL gates can
be extended in a similar way as diode logic, as shown in
Figure 3a and 3b. MRL gates can also be cascaded as shown in
Figure 3e.

B. Adding CMOS-based inversion

To provide a complete logic family, an inverter is needed in
addition to the OR and AND logic gates. Furthermore,
memristive devices are passive elements and therefore cannot
amplify signals. The MRL OR and AND logic gates lack
signal restoration, i.e., the output voltage levels degrade, as
expressed by (1) and (2). These logic gates cannot be cascaded
for too many stages before signal amplification is required.

Since the logical state of the input and output in MRL logic
gates is represented as a voltage, these logic gates can operate
with standard CMOS inverters. The addition of a CMOS

Vinl -I'|_|'|_|' Vinl —
Vout Vout
Vin2 -I'|_|'|_|' Vin2 =1
(a) (b)
Ving="1' i i Ving="1' Rd l
=—hnr wel nnp
Rt || Vour R Vour
(c) (d)
R R

(e) (f)

Figure 2. Schematic and behavior of MRL gates. (a) The schematic of
an OR logic gate, and (b) an AND logic gate. Both logic gates consist
of two memristive devices where the polarity of the memristive devices
is the only structural difference. The behavior of (c) an OR logic gate,
and (d) an AND logic gate when Vy1 = '1" and V\n2 = '0". The current
flows from Vn1 to Vinz and the resistance of the memristive devices
changes for the (e) OR, and (f) AND logic gates. The continuous and
dashed lines are, respectively, the resistance of R; and Ra.
inverter to the MRL family solves both problems. A schematic
of a two input MRL NAND and NOR is shown in Figures 3c

and 3d.

C. Dynamic behavior and speed of a single logic gate

In the design process of an MRL gate, several issues need to
be considered. These characteristics include the delay of the
logic gate, power dissipation, and output signal degradation.

The speed of the logic gate is determined by the time
required to achieve the desired resistance when the inputs are
different (logical one and zero). The delay needs to be
determined for the case where both memristors have an initial
resistance of Rogr and the initial current is therefore minimal.
In this case, the delay is the time required to change the
resistance of one of the memristors to Roy. This time depends
on the supply voltage and the specific behavior of the
memristors. The delay as a function of supply voltage is shown
in Figure 4a. The delay can be approximately determined from

7 - KQRoee (3)

Vhigh

where Q' is the charge required to switch the resistance and
Vhign is the logical one voltage. k is a constant that depends
upon the memristor model. For the binary resistance model
[12], k equals 2, and for the linear ion drift model [6], k equals
1.5. Note that a lower Rorr Or a higher voltage decreases the
delay.

The switching process may also produce dynamic hazards.
When the input changes from one input case to another input
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Figure 3. Schematic of an (a) N-input MRL OR, (b) N-input MRL
AND, (c) two-input MRL NAND, (d) two-input MRL NOR, and (e) a
two-stages MRL gates, where the first stage consists of OR gates and

the second stage is an AND gate.

case, i.e., changing the inputs from (0,1) to (1,0) and vice
versa, the output produces a dynamic hazard until the
switching process is completed. The dynamic behavior of the
OR and AND logic gates for different input cases is illustrated
in Figures 5a and 5b. During the switching process, the output
value is erroneous, although this behavior occurs for a shorter
period than the delay of the logic gate.

D. Power consumption of a single logic gate

When both inputs are identical, no current flows in the
circuit and the power is zero. If the inputs are different, current
flows and power is consumed. The power to switch the
memristive devices depends upon the resistance of both
memristive devices and changes during the computational
process. Generally, the power consumption of an MRL gate

for these input cases is
2

P(t)=— (4)
RO +R,(1)

where Vyign is the voltage of logical one (supply voltage) and is
assumed to be constant, and Ry(t) and Ry(t) are the resistance
of the memristive devices, which changes during the
computational process. The value of Ry(t) and R,(t) depends
upon the initial states and the value of Vyg,. For the case of
different inputs, a constant current flows from one input to the
other input after the resistance of the memristive devices
reaches the desired magnitude and the output becomes stable
as illustrated in Figure 5¢. The static power consumed in these
cases is approximately

0.0000001
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Figure 4. Delay of an MRL gate as a function of supply voltage. (a)
Delay for different memristor characteristics as listed in Table 1 and
(b) the delay for linear ion drift memristor [6]. The difference in the
delay of an MRL gate with and without a load capacitance of 10 fF is
relatively small (maximum difference of 4%). The difference between
the theoretical and simulated delay increases with the supply voltage

(varies from 1% to 40%). The parameters for the linear ion drift
model are py = 10° m%™V?, Rorr = 100 k2, Ron = 1 kQ, D = 10 nm
(Q'=10"0C).

Pslalic :Lghz' (5)
R, + Ry

The static power is a disadvantage as compared to CMOS
logic. To lower the static power, the input signals need to be
removed once the output state becomes stable. There is a need
to activate the circuit only for the time required to execute the
computation (i.e., the delay of the logic gates) and store the

result. It is desired therefore to pipeline the execution.

E. Concatenating MRL gates

The output voltage is dependent on the voltage divider
across the two memristive devices. This voltage divider
degrades the output signal. For memristors with a current
threshold [6], the tolerable degradation is limited by this
threshold. Greater degradation can cause incorrect operation.
Although the degradation for a single MRL gate is relatively
small when Roer >> Ry, for cascaded logic gates, this
degradation accumulates and may become significant.

The degradation as a function of the number of logical
stages and the Rore/Ron ratio is shown in Figure 6. The
behavior of an MRL XOR logic gate is depicted in Figure 7 to
illustrate the signal degradation. Note that these signal
degradation issues are circuit dependent, i.e., the degree of
signal degradation is dependent on the structure of the logic
circuit as well as the specific parameters of the memristive
devices.

The degradation phenomenon can be avoided by
occasionally amplifying the signal by CMOS inverters or
buffers. Integrating a CMOS inverter into an MRL OR or
AND logic gate however adds capacitance to the circuit. The
delay of the logic gates is therefore also dependent on the
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Figure 5. Dynamic behavior of MRL gates. Waveforms of (a) an
OR logic gate, and (b) an AND logic gate. The output voltage is
shown for different input states. Dynamic hazards occur when the

input changes to (*0', '1") or (*1', '0"), which is marked by an oval. (c)

The power consumption for both logic gates is identical. For the
cases where the input states are different (‘0" '1") or (*1', '0"), static
power is consumed after the output is stable.

CMOS gate capacitance which increases the delay. The actual
delay is higher than the delay determined by (3) and shown in
Figure 4b, although this difference is relatively small (0.1% to
4%). The degradation of each logic gate can be determined

from (1) and (2).

MRL logic gates can be inserted into a standard cell library
as in standard CMOS logic. These standard cell libraries can
consist of NOR and NAND logic gates, where memristive-
based OR (AND) and a CMOS inverter produces the
functionality of a NOR (NAND) logic gate. Using NOR and
NAND as standard cells overcomes the degradation issue since
no current flows from the output node during steady state as
the output node of the AND (OR) logic gate is connected to a
CMOS gate. In this approach, each standard cell requires two
connections between the CMOS and memristive layers. This
approach is robust and relatively simple to design, albeit less
efficient in terms of power consumption and area as compared
to a circuit, where the CMOS inverter is only applied when
signal restoration is needed or when the logic function requires
signal inversion (an optimized approach).

IV. EIGHT-BIT FuLL ADDER CASE STUDY

To investigate the MRL family, an eight-bit full adder is
considered as a case study. Five different parameter sets of
memristive devices are chosen to evaluate a variety of
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Figure 6. Output degradation. (a) Output degradation as a function
of the number of logical stages. Rorr/Ron = 100. The maximum
degradation for five and ten logical stages is, respectively, 12.4% and
30.25%. (b) Output degradation as a function of the Rore/Ron ratio
for ten logical stages. The maximum degradation for a ratio of 100,
500, and 4000 is, respectively, 30.25%, 9.5%, and 1.4%. The
simulations are based on linear memristors (model 1 in Table 1).
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Figure 7. Two-input MRL XOR. (a) A schematic of MRL XOR,
consisting of one memristor-based OR, two memristor-based AND,
and two CMOS inverters, and (b) dynamic behavior of an MRL
XOR logic gate. The high voltage is 4 volts. The output voltage
degrades by approximately 15% for the input cases of (‘1', '0*) and
(o, '1%.
memristive characteristics. The primary parameters are the
linearity coefficient and the current threshold (aon, aoff, ion, and
ioff in the TEAM model [6]) varying from a linear memristor
with no threshold, i.e., the change in the resistance is linearly
dependent on the current, to a nonlinear memristor with a
current threshold. All of the other parameters are chosen to
exhibit hysteretic behavior and cannot be therefore
numerically compared to CMOS-only logic. The parameters
for the memristive devices are listed in Table 1. In this case
study, the standard cell approach and the optimized approach
are designed with 0.12 um CMOS and simulated in SPICE.
Schematics of the one-bit full adders used in this case study for
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TABLE 1. DIFFERENT PARAMETERS OF THE MEMRISTIVE DEVICES USED
IN THE CASE STUDY

Linear Linear Low Non- Highly
Device with no with non- linear non-
current current linearity linear
thresh- thresh-
Parameter old old
Parameter 1 2 3 4 5
set number
Ooff = Olon 1 1 3 5 10
ioff = -ion 100 fA 20 pA 5 pA S5 pA 10 pA
Kott = -Kon 51078 10 0.1 0.01 0.001
Ron 1kQ
Roft 100 kQ

both approaches are shown in Figure 8. The optimized
approach saves CMOS transistors (eight instead of 18 per one-
bit full adder) and vias (six instead of 18 per one-bit full
adder).

The eight-bit full adder in this case study is achieved using
eight cascaded one-bit full adders. A tradeoff between signal
integrity and minimizing the number of vias is the primary
design issue. To produce a distinct value for the output of the
eight-bit full adder (S; for i = 1, ..., 8 and Coyr), a set of
CMOS buffers is added to the circuit to amplify the output
signal. For the intermediate signals (Cour — Ci), no
constraint is placed on the signal other than to maintain the
correct logical polarity.

For parameter sets 1, 3 and 4 (memristive devices with a
relatively low current threshold), the one-bit full adder shown
in Figure 8 exhibits correct logical functionality, which
requires amplifying the signal between different bit levels.
Parameter sets 2 and 5 demonstrate a high current threshold
and are therefore more sensitive to signal degradation due to
partial switching. For these parameter sets, the circuit fails for
all CMOS compatible voltages. Hence, for parameter sets 2
and 5, buffers have been added to each one-bit full adder to
ensure correct logical behavior. The required voltage levels
and number of components for each parameter set are listed in
Table 2. The normalized power consumption® for each
parameter set is listed in Table 3.

Note from the data listed in Tables 2 and 3 that unlike most
digital applications [12], a linear memristive device with no
threshold (as in parameter set 1) is preferable. Linear
memristive devices minimize the number of connections
between the CMOS and memristive layers and reduce power.
Furthermore, the delay time of the MRL gates with linear
memristive devices is relatively small, as shown in Figure 4a.
Using nonlinear memristive devices requires a higher voltage,
slower clock, and greater area due to the additional CMQOS
buffers and vias. The high voltage significantly increases the
power consumption.

The optimized approach minimizes the delay and the
number of vias, and consumes less dynamic power as

! The power is normalized since the parameter set of the memristive
devices is not correlated to a specific CMOS process.

(b)

o) Cour

AB|Cw

Figure 8. Schematic of an MRL one bit full adder used in the case
study (S = XORI[A, B, Cin], Cout = A-B + Cin*XOR[A, B]); (a) for the
standard cell approach and (b) the optimized approach. The standard
cell approach requires 18 memristors, 18 CMOS transistors, and 18
vias. The optimized approach, however, requires 18 memristors and
only eight CMOS transistors and six vias.

TABLE 2.  SUMMARY OF CASE STUDY
Parameter Supply Number of | Number of Number
set voltage memristors CMOS of vias
[Voli] transistors
CMOS — based 1 - 288 -

Standard cell 1 144 144 144

1 1 144 160 80

2 6.5 144 228 96

3 3 144 128 80

4 4 144 160 80

5 6.5 144 256 96

TABLE 3. POWER CONSUMPTION AND ENERGY FOR CASE STUDY

Parameter set

Average power
[normalized]

Total energy
[normalized]

Standard cell approach 1 1
(for parameter set 1)
1 0.72 5.02
2 386.4 2035.1
3 22.5 167.9
4 60.8 499.2
5 354.95 2004.5

compared to a standard cell library. This approach consumes,
however, more total energy since the static power is non-zero.

V. CONCLUSIONS

The advantages of combining memristors and CMOS
transistors are shown in this paper. Memristor Ratioed Logic
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(MRL), a hybrid CMOS-memristive logic family, is described.
The compatibility of memristors and CMOS is exploited to
increase logic density. A design example is also described
saving approximately 50% in area as compared to CMOS
logic.

A linear memristive device with no current threshold is
shown to be preferable for the MRL logic family, unlike other
digital applications, where a threshold and nonlinearity are
desirable. MRL gates based on linear memristive devices are
faster, smaller, and consume less power as compared to
nonlinear memristive devices.

The Memristor Ratioed Logic family opens opportunities
for additional hybrid memristive/CMOS integrated circuit
structures to increase logic density. Although standalone
CMOS logic is preferable in terms of performance as
compared to MRL, a hybrid approach can further extend
CMOS technology and enhance computational abilities for
next generation digital integrated circuits.
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Abstract — In-memory computation is one of the most promising features of
memristive memory arrays. In this paper, we propose an array architecture that
supports in-memory computation based on a logic array first proposed in 1972
by Sheldon Akers. The Akers logic array satisfies this objective since this array
can realize any Boolean function, including bit sorting. We present a hardware
version of a modified Akers logic array, where the values stored within the array
serve as primary inputs. The proposed logic array uses memristors, which are
nonvolatile memory devices with noteworthy properties. An Akers logic array
with memristors combines memory and logic operations, where the same array
stores data and performs computation. This combination opens opportunities for
novel non-von Neumann computer architectures, while reducing power and
enhancing memory bandwidth.

Keywords: memristor, memristive systems, logic array, memory array, von
Neumann architecture, Akers logic array.

l. INTRODUCTION
Conventional computers are based on a von Neumann architecture, where separate

units process and store data. A different approach is to process data within the same
unit that stores the data (i.e., process data within memory). An illustration of both

architectures is shown in Figure 1. In this paper, a hardware version of processing


mailto:bruck,%20yaakobi%7d@caltech.edu
mailto:bruck,%20yaakobi%7d@caltech.edu
mailto:friedman@ece.rochester.edu

within memory is proposed. The proposed circuit is based on a study of rectangular

logic arrays, first proposed in 1972 by Sheldon Akers [1].

In an Akers logic array (or, in short, an Akers array), the execution of any Boolean
function is performed by flowing data across an array of primitive logic cells. The
data are transferred from each primitive logic cell to neighboring cells, as shown in
Figure 2a. The operation of an Akers array is similar to systolic array [2] and cellular
automata [19]. The primitive logic cell has three inputs and two outputs, as shown in
Figure 2b. The inputs of the primitive logic cell include two control inputs x and y and
a variable input z, which is replaced in our circuit by an internal state (i.e., the stored
data). The primitive logic cell performs a predefined logical operation f(x, y, z), which
is described below. The output of each primitive logic cell is used as control inputs x

and y of, respectively, the bottom and right neighboring primitive logic cells.

To execute any Boolean function within an Akers array, specific input values are
inserted as control inputs into the left-most column and the upper-most row. The
control input y of the left-most column is set to 1 for all rows, and the control input x
of the upper-most row is set to 0 for all columns, as shown in Figure 2a. These control
inputs along with the array structure and the function f(x, y, z) determine the Boolean
function computed by the array. The inputs to this Boolean function are the bits stored
within the array cells. The output of the Boolean function computed by the Akers
array is the output of the primitive logic cell at the bottom right of the array. It is also
possible to define multiple Boolean functions (or, alternatively, a multi-bit output) on
the same Akers array, in which case additional primitive cell outputs are used as
external functional outputs. To date, an Akers array has been treated as a
mathematical concept since the benefit of an Akers logic array with conventional
semiconductor technology (i.e., CMOS technology) is limited, as described in Section
.

The emergence of memristive technologies [3] enables the integration of
computation and memory, including logic within memory [5-6, 20-26]. The high
density of memristors and compatibility with CMOS makes an Akers array with
memristors practical. In this paper, a memristive Akers array is proposed, where the

variables z are stored within the memristive cells, and the control inputs x and y are



voltages. The proposed memristive Akers array serves as a practical example of in-

memory computation.

The design of the proposed memristive Akers array is demonstrated here by a small
example of a four by four array, producing a variety of array operations, including a
bit sorting algorithm as a case study. The rest of the paper is organized as follows. In
Section 1, background describing both the Akers array and memristors is provided.
The proposed memristive Akers array is described and evaluated in, respectively,
Sections Il and 1V, followed by a discussion of design considerations for larger
arrays in Section V. A small example of different array operations is described in
Section VI, followed by some concluding remarks in Section VII.

Il.  BACKGROUND
In this section, the theory of the original Akers logic arrays is described and the

basic principles of memristive devices are reviewed, including the model used in this

paper for evaluating the proposed memristive Akers array.

A Akers Logic Array

An Akers logic array is a two-dimensional array of identical primitive logic cells
connected in a rectangular grid, as shown in Figure 2a. The primitive logic cell in the

array is a three input logic gate that executes the logical operation,

f(x,y,2) =xzZ+ yz. (D
Note that in the original Akers array [1], four alternative logical operations that
generate the correct behavior of the array are proposed. In this paper, only (1) is used

due to the easy implementation with memristors.

The output of each primitive logic cell is transferred to the two neighboring
primitive logic cells in the array — one below and one to the right of the array. The
transferred data are the x and y control inputs of, respectively, the vertical and
horizontal neighbors, as shown in Figure 2a. The control input y of the left-most
column is set to 1 for all rows, and the control input x of the upper-most row is set to

0 for all columns.

The execution of a Boolean function is performed by organizing the contents of the
array cells according to the particular specification, and reading the functional output

from the output of the lower-right cell (or from multiple cell outputs in the case of a



Boolean function with a multiple bit output or, alternatively, multiple Boolean
functions simultaneously computed within the same array). Hence, the same array can
be used for different Boolean functions, each specifying a different organization of
inputs. Examples of several Boolean functions are illustrated in Figure 3.

Sorting of four bits {z,,z,, 25,25} is shown in Figure 3a. The binary sorting
function on n inputs is defined as the n Boolean functions fy, ..., f,—1, Where
fi(zg, o) Zn_1) = 1 if the number of "1" inputs among z,, ..., z,_ iS greater than i
(i.e., fy is the maximum value and f,,_; is the minimum of the output). For the sorting
function, each input variable of the sorting Boolean function is replicated a number of
times up to the number of inputs [1]. For example, z; is replicated four times, while

z, is replicated two times. The number of primitive logic cells is therefore Y- (i +

2
1) = =+ = where n is the number of inputs to the sorting Boolean function. The

output bits of the sorting Boolean function are placed along the diagonal of the array,

as shown in Figure 3a.

Another example for a Boolean function within an Akers array is a four-bit XOR
[1], as shown in Figure 3b. The variable inputs of the primitive logic cells are
arranged similarly to the sorting array, where the complementary value of the XOR
inputs are also stored as input variables of the primitive logic cells. The output of the
XOR operation is the output of the bottom right primitive logic cell. The number of

primitive logic cells for an n-bit XOR is n?.

Since the inputs of the Boolean function must be replicated within an array, the
number of primitive logic cells increases quadratically with the number of inputs of
the Boolean function. A CMOS Akers logic array therefore requires significant area,
making an Akers array impractical with standard CMQOS. In contrast, the density and
circuit architecture of memristive devices make the Akers array natural for memories.
A memristive Akers array within memory can be denser than standard SRAM

(without computation capabilities), as listed in Table 1.

B. Memristors

Memristors and memristive devices [3, 7] are two-port passive elements with
varying resistance. The change in the resistance of these devices depends on the

current flowing through the device (or, alternatively, the voltage across the device), as



shown in Figure 4. While in theory the change in the resistance of a memristor
depends directly on the current (or voltage), for memristive devices the dependence
can be more complicated and described by internal state variables [7]. In this paper,

the term memristor is used to describe both memristors and memristive devices.

Since 2008, numerous emerging nonvolatile memory technologies have been
connected to the theory of memristors [8-12]. These technologies are nonvolatile, fast,
dense, CMOS compatible, low power, and have high write endurance. The
compatibility of memristors with CMOS enables the use of memristors not only as

memory, but also as logic circuits [4-6, 13, 20-26].

Several models have been proposed to describe the behavior of memristors. In this
paper, the TEAM model is used [14]. The TEAM model is general and can fit
memristors from different technologies. In the TEAM model, it is assumed that a
memristor has current thresholds, o and ion, and an internal state variable x. When the
current flowing through the memristor is above the current thresholds, the memristor
changes state either from R,, to R,¢s or from R,sf to R,, depending upon the
original state and direction of the current. The voltage-current relationship and the

change in state variable are described by

v(©) = [Roy + 222 (x — 3,0 - i(o) 2)
off~*on

( i(t) orf . .

kOff ' L_ -1 'foff(x)' 0< loff <1, (3a)
dx(t) ) orr
— i(t on
dt Kon ° <ll(—) - 1) fon (), [ <i,, <O, (3b)
on

\0, otherwise, (3¢)

where Ron and Rogr are, respectively, the minimum and maximum resistance of the
memristor, Xon and X are, respectively the minimum and maximum value of the state
variable X, fon(X) and foq(x) are window functions (the TEAM window function is used
in this paper), and Ko, Kon, aofr, @and oo are fitting parameters. An example of an 1-V
curve of the TEAM model is shown in Figure 5.

I1l. PROPOSED MEMRISTIVE AKERS LOGIC ARRAY
As previously mentioned, an Akers array with conventional CMOS technology is

impractical due to the significant area requirements. The use of memristors, which are



dense and fabricated physically above the CMOS transistors, significantly reduces the

area.

The proposed memristive Akers primitive logic cell is based on the structure of
complementary memristors (or complementary resistive switches, CRS) [15, 16]. In
the proposed memristive realization of an Akers array, the input variable z is the
stored internal state of a memristor. The inputs of the executed Boolean function are
therefore treated as stored data within a memristive memory array. In this section, the

structure of the primitive logic cell is described as well as the operation of the array.

A Primitive logic cell structure

The proposed primitive logic cell realizes the logical connectivity described by (1).
The primitive cell consists of two anti-serial memristors (connected with opposite
polarity), as shown in Figure 6a. The control inputs of the primitive logic cell x and y
are voltages (logical one and zero are, respectively, a positive voltage V, and ground).
The variable input z is the stored logical state of memristor M,, which is represented
by the resistance of the device (low and high resistances are considered, respectively,
as logical one and zero). The memristor M; has the complementary logical state of
M. The stored logical state of M, and M5 are written during a write operation prior

to execution.

Ideally, the memristors can be modeled as switches, where a high resistance is an
open circuit and a low resistance is a short circuit, as shown in Figure 6b. In an ideal
model, one switch is open and the other switch is closed. If z is logical one, the switch
of z is closed and the logical value of y is transferred to the output. If z is logical zero,
the switch is open and the complementary switch is closed, transferring x to the

output.
The precise output of the primitive logic cell is the result of a voltage divider
between M, and M. The output voltage Vs is

V,—V
Y~ .R;+V, (4)

Ve =-2—=.
f " R,+R;

where R, and Rz are, respectively, the resistance of memristors M, and M3, varying

from R,, to R,¢¢. Vi and Vj, are the input voltages x and y. The output voltage V; for



different input conditions is listed in Table 2, demonstrating that, as required, the

primitive logic cell indeed executes the Boolean function (1).

B. Logic array operation

The Akers logic array is an array of primitive logic cells that can also be used as a
memory array, as shown in Figure 7. Unlike regular memory arrays, the memristive
Akers logic array can compute different Boolean functions in addition to storing data.
The computation of Boolean functions within the logic array is divided into two
stages. The initial stage is a "write" operation to the memristors. In this stage, the
initial logical state of memristors M, and M3 is simultaneously written. This stage can
be part of a regular write operation of the memory or, alternatively, an explicit
initialization prior to computing the Boolean function. In this paper, initialization of a
single primitive logic cell is evaluated. Writing to the array (e.g., addressing the
specific primitive cells within the array and parallelizing the writes) is only briefly
discussed since this process is similar in any CRS-based memory (e.g., see [16]).
Relevant adjustments (e.g., adding CMOS selectors to achieve isolation between the
primitive cells and maintain regular read and write operations), however, need to be
performed to achieve a memory integrated with an Akers logic array, as shown in
Figure 7c.

The second stage executes the Boolean function. In this stage, a low voltage is used

to ensure that the resistance of the memristors in the array does not change.

1) Stage 1 — initialization of the primitive logic cells (write)

Initialization of the logical states of M, and M is simultaneously achieved due to
the anti-serial connection of both memristors. In the complementary structure,
applying a sufficiently high voltage to both memristors switches both memristors to
different resistances, where one memristor achieves a high resistance and the other
memristor achieves a low resistance. The write procedure in a complementary pair of

memristors is shown in Figure 8.

To write a logical one to M, the resistances Myand Mz are required to be,
respectively, a low and high resistance. The write procedure therefore applies a
sufficiently positive voltage V,, to y while grounding x. To write a logical zero to M,
the write procedure applies V,, to x while grounding y, or alternatively, apply -V toy

and grounding x. At the end of the write operation, the resistance of Myand M; are



Ron and Rorg, Where the resistance of one memristor is Roy and the resistance of the

other memristor is Rogr.

2) Stage 2 — execution of the Boolean function (read)

The structure of the memristive logic array is shown in Figure 2a. The array is
similar to the structure of the original Akers logic array. In a memristive Akers logic
array, each primitive logic cell consists of complementary memristors. The x and y
control inputs are voltages, and, as in the original Akers array, the input y of the left-
most column is set to logical one (execution voltage 1}.), and the input x of the upper
row is set to logical zero (ground) for all columns. Since the output of the memristive
primitive logic cell is a voltage, the result of the logical operation for each primitive

logic cell is transferred to the neighboring cells.

To maintain correct operation of the memristive Akers logic array, the resistance of
the memristors in the array must not change during execution. The current flowing
through the memristors I, is therefore maintained lower than the threshold current of
the memristors. The current is

— |Vy_Vx| S Vr
RZ+RZ RoN+ROFF

r

< max(|i0ff|, lionl)- (5)

1V. EVALUATION OF PRIMITIVE LOGIC CELLS

In this section, the proposed memristive primitive logic cell is evaluated with 0.18
pm CMOS and simulated in SPICE. A Verilog-A TEAM model [17] is used to
simulate the behavior of the memristors.

The primitive logic cell is based on a complementary resistive switch structure. The
CRS behaves as a linear resistor with a resistance of Ron + Rorr below a certain
voltage. Above this voltage, hysteresis exists in the current-voltage curve of the CRS

[15, 16]. The current-voltage curve of the primitive logic cell is shown in Figure 9.

The primitive logic cell is evaluated with and without CMOS selectors connected to
the control inputs, x and y. The primitive logic cell drives a load capacitor of 10 fF.
The parameters used for the memristors are listed in Table 3. A schematic of the
simulated primitive logic cell is shown in Figure 10a. The results of the initializing
stage are shown in Figure 10b. The write latency of the primitive cell depends upon

the switching time of the memristor, assumed as 1.1 ns. The primitive logic cell



exhibits a write latency of 6.6 ns (six times more than the switching time of a single

memristor).

The results of the execution stage are shown in Figures 10c and 10d. The primitive
logic cell executes the correct logical behavior with degradation in the output signal.
The degradation depends upon the ratio between Rorr and Ron. The output
degradation is 0.1% without selectors (Rorr/Ron = 1000) and 4% with CMOS
selectors (for a 0.18 um CMOS process). The output degradation is discussed in the

following section.

V. OuTPUT DEGRADATION

Since memristors are passive elements, signal degradation occurs at the output of
each primitive logic cell. The degradation depends primarily on the ratio between
Rorr and Ron, Where a higher ratio reduces the degradation. The degradation limits

the size of the Akers array.

The degradation of the output signal as a function of array size is shown in Figure
11a for Akers arrays with and without CMOS selectors. The use of CMOS selectors
makes the output degradation worse since the CMOS element adds a resistance in
series. For larger arrays, the degradation is more significant and limits the size of the
sub-arrays of the memory. The degradation for different ratios of Rorr and Roy is
shown in Figure 11b. For an array composed of 128 by 128 primitive logic cells, the
minimal degradation of the output reaches 10% for Rorr/Ron = 1000. For arrays with
CMOS selector with a resistance of 1 kQ, the actual output degradation is 15%. Using
larger CMOS transistors lowers the degradation. A higher Rorr/Ron ratio enables a
larger array, where a ratio of 10,000 enables arrays of more than a million logic

primitive cells with an output degradation of 10%.

VI. TEST CASE— MEMRISTOR-BASED LOGIC WITHIN MEMORY ARRAY

To evaluate a memristive Akers array, several Boolean functions are investigated
within the array. In this section, simulation results of a two-input XOR and sorting of

four bits are presented as simple test examples.



A. Two-input XOR

The schematic and array structure of a XOR(A, B) are shown in Figure 12. The
memristive Akers array is a two by two array, consisting of eight memristors.
Initializing the array (writing the inputs to the memristors) is achieved prior to
execution. The execution is evaluated with the same parameters listed in Table 3,
exhibiting the correct output. The average and maximum output degradation are,
respectively, 20% and 31% for a two-input XOR with 0.18 um CMOS selectors (3%
without selectors). The relatively high degradation is due to the minimal size of the
CMOS selectors and the use of high voltage transistors, which have a relatively high
resistance. As previously mentioned, increasing the width of the transistors
significantly lowers the signal degradation.

The average power of the array during execution is, respectively, 6.2 pyW and 33.6
MW without and with CMOS selectors. The results for different input conditions are
shown in Figure 13. For small arrays, adding CMOS selectors does not affect the
speed of the circuit. For an array with CMOS selectors, execution is slower due to the

capacitance of the selectors.

B. Sorting of bits

To evaluate sorting of bits, a four-bit sorting Boolean function is executed within the
memristive Akers array. The memristive Akers array consists of ten primitive logic
cells (see Figure 3a) and 20 memristors. The execution is evaluated with the same
parameters listed in Table 3, showing correct output and an average output
degradation of 0.3% without CMOS selectors. The average power of the array during
execution is 1.6 pW. Results for different input conditions are shown in Figure 14.

VII. CONCLUSIONS

The proposed memristive Akers array contains a pair of complementary memristors
in each cell. The array can therefore be used as a memristive memory, where a single
bit is stored within a memristor pair rather than a single memristor [15, 16]. Each cell
also performs a primitive Boolean operation, which enables the logic functionality of
the array, as initially shown by Akers. The combination of an Akers array and
memory is promising and may lead to additional uses, as described in [18]. For
example, an Akers logic array naturally performs bit sorting which may lead to

efficient sorting of words and other data structures.



The integration of memristive memory with a logic array that executes any Boolean
function can lead to a variety of novel non-von Neumann architectures. The Akers
array architecture eliminates the memory bottleneck, reducing power and bandwidth.
Memristive Akers logic arrays may also be beneficial for image processing

applications and error correcting operations within memory.
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Figure 1. Different computer architectures. (a) von Neumann architecture —
separate memory and an ALU. (b) Processing within memory architecture
(e.g., memristive Akers array). The memory can also process data. The size of
the ALU is therefore smaller and the required memory bandwidth lower
(schematically represented by the thickness of the arrow between the
memory and the ALU).
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Figure 2. Akers logic array. (a) An example of a three by three Akers array
structure. (b) A primitive logic cell with three inputs X, y, z and two identical
outputs f(x, y, 2).
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Figure 4. Memristor symbol. The polarity of the memristor is represented by
the thick black line. When current flows into the device, the resistance of the
device increases. When current flows out of the device, the resistance of the
device decreases.
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model [14] for a sinusoidal current input with an amplitude of 17 pA and
frequency of 100 kHz. The memristor parameters are listed in Table 3.
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Figure 6. Primitive logic cell. (a) The proposed primitive logic cell using
memristors. (b) A behavioral model of the basic logic cell, where the
memristors are modeled as ideal switches.
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memory. The basic memory cell for the Akers logic array consists of two
memristors and four CMOS transistors (as selectors).
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Figure 8. Write operation of logical one to memristor M,. Due to the
complementary structure of the circuit, writing to M, and M3 is achieved
simultaneously in both memristors by applying a single voltage V\y. After the
write procedure, the resistance of M, and M7 is, respectively, Ron and Rogr.
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Figure 9. Current-voltage characteristic of the primitive logic cell for a
sinusoidal current input with an amplitude of 17 pA and frequency of 100
kHz. The circuit parameters are listed in Table 2. For a current lower than
the current thresholds iy, and ios (10 pA), the resistance of both memristors is
constant. For a current higher than the current thresholds, the resistance of
both memristors changes.



TABLE 1. AREA OF MEMORY TECHNOLOGIES

F — feature size, T — transistor, C — capacitor, and R — resistive device (memristor)

Computing

Memory Area per Cell Sequential
Technology Cell [FZ] Capabilities
SRAM 6T 140 No
DRAM 1T 1C 6-12 No
Flash 17T a No
RRAM (memristive Ves
memory, single 1R 4 [5-6, 25-26] Yes
device per cell) ’
Complementary
Yes [24 Y
Resistive Switches 2R 4-8 es [24] e
Akers Array within
2RAT 20-90 Yes No

Memory




TABLE 2. OUTPUT VOLTAGE OF PRIMITIVE LOGIC CELL FROM (4)

Vs — derived from
X y Z R~ f (4) f(x,y, 2)
0 0 0 Rorr 0 0
0 0 1 Ron 0 0
Roy
0 1 0 R -V 0
OFF Rorr +Roy "
Rorr
0 1 1 R o 4 1
o Rorr +Roy "
Rorr
1 0 0 R 14 1
OFF Rorr +Ron "
Royn
1 0 1 R 14 0
N Rorr +Roy "
1 | 1 | o Rorr v, 1
1 | 1 | 1 Ron v, 1




TABLE 3. MEMRISTOR PARAMETERS

Kon -8 m/sec
Ko 0.5 m/sec
ion -10 uA
ioff 10 uA
Xon 0
Xoff 3nm
Qon 1
Qoff 4
Ron 100 Q
Rorr 100 kQ
Vi 3V
V, 1V
CMOS CMOS 0.18 um process
Selectors W =0.42 um
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Figure 10. Initialization and execution of primitive logic cell. (a) Schematic of
the simulated circuit, (b) simulation of memristive initialization operation. V,
is the write voltage applied to the primitive logic cell (positive and negative
for, respectively, writing logical one and zero to Z), and simulation of
memristor execution operation (c) without selectors and (d) with selectors.
The simulation parameters are listed in Table 2.
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Memristor-Based Multithreading

Shahar Kvatinsky, Yuval H. Nacson, Yoav Etsion, Eby G. Friedman, Avinoam Kolodny,
and Uri C. Weiser

Abstract— Switch on Event Multithreading (SoE MT, also known as coarse-grained MT and block MT) processors run multiple
threads on a pipeline machine, while the pipeline switches threads on stall events (e.g., cache miss). The thread switch penalty
is determined by the number of stages in the pipeline that are flushed of in-flight instructions. In this paper, Continuous Flow
Multithreading (CFMT), a new architecture of SoE MT, is introduced. In CFMT, a multistate pipeline register (MPR) holds the
microarchitectural state of multiple different threads within the execution pipeline stages, where only one thread is active at a
time. The MPRs eliminate the need to flush in-flight instructions and therefore significantly improve performance. In recent
years, novel memory technologies such as Resistive RAM (RRAM) and Spin Torque Transfer Magnetoresistive RAM (STT-
MRAM), have been developed. All of these technologies are nonvolatile, store data as resistance, and can be described as
"memristors." Memristors are power efficient, dense, and fast as compared to standard memory technologies such as SRAM,
DRAM, and Flash. Memristors therefore provide the opportunity to place the MPRs physically within the pipeline stages. A
performance analysis of CFMT is compared to conventional SoE MT processors, demonstrating up to a 2X performance
improvement, while the operational mechanism, due to the use of memristors, is low power and low complexity as compared to

conventional SoE MT processors.

Index Terms — memristor; multithreaded processors; phase change memory; RRAM, STT-MRAM.

1 INTRODUCTION

Multithreading in processors have been used to im-
prove performance in a single core for the past two
decades. One low power and low complexity mul-
tithreading technique is Switch on Event multithreading
(SoE MT, also known as coarse grain multithreading and
block multithreading) [1], [2], [3], [20], where a thread
runs inside the pipeline until an event occurs (e.g., a long
latency event like a cache miss) and triggers a thread
switch. The state of the replaced thread is maintained by
the processor, while the long latency event is handled in
the background. When a thread is switched, the in-flight
instructions are flushed. The time required to refill the
pipeline after a thread switch is referred to as the switch
penalty. The switch penalty is usually relatively high,
making SOE MT less popular than simultaneous multi-
threading (SMT) [18] and fine-grain multithreading (in-
terleaved multithreading) [4]. While fine-grain MT is
worthwhile only for a large number of threads, the per-
formance of SMT is constrained in practice since the
number of supported threads is limited (e.g., two for Intel
Sandy Bridge [5]).
In this paper, Continuous Flow Multithreading
(CEMT), a novel microarchitecture, is proposed. The pri-
mary concept of CFMT is to support SOE MT for a large
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number of threads through the use of multistate pipeline
registers (MPRs). These MPRs store the intermediate state
of all instructions of inactive threads, eliminating the
need to flush the pipeline on thread switches. This new
machine is as simple as a regular SoE MT, and has higher
energy efficiency while improving the performance as
compared to regular SOE MT.

Hirst et al. extends the SoE MT to differential multi-
threading (dMT) [19], proposing up to four threads run-
ning simultaneously in a single scalar pipeline for low
cost microprocessors. CEMT takes a broader view of ad-
vanced SoE MT microarchitectures. CFMT extends SoE
MT by enabling the use of numerous threads using multi-
state pipeline registers in deep pipeline machines. CFMT
is applicable to any execution event that can cause a pipe-
line stall.

The development of new memory technologies, such
as RRAM (Resistive RAM) [6] and STT-MRAM (Spin-
Transfer Torque Magnetoresistive RAM) [7], enables
MPRs since these devices are located in metal layers
above the logic cells and are fast, dense, and power effi-
cient. These memory devices are referred to as
memristors [8], [9].

The remainder of this paper is structured as follows:
the microarchitecture of a conventional SOE MT is de-
scribed and CFMT is proposed in section 2, the MPR is
presented in section 3, emerging memory technologies
and the basic structure of a memristor-based MPR are
described in section 4, and a performance analysis for
SOE MT and CFMT is presented in section 5, showing 2X
theoretical performance improvements as compared to
conventional SOE MT. The paper is summarized in sec-
tion 6.

Published by the IEEE Computer Society
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Fig. 1. Continuous Flow Multithreading (CFMT) pipeline structure.
A set of multistate pipeline registers (MPRs) is located between
pipeline stages. Each MPR maintains a single bit of the state of an
instruction from all threads. The number of MPRs is the number of
bits required to store the entire state of an instruction in the specific
pipeline stage.

2 CONTINUOUS FLOW MULTITHREADING (CFMT)

To reduce the thread switch penalty, a new thread
switching mechanism for SOE MT is proposed. In CFMT,
pipeline registers are replaced by MPRs, as shown in Fig-
ure 1. For each pipeline stage, an MPR stores the state of
the instructions from all threads. Thus, in the case of a
thread switch, there is no need to flush all subsequent
instructions. The processor saves the state of each instruc-
tion from the switched thread in the relevant MPR in each
pipeline stage, while handling the operation of the long
latency instruction in the background. Instructions from
the new active thread are inserted into the pipeline from
the MPR, creating a continuous flow of instructions with-
in the pipeline. When no thread switching is required, the
pipeline operates as a regular pipeline and each MPR op-
erates as a conventional pipeline register. When the long
latency instruction is completed, the result is written di-
rectly into the MPR in the background. In CFMT, the
thread switch penalty is determined by the time required
to change the active thread in the MPR, i.e., the time re-
quired to read the state of the new, previously inactive
thread from the MPR. For a fast MPR, the thread switch
penalty is significantly lower than in conventional SOE
MT and the performance therefore increases significantly.

3 MuLTI-STATE PIPELINE REGISTER (MPR)

The logic structure of a multistate pipeline register
(MPR) is shown in Figure 2. Each MPR stores data for
multiple threads, one bit per thread. The total size of an
MPR is therefore n bits, where n is the maximal number
of threads. For each pipeline stage, the state of the instruc-
tion is stored in a set of MPRs with common control sig-
nals for thread management and switching. The MPR has
one active thread (the current thread) for which the data
can be read and written during operation of the proces-
sor, as in a regular pipeline register. During a thread
switch, the active thread changes while the data of the
previously active thread is maintained in the MPR. The
MPR can therefore store data for all threads running in
the machine. The time required to change the active
thread in the MPR depends on the specific circuit struc-
ture of the MPR. This time determines the thread switch
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Fig. 2. The logic structure of a multistate pipeline register (MPR).
An MPR maintains a single bit of the state of an instruction from all
threads (stores n bits of data), where only one thread is active at a
time. The MPR is synchronized by the processor clock and can
switch the active thread.

penalty of CFMT. A typical thread switch penalty in
CMEFT is in the range of 1 to 3 clock cycles, a significant
improvement as compared to SOE MT (typically 8 to 15
clock cycles).

4 EMERGING MEMORY TECHNOLOGIES

Over the past decade, new technologies have been
considered as potential replacements for the traditional
SRAM/DRAM-based memory system to overcome scal-
ing issues, such as greater leakage current. These emerg-
ing technologies include PCM (Phase Change Memory)
[10], PMC (Programmable Metallization Cell, also known
as CBRAM) [11], FeRAM (Ferroelectric RAM) [12], RRAM
(Resistive RAM) [9], and STT-MRAM (Spin Transfer
Torque Magnetoresistive RAM) [13].

While the physical mechanisms for these emerging
memory technologies are different, all of these technolo-
gies are nonvolatile with varying resistance and can
therefore be considered as memristors [8]. These emerg-
ing memory technologies are fabricated by introducing a
special insulator layer between two layers of metal which
can be integrated into a CMOS process, stacked vertically
in multilayer metal structures physically above the active
silicon transistors. This fabrication technique provides a
high density of memory bits above a small area of active
silicon. Memristive memory cell sizes are approximately 1
to 4 F2 for RRAM and 8 to 45 F2 for STT-MRAM, as com-
pared to SRAM (60 to 175 F?) and DRAM (4 to 15 F?) [14],
where F is the minimum feature size of the technology.

RRAM and STT-MRAM are both relatively fast [15].
STT-MRAM does not exhibit any endurance issues, while
it is believed that the endurance issue of RRAM will be
overcome in the near future [16]. Since memristors are
dense, fast, and power efficient, these devices are attrac-
tive for use within the processor as an MPR. The basic
structure for a set of memristor-based MPRs is shown in
Figure 3.

For a memristor-based MPR, each thread has its own
memristor-based layer, while the bottom CMOS layer is
used for the active thread running within the pipeline.
The bottom layer consists of standard CMOS pipeline
registers, compatible with CMOS logic. During a thread
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Fig. 3. Set of memristor-based multistate pipeline registers (MPRs).
Each thread has its own memristor-based layer, where every bit is
stored in a single memristor. The active thread is located in the bot-
tom CMOS layer. During regular operation of the pipeline, only the
CMOS layer is active (blue line) and all memristor-based layers are
disabled, exploiting the nonvolatility of the memristors to save power.
During a thread switch (red dashed line), the data from the CMOS
layer is written into the relevant memristor-based layer, while the
state of the new active thread is read and transferred to the next
pipeline stage.

switch, data is copied from the CMOS layer to a specific
memristor-based layer that corresponds to the previously
active thread. The data from the new active thread is read
into the next pipeline stage that receives the state of the
new thread. When no thread switch occurs, only the bot-
tom CMOS layer is active and the memristor layers are in
standby mode. It is possible to completely disable the
memristor layers and save power due to the nonvolatility
of memristors.

To determine the thread switch penalty for a
memristor-based MPR, only sensing the memristor layer
of the new active thread is considered since the copy op-
eration of the bottom CMOS layer to a memristor layer
can be masked using buffers. This latency is determined
by the read time of a memristor (sensing the data in the
memristive layer). Due to the high density of memristors,
the area overhead can be neglected (less than 0.1% of the
pipeline area for 16 active threads [23]). This overhead is
primarily due to the write mechanism and can be further
optimized by separating the read and write mechanisms.

5 PERFORMANCE ANALYSIS

The performance (in CPI - cycles per instruction) of an
SoE processor depends upon whether the number of
threads is sufficient to overlap long latency events. Two
regions of operation exist in SoE processors, depending
upon the number of threads running in the machine. The
unsaturated region is the region where the number of
threads is smaller than the number required for conceal-
ing a long latency event. The behavior of the pipeline in
this region is illustrated in Figure 4a. The analytic model
assumes that the execution behavior in the pipeline is
periodic. The period is determined by the execution of
1/ 1y instructions from the same thread, where 7, is the
average fraction of memory operations in the instruction
stream. One instruction is a long latency instruction (i.e.,
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Fig. 4. The executed instructions in the two regions: (a) the unsatu-
rated region, and (b) the saturation region. Each block is an instruc-
tion. The numbers indicate the thread number.

the instruction that triggers the thread switch; in this pa-
per, an L1 cache miss is assumed as the trigger, with a
miss penalty of P, cycles) and the remaining instructions
are low latency instructions with an average CPI of
CPligea. During execution of the long latency instruction,
other instructions from different threads run within the
machine. For these instructions, a periodic behavior is
again assumed which also triggers a thread switch. For
the unsaturated region, it is assumed that there is an in-
sufficient number of instructions to overlap the P,, cycles
required to execute the long latency instruction. The CPI
in the unsaturated region is

CPI, . -

unsat

CPLigous + Py 1y - MR (1)
b

@

where 7 is the number of threads running in the machine
and MR(n) is the miss rate of the L1 cache. Note that
CPlLyyst is limited by CPls, as determined in (2).

When a sufficient number of threads run on the ma-
chine, the long latency instruction can be completely
overlapped, and a second region, named the saturation
region, is reached. In the saturation region, the thread
switch penalty (Ps clock cycles) influences the behavior,
which effectively limits the number of threads (above a
specific number of threads there is no change in perfor-
mance). The behavior of the pipeline in the saturation
region is illustrated in Figure 4b. Assume all of the
threads exhibit the same average behavior and P, >>
CPligea/ tm (i.e., the miss penalty is significantly longer
than the execution time of the short latency instructions).
The CPI in the saturation region is

CPI,,, = CPlLyy +F, -1, -MR(n) &)

In a conventional SOE MT, the switch penalty P; is de-
termined by the number of instructions flushed during
each switch. In CFMT, however, the switch penalty is the
MPR read time T, i.e., the time required to read the state
from the MPR and transfer this state to the next pipeline
stage. In the case of a memristor-based MPR, the switch
penalty is the time required to read the data from the
memristor layer. From (2), if the value of T,, is lower than
P,, the performance of the processor in the saturation re-
gion is significantly improved, where the speedup is

CPI

r. . MR(n)
n P-T,).
ideal m - 'm ( )

+T -r -MR(n)
Note that in the unsaturated region, the exact CPI of the
CEMT is slightly better (lower) than a conventional SoE
MT processor due to the improved switch penalty. The
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Fig. 5. The IPC of the Continuous Flow MT (CFMT) as compared to
a conventional SoE MT processor (solid line). The memristor read
time, which determines the thread switch penalty, is three clock
cycles or one clock cycle. The IPC of CFMT is two times greater
(2X improvement) than a conventional SOE MT for T,, = 1 cycle for
a constant miss rate, MR = 0.25, r,, = 0.25, Ps = 20 cycles, and P, =
200 cycles. Further reductions in P, will linearly reduce the perfor-
mance improvement (e.g., for P, = 50 cycles, the improvement in
saturation performance is approximately 25%).

IPC of the proposed machine as compared to a conven-
tional SoE machine is shown in Figure 5. The proposed
machine exhibits a 2X performance improvement for a
constant miss rate when operating in the saturation re-
gion. For varying miss rates (particularly with large P,),
the behavior of the CPI is similar to the behavior reported
in [17]. Preliminary simulations have been performed on
GEMS5 [21], exhibiting a saturation performance im-
provement of approximately 50% for the SPEC MCF
benchmark [22].

6 CONCLUSIONS

In this paper, a new architecture for a multithread
processor, Continuous Flow Multithreading (CFMT), is
proposed. This architecture is based on multi-state pipe-
line registers (MPR) to save the thread state in the case of
an event (e.g., an L1 cache miss). CFMT greatly reduces
the thread switch penalty and eliminates the wasted en-
ergy of repeating instructions.

An analytic model of the performance of a conven-
tional SoE MT and the CFMT is described. It is shown
that a CFMT processor can exhibit up to a 2X perfor-
mance improvement as compared to a conventional SoE
MT. CFMT has a simple control mechanism and can
therefore maintain more threads than modern SMT pro-
cessors. The performance of the CFMT architecture is
comparable to SMT processors with lower complexity
and power consumption.

Emerging memristive technologies enable low power
MPRs that can maintain a large number of threads in the
same area of the regular pipeline registers. The
memristor-based MPR demonstrates the attractiveness of
memristors as a means to overcome power and perfor-
mance deficiencies of existing system structures, and
opens opportunities for novel processor microarchitec-
tures.
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Abstract—In recent years, memristive technologies, such as
resistive RAM (RRAM), have emerged. These technologies are
usually considered as replacements to SRAM, DRAM, and Flash.
In this paper, a novel digital circuit, the multistate register, is
proposed. The multistate register is different than conventional
types of memory, and is used to store multiple data bits, where
only a single bit is active and the remaining data bits are idle.
The active bit is stored within a CMOS flip flop, while the idle
bits are stored in an RRAM crossbar co-located with the flip flop.
It is demonstrated that additional states require an area
overhead of 1.4% per state for a 64 state register. The use of
multistate registers as pipeline registers is demonstrated for a
novel ~multithreading architecture -  continuous flow
multithreading (CFMT), where the total area overhead in the
CPU pipeline is only 2.5% for 16 threads as compared to a single
thread CMOS pipeline. The use of multistate registers in the
CFMT microarchitecture enables higher performance processors
(40% average performance improvement) with relatively low
energy (6.5% average energy reduction) and area overhead.

Keywords—RRAM; memristor; memristive device; flip flop;
multithreading

I. INTRODUCTION

Memristive technologies [1-3] have been proposed to
augment existing state-of-the-art CMOS circuits. One

interesting memristive technology is resistive RAM
(RRAM) [4-8]. RRAM-based memories can be integrated
with existing digital circuits to increase functionality and
system throughput. RRAM is a two terminal device that
exhibits the properties of nonvolatility and high density.
Unlike charge-based memories, information in an RRAM is
stored by modulating the material state. An RRAM cell
dissipates no static power to store a state and provides
immunity to radiation and noise induced soft errors.
Fabrication of these devices generally requires deposition of a
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thin film material. The integration of these devices with
CMOS is constrained primarily by lithographic patterning

limits. Thus memristors scale with existing CMOS
technologies.
The traditional approach of increasing CPU clock

frequency has abated due to constraints on power consumption
and density. To increase performance with each CMOS
generation, thread level parallelism is exploited with multi-
core processors [9]. This approach utilizes an increasing
number of CMOS transistors to support additional cores on the
same die, rather than increase the frequency of a single
processor. This larger number of cores, however, has
increased static power. Multithreading is an approach to
enhance performance of an individual core by increasing logic
utilization [10], without additional static power consumption.
Handling each thread, however, requires duplication of
resources (e.g., register files, flags, pipeline registers). This
added overhead increases the area, power, and complexity of
the processor, potentially increasing on-chip signal delays.
The thread count is therefore typically limited to two to four
threads per core in modern general purpose processors [11].

The high density, nonvolatility, and soft error immunity
exhibited by resistive random access memory (RRAM)
enables novel tradeoffs in digital circuit design, allowing new
mechanisms to increase thread count without changing the
static power. These tradeoffs support innovative memory
structures for novel microarchitectures. In this paper, a
memristive multi-state pipeline register (MPR) is proposed
that exploits these properties to enable higher throughput
computing. The MPR is compatible with existing digital
circuits while leveraging RRAM devices to store multiple
machine states within a single register. This behavior enables
an individual logic pipeline to be densely integrated with
memory while retaining state information for multiple
independent, on-going operations. The state information for
each operation can be stored within a local memory and
recalled at a later time, allowing computation to resume
without flushing the pipeline.

This functionality is useful in multithreaded processors to
store the state of different threads. This situation is
demonstrated in the case study of a novel microarchitecture —
continuous flow multithreading (CFMT) [12]. It is shown that
including an RRAM MPR within the CFMT microarchitecture
enhances the performance of a processor, on average, by 40%,
while reducing the energy, on average, by 6.5%. The proposed
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MPR circuit can also be used as a multistate register for
applications other than pipeline registers.

Background of RRAM and crosspoint style memories is
reviewed in Section II. The operation of the multistate register
is presented in Section Ill. The simulation setup and circuit
evaluation process are described in Section IV. A case study
examining the multistate register as a pipeline register within a
CPU is presented in Section V, followed by some concluding
remarks in Section VI.

Il. BACKGROUND

Memristors and memristor-based arrays behave differently
than standard CMOS SRAM memory arrays due to the
different properties of RRAM devices. The following section
outlines the basic operation of memristive devices and
describes memristor-based crosspoint structures.

A. Background of memristor and RRAM

Memristors [13] and memristive devices [14] behave as
resistors, where the resistance is modulated by an applied bias.
Positive and negative biases increase or decrease, respectively,
the resistance of the device. In general, a bias applied for a
longer duration produces a greater change in resistance. A
larger voltage will generally increase the speed of the
resistance change. The device may also exhibit a threshold
voltage or current, such that the resistance will change only if
the bias exceeds the threshold specific to the device
technology [15-17]. Once the bias is removed, the final
resistance of the memristor is retained without dissipating any
power.

One interesting memristive technology is RRAM, where
oxide-based materials (e.g., TaO, TiO, SiO) [18, 19] rely on
the migration of dopants to switch the resistance of a tunnel
barrier. Dopant chains form through the oxide and reduce the
thickness of the tunneling gap. An increase in the gap
thickness gives rise to an increase in the resistance of the
device while a decrease reduces the resistance. Currently,
RRAM is considered a good candidate to replace Flash
memory and is being widely investigated both in industry and
academia.

The exact behavior of RRAM devices varies for different
oxide materials. To simulate the behavior of memristive
circuits, a general device model is used — the TEAM model
[20]. In the TEAM model, the behavior of the resistive device
is represented by the following expressions,
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Figure 1. RRAM crosspoint (a) structure, and (b) an example of a
parasitic sneak path within a 2 x 2 crosspoint array.

where ko and ko, are fitting parameters, a,, and aqy are
adaptive nonlinearity parameters, iy and i,, are current
threshold parameters, fy,(x) and fu(x) are window functions,
Ron and Ropr are, respectively, the minimum and maximum
resistance of the memristor, and X,, and Xq are, respectively,
the minimum and maximum allowed value of the internal state
variable x. The window function returns a value between zero
and one and describes the rate at which the change of the state
variable becomes nonlinear near the minimum and maximum
resistance of a memristor. A Joglekar window function is used
with a p-coefficient of two [21]. An I-V curve of a memristive
device based on the TEAM model is shown in Figure 2a,
exhibiting a pinched hysteresis loop.

B. Crosspoints and nonlinearity

RRAM has the greatest density when utilized in a
crosspoint configuration. In this structure, a thin film is
sandwiched between two sets of parallel interconnects. Each
set of interconnects is orthogonal, allowing any individual
memristive device to be selected by biasing one vertical and
one horizontal metal line. In this configuration, the circuit
density is only limited by the available metal pitch. The
structure of a crosspoint is shown in Figure 1a.

Crosspoint arrays have the inherant problem of sneak path
currents where currents propagate between the two selected
lines through unselected memristors. The sneak path
phenomenon is illustrated in Figure 1b. The nonlinear 1-V
characteristic of certain memristive devices lessens the sneak
path phenomenon [22]. This nonlinearity can be achieved by
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Figure 2. I-V characteristic of a memristor for (a) a ThrEshold
Adaptive Memristor (TEAM) model with a 0.2 volt sinusoidal
input operating at a frequency of 2 GHz, and (b) resistive devices
with and without ideal cross-coupled diodes. The parameters of
the TEAM models are listed in Table 1. Voy is the on-voltage of
the diode, and Roy and Rogr are, respectively, the minimum and
maximum resistance of the memristor.

depositing additional materials above or below the memristive
thin film. Depending on the material system used for RRAM,
the nonlinearity can result from an insulator to metal transition
or a negative differential resistance [22]. From a circuits
perspective, the combined device can be modeled as a pair of
cross coupled diodes in series with a memristor, as shown in
the inset of Figure 2b. Since the rectifying structure requires
an additional thin film layer, there is no effect on the area of
the crosspoint structure.

An I-V curve of a memristive device with cross coupled
diodes is shown in Figure 2b. The high resistance of the
unselected devices reduces sneak currents and ensures that the
leakage power of the array is relatively small. Reducing sneak
currents ensures that the leakage power of the array is
relatively small. A DC analysis of the crosspoint on and off
currents is listed in Table |, where a 4 x 4 crosspoint array
with RRAM devices is DC biased at 0.8 volts. These RRAM
devices exhibit an on/off current ratio of 30. In an unrectified
crosspoint, the observed current ratio drops to less than two.
The rectified crosspoint displays a current ratio of 28.5, only
5% less than the ideal ratio of an RRAM device. Furthermore,

TABLE |. COMPARISON OF DC ON/OFF CURRENT FOR 4 X 4 CROSSPOINT

ARRAY
. Average Active
lon [MA] loss [MA] Ratio
Power [mW]
Unrectified 2.3 0.132 1.7 1.45
Rectified 0.486 0.017 285 0.201
a) b) MSU-n
Ms,, Ra A L]
ch
]
Crosspoint
Q I
Rc Out
D n SA Dy
en
— CMOS
—P>CLK Q —— A Register

Timing

Figure 3. Multistate register element. (a) Symbol of the
multistate register, and (b) block diagram with control signal
timing. The symbol is similar to a standard CMOS D flip flop
with the addition of a crosspoint array symbol.

the total power consumption is reduced by almost an order of
magnitude.

I1l.  RRAM MULTISTATE REGISTER

The multistate register is a novel circuit used to store
multiple bits within a single logic gate. The multistate register
is "drop-in" compatible with existing CMOS based flip flops.
The element utilizes a clocked CMOS register augmented by
additional sense circuitry (SA) and global memristor select
(MS) lines. The symbol and topology of the multistate register
are shown in Figure 3. Multistate registers can be used as
pipeline registers within a processor pipeline, as shown in
Figure 4 and further explained in Section V.

The MS lines select individual RRAM devices within the
crosspoint memory co-located with the CMQOS register. A
schematic of the proposed RRAM multistate register is shown
in Figure 5a. The signals W, and R, are global control
signals that, respectively, write and read within the local
crosspoint memory. Signal A sets the CMOS register into an
intermediate state that facilitates writes and reads from the
crosspoint. An individual RRAM device is selected using a set
of global MS lines. Local writes to the RRAM crosspoint are
controlled by the master stage within the register. The gates
within the slave stage of the CMOS register are reconfigured
to provide a built-in sense amplifier to read the RRAM
crosspoint array [23]. The overhead of the additional circuitry
(shown in Figure 3) is relatively small (see Section IV.B).
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conventional pipeline register and time multiplexes the stored states.

The multistate register primarily operates as a CMOS
register. In this mode, the structure behaves as a standard D
flip flop, where a single bit is stored and is active while the
idle states are stored within the RRAM crosspoint array. When
global control circuitry triggers a change of the pipeline state
(e.g., for a pipeline stall or context switch), the circuit stores
the current bit of the register and reads out the value of the
next active bit from the internal RRAM-based storage.
Switching between active bits consists of two phases. In the
first half of the cycle, an RRAM write operation stores the
current state of the register. During a write operation, the
transmission gate A disconnects the first stage from the
following stage, isolating the structure into two latches. The
input latch stores the currently evaluated state, while the
output latch stores the data of the previous state. Once We,
goes high, the input latch drives a pair of multiplexors that
write the currently stored state into the RRAM cell selected by
the global MS lines. The active devices during the write phase
are shown in Figure 5b. The write phase may require more
than half a cycle depending upon the switching time of the
RRAM technology. During the second half of the clock cycle,
the new active bit is selected within the resistive crosspoint
array and sensed by the output stage of the CMQOS D flip flop.
During a read operation, the globally selected row is grounded
through the common node N;,. The voltage on the common
line Ny is set by the state of the RRAM cell. To bias the
RRAM cell, the common line is connected through a PMOS
transistor to the supply voltage Vpp. The voltage is sensed at
the output of M;. If Re, is set high, M; to Ms reconfigure the
last inverter stage as a single ended sense amplifier [12], and
the crosspoint array is read. The active devices during the read
phase are shown in Figure 5c.

The physical design of the multistate register can be
achieved by two approaches. RRAM devices can be integrated
between the first two metals, as illustrated in Figure 6a, or the
RRAM can be integrated on the middle level metal layers, as
shown in Figure 6b. The middle metal layer approach allows
the RRAM to be integrated above the CMOS circuitry, saving
area. A standard cell floorplan is shown in Figure 7b, where a
dedicated track is provided for the RRAM interface circuitry.
This dedicated track runs parallel to the CMOS track. The
addition of this track wastes area in those cases where
multistate registers are sparsely located among the CMOS
gates. Additional routing overhead increases the area required
to pass signals around the crosspoint array.

The approach illustrated in Figure 7a, where the RRAM is
integrated on the lower metal layers, requires slightly more
area but is compatible with standard cell CMQOS layout rules.
Fabrication on the lower levels maintains standard routing
conventions, where the lower metal layers are dedicated to
routing within the gates, and the middle metal layers are used
to route among the gates.

IV. SIMULATION SETUP AND CIRCUIT EVALUATION

The multistate register has been evaluated for use within a
high performance microprocessor pipeline. The latency,
energy, and area of the register are described in this section as
well as the sensitivity to process variations.

A. Latency and energy

The latency and energy of an MPR are dependent on the
parameters of an RRAM device and the CMOS sensing
circuitry built into the MPR. The RRAM device is modeled
using the TEAM model [20] based on the parameters listed in
Table Il. The parameters of the resistive device are chosen to
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Figure 5. Proposed RRAM multistate pipeline register. (a) The complete circuit consists of a RRAM-based crosspoint array above a CMOS-
based flip flop, where the second stage (the slave) also behaves as a sense amplifier. The (b) write and (c) read operations of the proposed

circuit.

incorporate device nonlinearity into the 1-V characteristic, as
shown in Figure 2b and described in Section IlIA. The
multistate register is evaluated across a range of internal cross
point sizes (e.g., different number of states per register). The
resistance of the device is extracted from [22]. The transistor
and cell track sizing information is from the FREEPDK45
Standard Cell Library [24] and scaled to a 22 nm technology.
Circuit simulations utilize the 22 nm PTM CMOS transistor
model [25]. The RRAM and diode device parameters are
listed in Table 1I. Standard CMOS timing information for the
register is listed in Table Ill. The read operation requires 28.6
ps, equivalent to a 16 GHz clock frequency (the read operation
is less than half a clock cycle). The register operates primarily
as a CMOS register and only accesses the RRAM crosspoint
array to switch between idle and active pipelines states. Note
that the eight row by eight column crosspoint array is small as
compared to large scale memory crosspoint arrays, and
therefore places a small electrical load on the sensing
circuitry. Hence, the read operation is relatively fast and does
not limit the operation of the multistate register.

The performance of the multistate register is limited by the
switching characteristics of the RRAM device. To maintain

high performance, the desired RRAM devices must be
relatively fast [29]. These characteristics are chosen to achieve
a target write latency of a 3 GHz CPU. As mentioned in
Section II, the RRAM write operation occurs sequentially
prior to the read operation. Due to the sequential nature of the
multistate register access to the RRAM array, a half cycle is
devoted to the read operation.

The energy of the multistate register depends upon the
RRAM switching latency, as listed in Table 1V. E gy.nigh and
Enigh-Low are the energy required to switch, respectively, to R
and R,, for a single device write to the multistate register
crosspoint array. Since the switching time of the memristor
dominates the delay of a write to the multistate register, E g
migh and Epigh.ow increase linearly as the switching time
increases. Note that the read energy only depends on Roy and
Rore and is therefore constant for different switching times.
The read energy, however, depends on the size of the
crosspoint (i.e., the number of RRAM devices), as listed in
Table V.
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Figure 7. Planar floorplan of MPR with lower metal and upper
metal RRAM layers. The RRAM array is not marked in this
figure since it is located above the CMOS layer and has a smaller
area footprint.

B. Layout and physical area

The energy and latency of an MPR are dependent on both
the parameters of an RRAM device and on the CMOS sensing
circuitry built into the MPR. An individual crosspoint RRAM
cell is 0.001934 um? (4F2, where F is the feature size). The
layout of the proposed RRAM multistate register is shown in
Figure 8. The layout of the multistate register is based on 45
nm design rules and scaled to the target technology of 22 nm.
The number of RRAM devices within a crosspoint array is
scaled from four devices to 64 devices. The MPR is evaluated
for both the middle metal and lower metal approaches, as
described in Section Ill. The physical area is listed in Table
V1.

The transistors required to access the crosspoint, as shown
in Figure 8, dominate the area overhead of both the lower
metal and middle metal multistate register. Due to the
relatively small on-resistance of the RRAM devices, the
access transistor needs to be sufficiently large to facilitate a
write operation. Additionally, CMOS transmission gates are
used to ensure that there is no threshold drop across the pass
transistors. As a result, the area of the crosspoint memory is
only a small fraction of the area overhead of the multistate

TABLE Il. MEMRISTOR AND DIODE PARAMETERS

Ron [kQ] 0.5
Rorr [kQ] 30
Kon -0.021-0.07
Koft 0.0021-0.007
Olon.off 3
ion [MA] -1
ioft [MA] 1
Von (diode) [V] 0.5
Rout (diode) [Q] 1

TABLE Ill. ACCESS LATENCY OF A 16 BIT MPR

Clock to Q [ps] 11.2
Setup Time [ps] 13.2
RRAM Read [ps] 28.6

TABLE IV. WRITE LATENCY AND ENERGY OF A 16-BIT MULTISTATE

REGISTER
Write Time
[cycles @ 3 GHZ] 05 15 25 35 45
ELow-righ [fJ] 2.24 5.26 8.3 10.49 13.23
Enigh-Low [F] 3.78 10.33 16.89 235 30.08

TABLE V. READ ACCESS ENERGY OF RRAM

States per Mutistate Register 4 States 16 States 64 States
Eread.off [fJ] 1.6 2.2 35
Eread,On [fJ] 033 041 071

register. Note that alternative RRAM technologies with a
higher Ro, supports smaller transistors and reduced area.
Under these constraints, the most area efficient structure is a
64 bit array, as the overhead per state is, respectively, 0.08
pm? for the lower metal approach and 3.75 pm? for the middle
metal approach.

As shown, the middle metal register requires less area
than a lower metal multistate register. As described in Section
1l and depicted in Figure 8b, the middle metal register
requires an additional track dedicated to the control transistors
within the crosspoint array. Positioning the crosspoint array
over the register also adds complexity as the upper metal
layers can no longer be used to route signals above the
multistate register.

C. Sensitivity and device variations

The built-in sense amplifier circuit senses the RRAM
based on a threshold voltage. Any voltage above the threshold
of the registers produces a logical zero at the output, and any
voltage below the threshold produces a logical one. Similar to
digital CMOS circuits, the structure is tolerant to variability in
the RRAM resistance. To evaluate the sensitivity of the circuit
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Figure 8. Physical layout of 64 state MPR within the crosspoint
array on (a) lower metal layers (M1 and M2), and (b) upper metal
layers (M2 and M3) above the D flip flop.

TABLE VI. MPR AREA

Area Overhead Qe
] | e | PO
CMOS Register 8 ) )
(1 state)
e MPR 4 states 55 96.2% 24%
% g MPR 16 states 6.3 126.5% 8%
MPR 64 states 8.1 192.5% 3%
© MPR 4 states 3.9 39.3% 9.8%
g g MPR 16 states 43 53.6% 3.3%
MPR 64 states 52 85.7% 1.3%

to variations, the nominal Ry, is varied from 0.35 to 0.65 kQ.
This range produces a maximum and minimum change of +2
mV in the voltage input of the sense amplifier. For 21 kQ >
Rorr < 39 kQ, a voltage ranging from -40 mV to +26 mV is
produced. Both ranges represent a 30% variation in the device
resistance of Ry, and Ry In these cases, the correct output
state is read out, indicating a high degree of tolerance to
variations in the RRAM resistance.

The RRAM circuit can tolerate an Ry, of up to 12 kQ
before the circuit produces an incorrect output. In a 64 bit
multistate register; this behavior corresponds to an increase in
the RRAM read delay from 78 ps to 476 ps. With increasing
Ron, the sense amplifier no longer generates a full range signal
at the output, dissipating static energy. Much of this increased
delay is due to the device operating near the switching
threshold of the sense amplifier.

As Ry varies from 30 kQ to 300 MQ, the performance of
the circuit improves due to two effects. As the resistance
increases, the voltage at the sense amplifier input also
increases, placing the transistor into a higher bias state, which
lowers the delay of the sense amplifier. Additionally, the large

TABLE VII. SOE MT AND CFMT PROCESSOR CONFIGURATIONS

Switch on RRAM-based
Event CEMT
Number of pipeline stages 10
CMOS process 22 nm
Clock frequency [GHz] 3
Switch penalty [cycles] 7 1to5
L1 read/write latency [cycles] 0
L1 miss penalty [cycles] 200
Data L1 cache configuration 32 kB, 4 way set associative
Instructi_on Ll. cache 32 kB, 4 way set associative
configuration
Branch predictor Tournament , Ishare 18kB/gshare 8kB

TABLE VIII. PERFORMANCE SPEEDUP FOR DIFFERENT MPR WRITE
LATENCIES AS COMPARED TO SWITCH-ON-EVENT MULTITHREADING
PROCESSOR FOR CPU SPEC 2006

Benchmark MPR Write Latency [clock cycles]
1 2 3 4 5
libquantum 135 (128 | 121 1.15 1.09
bwaves 122 | 1.15 | 1.08 1.04 1
milc 147 | 1.26 | 1.18 111 1.06
zeusmp 185 | 159 | 140 1.29 1.21
gromacs 153 132|121 1.17 1.14
leslie3d 1.67 | 148 | 1.33 1.22 1.15
namd 140 | 1.24 | 115 1.08 1.04
soplex.pds-50 135 (128 | 121 1.16 1.1
Ibm 15 | 131 ] 1.2 1.12 1.08
bzip2.combined 113 | 1.1 | 1.08 1.05 1.03
gcc.166 135 ] 128 | 1.21 1.15 1.09
gobmk.trevorc 13 | 124 | 119 1.14 1.09
h264ref.foreman_baseline | 1.06 | 1.02 1 1 1
GemsFDTD 145 | 13 | 118 1.08 1.04
hmmer.nph3 118 | 114 | 1.11 1.07 1.04
soplex.ref 1.7 | 142 | 1.29 1.19 1.1
gcce.c-typeck 133 | 1.26 | 1.21 1.15 1.1
gobmk.trevord 129 | 1.23 | 1.18 1.13 1.08
Average 140 | 1.27 | 1.19 1.13 1.08

TABLE IX. ENERGY AND AREA EVALUATION FOR CFMT TEST CASE

SvI\gtch on RRAM-based CFMT | Difference
vent
9,1 @ 1 cycle penalty -91.7%
Thread 19.1 @ 2 cycle penalty -82.6%
switch 109.9 29.2 @ 3 cycle penalty -73.4%
energy [pJ] 38.4 @ 4 cycle penalty -65.1%
48.2 @ 5 cycle penalty -56.1%
Processor
area 123.276 126.426 2.55%
[mm~2]

resistance of the sensed RRAM device prevents the sense line
within the crosspoint array from dissipating charge,
maintaining a high voltage at the input of the sense amplifier.
Counterintuitively, this effect lowers the delay when Ry is
greater than 30 MQ. Due to the interplay of Ry, and Ry, a
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TABLE X. ENERGY PER INSTRUCTION FOR VARIOUS CPU SPEC 2006 BENCHMARK APPLICATIONS

CFMT
SOE MT RRAM MPR — various thread switch latencies
Benchmark .
[pJ/inst.] 1 cycle 2 cycles 3 cycles 4 cycles 5 cycles
[pJ/inst.] [pJd/inst.] [pJd/inst.] [pJd/inst.] [pJd/inst.]

libquantum 15.17 14.12 14.29 14.46 14.63 14.80
bwaves 19.63 18.83 19.03 19.25 19.42 19.42
milc 24.51 22.61 23.23 23.47 23.74 24.11
zeusmp 21.10 18.04 18.62 19.19 19.18 19.95
gromacs 30.16 27.94 28.62 29.05 29.23 29.34
leslie3d 27.27 24.72 25.20 25.68 26.08 26.39
namd 22.90 21.42 21.91 22.21 22.50 22.65
soplex.pds-50 17.62 16.52 16.71 16.88 17.03 17.20
lbm 22.54 20.29 20.90 21.36 21.76 21.94
bzip2.combined 21.86 21.44 2151 21.65 21.65 21.72
gcc.166 19.37 18.32 18.49 18.66 18.83 19.01
gobmk.trevorc 23.05 22.15 22.28 22.71 22.56 22.71
h264ref.foreman_baseline 25.95 25.27 25.35 25.50 25.69 25.76
GemsFDTD 23.89 21.88 22.43 22.99 23.36 23.49
hmmer.nph3 24.27 23.65 23.75 23.84 23.84 24.04
soplex.ref 21.92 19.47 20.04 20.44 20.80 21.17
gcc.c-typeck 19.94 19.16 19.12 19.27 19.43 19.58
gobmk.trevord 22.73 21.71 21.87 22.40 22.25 22.40
Average 22.44 20.97 21.30 21.61 21.78 21.98

delay tradeoff therefore exists between the average resistance
of the RRAM technology and the resistive ratio of the device.

The gain and offset of the sense amplifier have a small
effect on the circuit performance. A higher sense amplifier
gain improves the tolerance of the sense circuit to variations of
the RRAM device. An offset voltage shifts the reference
threshold voltage, but must be comparable to the supply
voltage (0.3VDD or more) before the circuit performance is
affected.

V. MULTISTATE REGISTERS AS MULTISTATE PIPELINE
REGISTER FOR MULTITHREAD PROCESSORS — A TEST CASE

Replacing CMOS memory (e.g., register file and caches)
with non-volatile memristors significantly reduces power
consumption. Multithreaded machines can exploit the high
density and CMOS compatibility of memristors to store the
state of the in-flight instructions within a CPU with fine
granularity. Hence, using memristive technology can
dramatically increase the number of threads running within a
single core. This approach is demonstrated in this test case,
where RRAM multistate registers store the state of multiple
threads within a CPU pipeline.

In continuous flow multithreading [12], the multistate
registers are used as MPRs to store the state of multiple
threads. A single thread is active within the pipeline and the
instructions from the other threads are stored within the
MPRs. The MPRs therefore eliminate the need to flush
instructions within the pipeline, significantly improving the
performance of the processor, as illustrated in Figure 9.

To exemplify this behavior, the performance and energy of
a CFMT processor with the proposed RRAM-based MPRs
have been evaluated [26]. To evaluate the performance, the

GEMS5 simulator [27] is extended to support CFMT. The
energy has been evaluated by the McPAT simulator [28]. The
simulated processor is a ten stage single scalar ARM
processor, where the execution stage operates at the eighth
stage. The performance and energy of the CFMT processor are
compared to a switch-on-event (SoE) multithreading processor
[30], where a thread switch occurs for each long latency
instruction (e.g., L1 cache miss, floating point instructions),
causing the pipeline to flush. The characteristics of the
evaluated processors are listed in Table VII. The energy is
compared to a 16 thread processor (i.e., with an MPR storing
16 states) which is a sufficient number of threads to achieve
the maximum performance for most benchmark applications.

The performance of the processors is measured by the
average number of instructions per clock cycle (IPC), as listed
in Table VIII. The average speedup in performance is 40%. A
comparison of the thread switch energy is listed in Table IX.
The average energy per instruction for various CPU SPEC
2006 benchmarks is listed in Table X, where the average
reduction in energy is 6.5%. The area overhead for a 16 thread
CFMT as compared to an SoE is approximately 2.5%, as listed
in Table IX.

For the CFMT configuration described herein, the
simulations show that 16 threads are sufficient to achieve the
maximum performance for the vast majority of SPEC CPU
2006 benchmarks. Alternate configurations with many long
latency events or different machines may benefit from
additional states.

Physically, a linear increase in the number of rows and
columns within the crosspoint array generates a quadratically
increasing number of states and physical area, increasing the
efficiency of the crosspoint array. A small increase in the
number of rows and columns supports many more threads.
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Figure 9. lllustration of different multithreading techniques with four threads (marked by the number). All processors run the same four
threads as shown in (e). The latency of the 'white' and 'shaded' instructions is, respectively, a single clock cycle and ten clock cycles. For a
(a) switch-on-event multithreaded processor, the long latency instruction that triggers a thread switch is the shaded instruction and the
thread switch penalty is five clock cycles due to the pipeline flush. For continuous flow multithreading, the thread switch penalty depends
upon the read and write times of the multistate register, and is lower than traditional switch-on-event processors. The different thread
switch penalties illustrated in this example are (b) zero for an ideal multistate register, (c) one clock cycle, and (d) two clock cycles. The
performance (measured by the instructions per cycles) in this example is (a) 7/12, (b) 1 (71% improvement as compared to switch-on-
event), (c) 0.83 (43% improvement), and (d) 0.67 (14% improvement) [12].

However, as previously mentioned, 64 states is sufficient for
most applications. ACKNOWLEDGMENTS
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On the In-Die 3D Integration of Memory in CMOS Metal Layers and
Its Implications on Processor Microarchitecture

Abstract

Over the recent years, new memory technologies such as
RRAM and STT-MRAM have emerged. These non-volatile
technologies have primarily been studied as replacement
for flash, DRAM, and SRAM.

In this paper, we take a different approach and explore the
tight integration of CMOS logic with emerging memory
technologies inside the CMOS die. The physical properties
of these emerging technologies allows them to be inte-
grated into the metal layers of a CMOS die without requir-
ing precious real-estate on the die's single transistor layer.
As current CMOS technology offers about a dozen metal
layers on top of a single transistor layer, such tight integra-
tion provides logic with extremely fast access to abundant
memory resources. We refer to the tight integration of
memory and logic as memory-intensive architecture.

We present the multi-state register as a building block for
memory-intensive architectures stores multiple shadowed
values for a single register in the metal layers of the die.
Finally, we examine the implications of memory-
intensive architecture on processor microarchitecture. We
construct an in-order pipeline using the proposed multi-
state register as pipeline registers and demonstrate how the
use of multistate pipeline registers in this microarchitecture
eliminates the need to flush the pipeline upon a thread
switch in Switch-on-Event (SoE) multi-threading machines.
We show that the resulting continuous flow multi-threading
(CFMT) microarchitecture outperforms a traditional SoE
design by 32% while consuming 8.5% less energy, thereby
significantly increasing the performance to energy ratio.

Keywords  Memristor, memristive device, STT-MRAM,
PCM, RRAM, multithreading, CFMT, Memory Intensive
Computing

1. Introduction

Emerging of nonvolatile memory technologies, such as
RRAM [1-2] and STT-MRAM [3], offer high speed, high
density, and low power memories, whose endurance is
expected to reach that of SRAM and DRAM [4-5]. These
technologies represent logical state as resistance on a con-
ductor (variadic resistance for RRAM; switchable on/off
modes for STT-MRAM) and, despite their use of different
materials and physical properties, can be collectively refer
to as memristive devices, or memristors® [6-9].

! Although the use of the term memristor for these emerging
memory elements is still under debate [9], we use it in this paper

One interesting shared characteristic of these emerging
memory technologies is that they are fabricated between
two layers of metal. Existing CMOS-based dies are com-
posed of a single layer of CMOS transistors with multiple
metal layers stacked on top. The metal layers are etched to
compose the wires that route the connections between the
transistors on the CMOS layers, and modern processors
may include up to a dozen metal layers [10]. Nevertheless,
the metal layers are not fully utilized in many areas of the
die.

In this paper, we propose in-die stacking of memory on
top of logic by fabricating memristors in the metal layers of
the die. The integrated memory-intensive architecture pro-
vides tight integration of logic with dense memory
(memristors can be stacked on several layers to further
increase density). This integration presents logic with fast
access to abundant memory resources.

To make efficient use of memory-intensive architecture,
we present the multi-state register. The multistate register
extends a CMOS register with multiple shadow values
stored in the memristor layers above. While logic can oper-
ate regularly on the active value stored in the CMOS layer,
the active value can be switched with any of the shadow
values within a single cycle. This building block thus pro-
vides a promptly switchable, multi-context state element.
We have designed RRAM-based multistate registers using
SPICE, including its physical layout, and present its per-
formance, area, and energy characteristics.

Finally, we explore the implications of memory-
intensive architecture on processor microarchitecture by
replacing the pipeline registers in an in-order, switch-on-
event (SoE), multi-threaded pipeline with multistate regis-
ters. The resulting continuous flow multi-threading
(CFMT) pipeline can store multiple in-flight pipeline con-
texts. On a thread switch, the CFMT pipeline simply
switches contexts in all multistate pipeline registers, there-
by eliminating the need to flush the pipeline on every
thread switch. We have implemented the CFMT pipeline
using a modified gem5 simulator and show that it achieves
high performance, while keeping the complexity and ener-
gy low as conventional SoE. Specifically, CFMT improves
performance to energy ratio by an average of 44% (up to a
116% for floating point benchmarks) over an SoE pipeline.

to refer to any device that is nonvolatile, dense, and resistance-
based.



In summary, this paper makes the following contribu-
tions:

e Introduces the tight integration of logic with memristive
memories by embedding memristors in the metal layer.

e Presents the multistate register as a building block for
memory-intensive architecture.

¢ Explores the implications of memory-intensive architec-
ture on processor microarchitecture through the evalua-

tion of the continuous flow multithreading pipeline.

The rest of the paper is organized as follows: emerging
memory technologies and the concept of memory intensive
architecture are described in section 2. The multistate regis-
ter is presented in section 3, following a case study of its
integration in multithreaded processors in section 4. The
performance and energy of CFMT are evaluated, respec-
tively, in sections 5 and 6, following concluding remarks in
section 7.

2. Stacking Memory Inside the Die

Emerging memory technologies are fabricated in the
metal layers and can be integrated into a CMOS process,
above the active silicon transistors, as shown in figure 1. In
this section, we present how the integration into CMOS
enables memory intensive architectures. This section then
surveys the most promising emerging memory technologies
and confronts their current status with the underlying
assumptions regarding nonvolatility, relatively fast write
and read (similar speed as an SRAM), practically unlimited
write endurance, low energy, high density (stacked above
the silicon transistors), good scalability, and compatibility
with standard CMOS processes.

2.1 In-Die Integration

All emerging memory technologies are located on top of
the silicon layer and can therefore be integrated with
CMOS transistors right above them. This concept is illus-
trated in figure 1, where the emerging memory technolo-
gies (marked as 'memristors' in the figure) stacked in two
layers as oxides sandwiched between two layers of metal.
In this illustration, the memory devices are located between
metal 3 and 4, and between metal 4 and 5. The memory
devices can be located between any other metal layers as
shown in section 3. The size of each of each memory de-
vice depends on the width of the metal wires, and is usually
the minimal feature size of the technology. Emerging
memory devices are therefore the smallest possible devices
in each technology (usually the area of a single device is
considered to be 4F“, where F is the feature size) allowing
dense memories.

There are several memory cell structures. RRAM can be
implemented as a crossbar structure, achieving a high den-
sity since the memory cell consists of only a single resistor.
Using several stacked layers can further increase the densi-
ty. Crossbars, however, suffer from the sneak path phe-
nomenon [11], which increases power consumption and
complicates the read process. To reduce the sneak path,
nonlinearity is added by depositing additional materials
above or below the memristive thin film, with no change in
the density [12]. Alternatively, a transistor can be added to
the memory cell as a selector, reducing the density of the
memory array since transistors are usually larger in their
area as compared to the emerging memory devices.

Metal5
Memristor Memristor Memristor Memristor Via
Metal4
Memristor Memristor Memristor Memristor Via
Metal3
Via Via
Metal2
Via Via
Metall [ |

Figure 1: Physical structure of memory cells (memristors)
on top of CMOS transistors. The memristors are located
between metal lavers 3 and 4, and 4 and 5.

2.2 Memory Intensive Architectures

A straightforward way is to use emerging memory tech-
nologies as improved replacements for existing memory
technologies, and benefit from the improved characteristics,
e.g., higher density, no leakage, and high endurance. Using
these technologies as SRAM replacements greatly increases
on-die memory.

Standardization of emerging memory technologies has,
however, implications for processor microarchitecture
beyond conventional memory hierarchy. Emerging memory
technologies can be used to enhance performance and de-
crease energy in memory intensive architectures [13],
where processors are abundant with nonvolatile, fast
memory, located on-top of the logic.

The additional memory increases the capacity of other
elements within the processor, such as branch predictors,
instruction queues, prefetching structures, reorder buffers,
and other buffers. Additional memory elements can also be
used to store data, which currently is not stored due to the
limitations of conventional technologies. For example, the
results of previously executed instructions can be stored for
instruction reuse, to provide hardware memoization [14].
The states of different instructions for multiple threads can
also be stored to enhance the performance of multithreaded
processor as the case study presented in this paper.

2.3 Background on Emerging Memory Technologies
2.3.1 RRAM

Resistive Random Access Memory (ReRAM or
RRAM) is based on dielectric materials - normally insula-
tors - which can increase the conductance through a fila-
ment or conduction path, when a sufficiently high voltage
is applied to the device for a sufficiently long time. This
phenomenon is called resistive switching [1]. There are
numerous types of materials that exhibit resistive switch-
ing, including binary transition metal oxides (e.g., TiO,,
NiO), chalcogenides (e.g., Ge,Sh,Tes, AglnShTe), and
solid-state electrolytes (e.g., GeS, GeSe). A physical sche-
matic of a TiO, device is shown in Figure 2a.

Recently, Panasonic debuted a commercial RRAM
product [15] for microcontrollers. The first commercial
flash replacements are planned for 2015 [2]. Prototypes of
RRAM demonstrate superiority over flash memories [16-
17] and certain resistive switches exhibit comparable prop-



Emerging Commercialized
RRAM PCM STT-MRAM CBRAM FeRAM SRAM DRAM Flash HDD
Reciprocal Density [F*] <4 4-16 20-60 6 6 140 6-12 4 2/3
Energy per bit [pJ] 0.1-3 2-25 0.1-2.5 2 2 0.0005 2 120 1-10-10°
Read time [ns] 0.1-10 10-50 10-35 50 50 0.1-0.3 10 2.510% 5-8-10°
Write time [ns] 0.1-10 50-500 10-90 50 75 0.1-0.3 10 10° 5-8-10°
Retention Years Years Years Years Years As long as voltage applied 64 msec Years Years
Standby power Zero Zero Zero Zero Zero Cell leakage Refresh Zero ~1wW
power
Non-volatility Yes Yes Yes Yes Yes No No Yes Yes
Write endurance [cycles] 10" 10° 10 10° 10" >10" >10" 10°-10° 10*
Present density 32 Gh 8 Gb 64 Mb 16 Gb 128 Mb 2-8 MB 8 GB 256 GB >1TB
Multi-level Yes Yes No Yes No No No Yes No

Table 1: Comparison of different memory technologies. The data is from [15-26], [46-50].
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Figure 2: Different emerging memory devices. (a) A TiO,
resistive RAM (RRAM) device and (b) Spin-Transfer
Torgque Magnetoresistive RAM (STT MRAM) cell.

erties to SRAM and DRAM [4, 18]. The properties of
RRAM devices vary for different materials. Some materials
are relatively fast. Tantalum oxide memristors, for exam-
ple, can switch in approximately 100 picoseconds [19].
Although the endurance of RRAM is limited, it is consider-
ably higher than flash (10" as compared to 10° to 10° in
flash), and will improve substantially in the near future, as
required by caches and main memory [4]. The energy re-
quired to change the resistance of the device remains rela-
tively high as compared to other memory technologies [18]
but data retention does not consume static energy. As ex-
plained in section 2.1, the density of RRAM can be maxi-
mal for crossbars memories. Note that a single RRAM cell
can store more than one bit, which further increases densi-

ty.
232 STT-MRAM

Spin-Transfer Torque Magnetoresistive RAM (STT-
MRAM) is a device usually consisting of two ferromagnet-
ic metals with an oxide between the metal layers [3]. One
metal has a fixed magnetic field and the other metal has a
varying magnetic field, which changes according to the
direction of the electric current flowing through it. When
the two magnetic fields are parallel (in the same direction),
the resistance of the device is relatively small. When the
two magnetic fields are anti-parallel (in opposite direc-
tions), the resistance of the device is relatively high. Since
there are only two stable states (parallel and anti-parallel),
STT-MRAM behaves as a simple binary memory, and a

single device cannot store more than a single bit. A physi-
cal schematic of an STT-MRAM cell is shown in figure 2b.
STT-MRAM is relatively fast (around 1 nsec write
time) and has unlimited write endurance [5]. STT-MRAM
suffers, however, from a low ratio between the high and
low resistance, making it difficult to sense the data with
process variations. The read and write energy of STT-
MRAM is similar to the energy of RRAM. STT-MRAM
cells require a transistor as a selector and their size is there-
fore characterized by the size of the CMOS transistor. Re-
cently, Everspin Technologies, a spinoff of Freescale, an-
nounced the first commercial STT-MRAM memory. For
this product, the read and write times are 35 nsec, with
unlimited write endurance and capacity of 64 Mb [20].

2.3.3 Shared Properties of Practical Emerging
Memory Technologies

There are several additional emerging memory technol-
ogies that share similar properties as the aforementioned
technologies [21], such as Phase Change Memory (PCM)
[22-24], Ferroelectric RAM (FeERAM or FRAM) [25] and
Programmable Metallization Cell (PMC or CBRAM, some-
times considered as a specific type of RRAM) [26]. The
properties of the emerging memory technologies described
in this paper as well as conventional memory technologies
are listed in Table 1.

Emerging memory technologies are still relatively slow
as compared to SRAM. RRAM and STT-MRAM devices,
however, have been demonstrated to exhibit relatively low
write latencies, similar to SRAM. The write endurance of
STT-MRAM and FeRAM s practically unlimited as de-
sired for SRAM and DRAM replacement. Although the
write endurance of RRAM is relatively high, it is still not
sufficient to replace SRAM and DRAM. It is, however,
expected that the write endurance reach that of SRAM [4].

Due to their nonvolatility, there is no leakage in emerg-
ing memory technologies. The dynamic energy per bit for
emerging memory devices is, however, considerably higher
than the energy per bit for SRAM. Since leakage power
dominates in an SRAM cache, the total power dissipation
for RRAM and STT-MRAM is lower than for SRAM. For
example, STT-MRAM cache dissipates 60% less power
than an SRAM cache with similar area [27].

RRAM and STT-MRAM are therefore candidates for
SRAM replacements and are attractive technologies for use
within a processor and fulfill the aforementioned require-
ments. Other technologies could also be used within a pro-
cessor if speed, energy, endurance, and scaling issues are
improved.



3. Memristor-Based Multistate Register

The introduction of massive amount of memory ele-
ments above the CMOS logic creates an opportunity to
store data created at the CMOS level. The multistate regis-
ter is a novel memory structure, used to store multiple bits
within a single element. One set of bits is an active set,
while the other sets are idle and stored for future use. The
multistate register is a synchronous storage element, and
the procedure to change the active set is therefore synchro-
nized by a clock. The basic logical structure of a multistate
register is shown in Figure 3.

An RRAM-based multistate register is shown in Figure
4 [28]. The multistate register primarily operates as a
CMOS register. In this mode, the structure behaves as a
standard D flip-flop, where a single bit is stored and is
active while the idle states are stored within the RRAM
crosshar array. Since the active state is stored within a
CMOS register, the multistate register is compatible with
any digital circuit. When global control circuitry triggers a
change of the active set, the circuit stores the current bit of
the register and reads out the value of the next active set
from the internal RRAM-based storage. Switching between
active bits therefore occurs in two phases, ideally taking
one half-clock cycle per phase. While the delay of the read
phase is limited by the CMOS register and is much lower
than half a cycle, the write phase may require more than
half a cycle, depending upon the switching time of the
RRAM technology.

The RRAM-based multistate register utilizes a clocked
CMOS register augmented by additional sense circuitry and
global memristor select (MS) lines. The MS lines select
individual RRAM devices within the crossbar memory co-
located with the CMOS register. Local writes to the RRAM
crosshar are controlled by the master stage within the
CMOS register. The gates within the slave stage of the
CMOS register are reconfigured to provide a built-in sense
amplifier to read the RRAM crossbar array. The overhead
of the additional circuitry is therefore relatively small, as
shown in Figure 5a and 5bc for RRAM-based multistate
registers with two physical design approaches — integrating
RRAM devices between the first two metals or, alternative-
ly, on the middle level metal layers. Using the lower metal
layers approach is compatible with standard cell CMOS
rules, but requires slightly more area than the middle level
metal approach.

Although it is possible to design a CMOS SRAM-based
multistate register (or any other conventional memory
technology), emerging memory technologies enable high
capacity multistate registers due to the high density and low
leakage, as listed in Table 2 based on a 22 nm CMOS pro-
cess. SRAM-based multistate register has large area, while
the equivalent RRAM-based multistate register requires a
relatively small area overhead. For example, a 64 state
multistate register of SRAM that is based on a 22 nm
CMOS process is 83 times larger than an RRAM-based
multistate register.

A multistate register can be used for different purposes.
In this paper, the application of multistate registers in the
pipeline is described and demonstrated. In pipeline regis-
ters, the state of the instruction from the preceding pipeline
stage is stored and transferred to the next pipeline stage. In
a multistate pipeline register, additional instructions are
also stored within the multistate register in background.
The basic functionality of the pipeline is therefore un-
changed. In the next section, we describe and evaluate

Set select

Switching enable
<log,n bits> r

Set n <m bits>

Set 2 <m bits>

<m bits> ) <m bits>
[ — Set 1 <m bits>
Data in Data out

Clock

Figure 3: The logic structure of a multistate register. The
size of each set is m bits, while n states are stored. The
multistate register is synchronized by a clock and can
switch the active set.

Register Area Area
[um?] Overhead
CMOS Register (1 state) 2.8 -

4 states 3.9 39.3%

RRAM 16 states 4.3 53.6%

64 states 5.2 85.7%

4 states 29.7 959.4%
SRAM 16 states 110.25 3837.6%
64 states 432.61 15450.4%

Table 2: Area of a single bit Resistive RAM and SRAM
for multistate registers based on a 22 nm CMOS process.
The area of an RRAM-based multistate register is extract-
ed by Cadence Virtuoso [28] and the area of an SRAM-
based multistate register is extracted by NVSim [44].

Continuous Flow Multithreading (CFMT) [29], a novel
microarchitecture that employs memristive multistate regis-
ters. In CFMT, a multistate register stores multiple machine
states of different threads, where a single thread is active at
a time, enabling higher throughput computing.

3.1 Multistate Register Evaluation

To evaluate the area, power, and performance of an
RRAM-based multistate register, we used SPICE simula-
tions along with cell layout. The RRAM device is modeled
using the TEAM maodel [41]. The parameters of the resis-
tive device are chosen to incorporate device nonlinearity
into the current-voltage characteristic to reduce sneak
paths. The multistate register is evaluated across a range of
internal crossbar sizes (i.e., different numbers of states per
register). The transistor and cell track sizing information is
from the FREEPDK45 Standard Cell Library [42] and
scaled to a 22 nm technology. Circuit simulations utilize
the 22 nm PTM CMOS transistor model [43].

The read operation of the multistate register requires
28.6 ps, equivalent to a 16 GHz clock frequency (the read
operation is less than half a clock cycle). The latency of the
write operation is assumed to vary from half a clock cycle
to 4.5 clock cycles to fit different RRAM technologies,
resulting different thread switch penalties that vary from a
single clock cycle to five clock cycles.

To evaluate area, we assume that the area of a single
memristor is 0.001934 um? (4F?, where F is the feature size)
[18]. The area of an SRAM-based multistate register is
extracted from NVSim [44] based on a 22 nm CMQOS pro-
cess. The use of SRAM-based multistate register in CFMT
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Figure 4: Complete circuit of a 16 state RRAM-based single bit multistate register consists of an RRAM-based crossbar array
above a CMOS-based flip-flop, where the second stage (the slave) also behaves as a sense amplifier.
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does not make sense due to its large area as listed in Table
2 and is not evaluated in this paper.

4. Test Case: Continuous Flow Multi-
Threading (CFMT)

The availability of abundant state affects the design of
processor microarchitectures. In this section we illustrate
the potential benefit of memory intensive architecture
through a microarchitecture case study. We demonstrate
these benefits by replacing pipeline registers of an in-order
Switch-on-Event multithreaded (SoE MT) processor with
multistate registers. The resulting Continuous Flow
Multithreading (CFMT) microarchitecture offers faster
thread switch and higher performance, while saving power
and maintaining the control as simple as SoE MT
processors and. Unlike previous microarchitectures, which
store the states of multiple threads (especially for GPUs)

B g

Figure 5: RRAM-based single bit multistate reglster (a) Vertical layout of RRAM in multistate register, where the RRAM is
within the lower metal layers (left) and middle metal layers (right), and physical layout of 64 state multistate register, where the
RRAM is within (b) the lower metal layers (M1 and M2) and (c) middle metal levels (M2 and M3).
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[30], CFMT stores intermediate (internal) states of each
instruction within the pipeline.

4.1 Overview of Switch-on-Event Multithreading

Switch-on-Event Multithreading (SoE MT) is a multi-
threading technique in which a processor hides the latency
of long multi-cycle events (MCE), e.g., an L1 cache miss,
by executing instructions from different threads. When a
sufficiently long MCE occurs, a thread switch is triggered
and the MCE is executed in background. Otherwise (i.e.,
when short latency instructions are executed), instructions
from the same thread are fetched. During a thread switch,
all of the sequential instructions from the thread that was
switched are flushed and instructions from a different
thread are fetched. The penalty of a thread switch is the
time required to refill the pipeline.

A longer thread switch penalty reduces the performance.
Hence, the number of pipeline stages is limited and, as a
result, the frequency of the processor is restricted. Addi-



tionally, the effectiveness of a thread switch depends upon
the ratio of the MCE latency and the switch penalty. For an
MCE with latencies smaller than the switch penalty, it is
preferable to stall the pipeline rather than switch to a new
thread. For example, assume that MCEs are identified at
the eighth pipeline stage (i.e., seven clock cycles are re-
quired to refill the pipeline), the L1 cache miss penalty is
20 cycles, and the latency of an integer multiplication is
three cycles, without pipelining the operation. For a cache
miss MCE, a thread switch is worthwhile, but it is not
worthwhile for an integer multiplication MCE. In this ex-
ample, the latency of an L1 cache miss is hidden by the
multithreading technique and does not influence the per-
formance. Integer multiplication degrades the performance
of the processor.

The performance of an SOE MT processor also depends
upon the number of threads running within the processor.
For a sufficient number of threads, instructions from other
threads hide the latency of the MCE. In this case, the per-
formance approximately saturates. For an insufficient num-
ber of threads, increasing the number of threads linearly
improves performance.

Although an SoE MT is a simple technique that requires
minimal control, it suffers from low performance and rela-
tively high energy consumption due to repeated pipeline
flushing. Other multithreading techniques, such as fine-
grained multithreading [31] and simultaneous multithread-
ing (SMT) [32], overcome the limitations of SOE MT. The
complexity of these techniques, however, is greater. Fur-
thermore, to achieve effective fine-grained multithreading,
a large number of threads is required. An SMT processor,
on the other hand, presents an opportunity to increase per-
formance. Nevertheless, the complexity required to control
a processor is significant, and the area and power consump-
tion limit the processor to relatively few threads (e.g., In-
tel's Ivy Bridge processor has only two threads per core
[33]). SoE MT, fine-grained multithreading, and SMT are
illustrated in Figure 6.

4.2 Introducing CFMT

Using multistate registers as pipeline registers in multi-
threaded processors can enhance performance by minimiz-
ing the switch penalty. In conventional pipelines, the pipe-
line registers are located between pipeline stages to store
the state of the predecessor instructions before moving the
state to the next pipeline stage. Conventional pipeline regis-
ters are replaced by multistate registers, as shown in Figure
7. The use of multistate registers instead of regular registers
saves the state of the stalled threads in addition to the state
of the active thread. The mechanism of thread switching is
therefore different from a conventional SoE MT. Rather
than flushing the pipeline, the states of the consecutive
instructions are stored within the multistate registers in the
memristive layer, locally near the relevant pipeline stage.
On a thread switch rather than refilling the pipeline, in-
structions from the new active thread are read from the
multistate registers, significantly reducing the thread switch
penalty to the time required to read data from an multistate
register. The conceptual behavior of CFMT is similar to the
behavior of an SOE MT (see Figure 6a) with fewer bubbles,
as shown in Figure 6e. Additionally, the novel switching
mechanism helps conserve energy since reading and writ-
ing to the multistate registers consume less energy than
refilling the entire pipeline and replaying the flushed in-
structions.

(a) Switch on Event 1/1|1|1 2(2|12|2|2 3(3/3/|3|3
(b static Fine-grained  [1[2[3[a1]2[3] [12[3[ [a]2[3[a] [2[3]a] | | [2]
{c) Dynamic Fine-grained [1[2[3 [a]1]2[3]1]2]3[1]2]3[2]3]a]a]a]a] | [1]1]1]
(d) SMT [a]1]1]2]2[3]2]1[a]2]a]2]3]a]a]3]3]a]a]1]1]1]2]2]
(e) CFMT [1[1]1]a]z]z]2]z[z]3]3]3]3[a]a]1[1]1]2]a]z]2]2]z]

Thread1 [1]1[1[[1]1]1]1]2 -’

Time

(f) Running threads Thread2 |2|2(2|2|2/2|2|2|2

Thread3 |3[3(3|3/33[3[3[3

Thread 4 [a]a[4]a[a]a[a[a[a

Figure 6: Timelines for different multithreading tech-
niques with four threads (marked by the number). All
processors run the same four threads as shown in (f). The
latencies of the 'white' and 'shaded’ instructions are, re-
spectively, a single clock cycle and ten clock cycles. For an
(a) SoE MT processor, the event that triggers a thread
switch is the shaded instruction and the thread switch
penalty is five clock cycles. (b) Static and (c) dynamic fine-
grained multithreading achieves higher utility, while (d)
SMT is optimized to achieve the maximum performance.
(e) CFMT achieves high performance with simple switch-
ing and control mechanisms.
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Figure 7: Continuous Flow Multithreading structure. A
multistate pipeline register (MPR) is located between
every two pipeline stages instead of a conventional pipeline
register. The MPR stores the state of instructions from all
supported threads within the machine when only a single
thread is active at a time.
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Lowering the thread switch penalty also allows new
events to trigger a thread switch. With a conventional SoE
MT, it is worthwhile to switch threads on events, when the
latency is longer than the time required to refill the pipe-
line. With CFMT, the condition changes and it is effective
to switch threads on events when the latency is longer than
the time to switch an active thread within a multistate regis-
ter. This condition allows having MCEs that would stall the
pipeline in a conventional SoE MT. This improvement
further increases the performance of the processor such as
floating point operations and long latency integer opera-
tions. The analysis and evaluation of performance and
power are presented in Sections 5 and 6.

In CFMT, the controller acts similar to a simple conven-
tional SOE MT. The simplicity of CFMT is due to the use
of an in-order pipeline, with only a single active thread at
any given time. While the control mechanism is simple and
the energy is low, CFMT offers substantially higher utiliza-
tion and performance.



5. Methodology
5.1 Architecture

We have validated the required control mechanism and
size of instruction state of a CFMT processor using an RTL
implementation written in Verilog and simulated by
ModelSim. To evaluate the performance of CFMT and
compare it to SoE, the Gem5 simulator [35] has extended
to support CFMT. The simulated processor has 13 pipeline
stages and two levels of cache. All thread switching occurs
in a unified execution and memory stage, located in the
ninth pipeline stage. The parameters of the processor struc-
ture are listed in Table 3. The structure of the pipeline is
similar to the ARM cortex-A8 processor [36] while the
timing parameters of the execution units are extracted from
the ARM cortex-A9 processor [37]. While ARM cortex-A8
is an in-order processor, the execution units of the out-of-
order ARM cortex-A9 are faster and demonstrate the bene-
fits from CFMT with shorter MCEs as well. The execution
units are listed in Table 4. The hybrid branch predictor is
chosen based on the ALPHA 21264 microprocessor [38] to
achieve a high branch prediction rate. We simulate up to 32
threads per processor. Each workload is executed until the
first thread completes 60 million instructions. We use AL-
PHA compiled SPEC CPU 2006 [39] benchmarks, generat-
ed by a Gem5 simulator. We use SPEC CPU 2006 for the
performance evaluation since multi-programmed SPEC
benchmarks have no resource sharing and are therefore
more demanding for the cache and other resources.

In the CFMT processor, the pipeline registers and the
register file are modeled as RRAM multistate registers. It is
possible to also use memristive technologies for the caches,
branch predictor, TLB, and other structures [40], but we
consider these extensions beyond the scope of this paper.
Nevertheless, these structures with memristive technologies
will further reduce the energy without undue influence on
performance.

5.2 Processor Implementation

Pipelining of the execution stage allows for more than a
single instruction within the execution stage. Hence, a
dependency check is performed prior to execution and
independent sequential instructions enter the execution
stage without a thread switch. When an instruction depends
on a previous long latency instruction that is currently be-
ing executed, a thread switch is triggered. Exiting from the
execution stage, however, is limited to a single instruction
per clock cycle and is accomplished in-order. In the case of
a conflict between instructions from different threads, the
active thread is preferred. This does not starve the previous
thread, since executed instructions from previous threads
can exit the execution stage during thread switches. Addi-
tionally, instructions that trigger a thread switch and finish
the execution continue to propagate within the pipeline
after executing.

For CFMT, two switching policies are considered: an L1
cache miss as the only switching trigger and any instruction
with latency longer than the thread switch penalty (includ-
ing an L1 cache miss). Furthermore, different thread switch
penalties have been evaluated for CFMT, varying from a
single clock cycle to five clock cycles, to demonstrate dif-
ferent RRAM technologies. To maintain fairness, a thread
switch is triggered every 500 cycles. In practice, this fair-
ness mechanism is not required since thread switches are
more frequent.

Pipeline depth 13 stages
Execution stage 9" stage

L1 cache 32kB, 4-ways, 2 cycles latency
L2 Cache 1MB, 8 ways, 20 cycles latency
Memory latency 200 cycles
Branch predictor 8kB gshare

Table 3: Parameters of the simulated processor.

No. of Latency

Execution Unit Units [Cycles]

Pipelined?

Int ALU
Int multiply
FP ALU
FP multiply
FP multiply double precision
FP div
FP div double precision
FP sqrt 17
FP sgrt double precision 32

Table 4: Execution units of the simulated processor. The
latencies are taken from [37].
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Pipeline stage energy Estage 15.7 pJ
# instructions per flush K 7
# of bits per instruction state m 300 bits
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Table 5: Energy evaluation. Extracted from McPAT and
SPICE simulations for CMOS 22 nm process with a clock
frequency of 3 GHz.

RRAM-based 16 threads

MPR - write energy @ X

clock cycles thread switch
penalty

In CFMT, a branch misprediction is the only trigger for
a pipeline flush. Although switching threads when identify-
ing a branch instruction can eliminate the pipeline flush, it
significantly increases the complexity of the CFMT control
mechanism since more than a single thread is active within
the pipeline. To maintain the simplicity of the control
mechanism, we flush the pipeline on a branch
misprediction and use a branch predictor.

The number of execution units (as listed in Table 4) is
chosen to eliminate structural hazards due to the lack of an
available execution unit for different threads. If the number
of execution units is low, resource sharing limits the per-
formance and the processor may stall until an execution
unit becomes available.

Multistate registers for superscalar processors store
more instructions for each thread (the number of instruc-
tions is the pipeline width). Although more instructions run
through the pipeline and are stored within the multistate
registers, the control mechanism remains the same and the
complexity is therefore unchanged. The performance in-
creases although the in-order execution mechanism has a
greater number of dependencies.

5.3 Energy Methodology

To evaluate the energy of the processor for both SoE
MT and CFMT, the McPAT modeling framework [45] is
used for a CMOS 22 nm process with a clock frequency of
3 GHz. Since McPAT does not consider thread switching in
its energy evaluation, the energy consumed by these
operations is extracted from (2) and (3), as explained in
section 6.2.1. The number of thread switches is evaluated
by the performance simulator and the relevant parameters
are extracted from SPICE simulations and McPAT. The



parameters used to evaluate the thread switch energy are
listed in Table 5.

6. Evaluation
6.1 Performance
6.1.1 Analytic Evaluation

The performance of both SoE and CFMT depends upon
the number of threads within the processor. Adding more
threads, allows long latency instructions (MCE) to be hid-
den. Each additional thread increases the performance. In
this case, the machine is unsaturated. Once the processor
has a sufficient number of threads to completely hide the
long latency instructions, the performance is almost con-
stant and the pipeline is full at this point to capacity. Add-
ing more threads to the machine does not increase perfor-
mance. In this case, the machine is saturated. It is possible,
however, that additional threads affect the cache behavior,
increasing the cache miss rate, thereby lowering perfor-
mance [34].

Our analytic analysis assumes a processor with different
MCEs whose latencies are P;. In that case, the performance
(in cycles per instruction) for n running threads with similar
periodic average behaviors is

CPIideal + Z rl 'Pi+rm.MR(n).Pm

icmee , unsaturated (n< N
Pl - N ( sa{)

CPIideal+ z r|P|+ Z r|P

@

S0

saturated (n> N,
ieunhidden, mce ihidden,mee

where the parameters are those listed in Table 6. Note that
the impact on CPI due to the memory instructions depends
on both the memory access time and miss rate and therefore
on the number of threads.

The performance of SoE and CFMT is shown in Figure
8, and is approximately the same when both processors
operate in the unsaturated region. The CPlg of CFMT is
lower than SoE for two reasons: more MCEs are consid-
ered as triggers for a thread switch, and the thread switch
penalty is lower than in SoE.

6.1.2 Simulations

The performance of three selected benchmarks that
demonstrate three different possible behaviors is shown in
Figure 9. The instruction mix of soplex.ref (Figure 9a) is
15% floating point instructions, 29% memory instructions,
and 56% integer instructions. In the saturation region, the
L1 cache miss rate is approximately 11% to 24% and the
influence of both floating point and memory events is rela-
tively similar. Hence, the IPC is improved as more switch-
ing triggers are considered. The IPC in the saturation re-
gions for SoE MT is 0.39, while the IPC of CFMT when
only a cache miss triggers a thread switch, and CFMT with
both cache miss and floating point triggers are, respective-
ly, 0.45, and 0.59, showing a performance improvement of
47% and 15% for, respectively, CFMT with and without
floating point triggers. Note that the maximum performance
is limited by the thread switch penalty (a single clock cy-
cle), instruction dependencies of a single cycle, and branch
mispredictions.

The libquantum benchmark (Figure 9b) does not include
floating point instructions (20% memory instructions and
80% integer instructions). The performance of both switch-
ing policies for CFMT is therefore identical. Due to the
relatively high L1 miss rate of approximately 15% in the

CPligeal Ideal CPI of the machine
n Number of threads
MR(n) Miss rate as a function of n
I Frequency of mce instruction i
I'm Frequency of memory accesses
P Penalty of mce instruction i
Pp Memory access penalty
P Switch penalty
Niat Number of threads that distinct between the unsaturated and
saturated regions

Table 6: Parameters for the analytic model of SoE MT
and CFMT described by (1).
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Figure 8: IPC (instruction per cycles) of Switch-on-Event
Multithreading and Continuous Flow Multithreading as
modeled in (1). The parameters are 30% memory instruc-
tions (r, = 0.3) with an L1 cache miss rate of 50% and
memory access time of 200 cycles (P, = 200 cycles), r; =
20%, r, = 17%, P, = 3 cycles, and P, = 6 cycles.

saturation region, CFMT improves the performance by
18% as compared to SOE MT.

For gromacs (Figure 9c) although memory instructions
are frequent (42% of the total instructions), L1 cache miss-
es are rare (an approximate L1 miss rate of 2% in the satu-
ration region). Hence, the performance is influenced pri-
marily by floating point operations (44%). CFMT with only
L1 miss as a switching trigger performs similarly to SokE
MT. CFMT with floating point as a switching trigger
achieves a 55% performance improvement.

A comparison between the analytic model as presented
in (1) to simulations is shown in Figure 10. The analytic
model shows sufficient accuracy as compared to simulation
results. The average difference between simulations and the
analytic model is 2.6% for the entire IPC evaluation and
0.95% for the saturation region.

The speedup of the IPC in the saturation region as com-
pared to SOE MT for numerous SPEC CPU 2006 bench-
marks is shown in Figure 11 for an ideal multistate register
(no thread switch penalty). The average performance
speedup of CFMT (with MCE) as compared to SOE MT
with RRAM multistate register (with thread switch penalty
of a single clock cycle) is 32%. Floating point benchmarks,
as marked in Figure 11, achieve an average performance
improvement of 55% and 45% with, respectively, ideal and
RRAM multistate registers. The maximum performance
improvement is achieved for zeusmp (99% and 75% im-
provement, respectively, for ideal and RRAM multistate
registers), where 33% of the instructions are floating point
instructions, 25% are memory instructions, and the L1
cache miss rate in saturation is 17%.

The IPC for various thread switch penalties in CFMT is
shown in Figure 12 for selected benchmarks. As expected,
for CFMT the speedup decreases as the thread switch pen-
alty increases [41]. The average speedup for various values
of the thread switch penalty is listed in Table 7. Mixes of
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Figure 9: IPC vs. number of threads for different SPEC CPU 2006 benchmarks. (a) soplex.ref, where memory and floating
point MCE both influence the performance, (b) libqguantum, a benchmark of only integer and memory instructions (no other
MCE), and (c) gromacs, a benchmark with a dominant floating point MCE over memory events. CFMT thread switch penalty

20 5 10 15 20

5 10 15 20 25

is a single clock cycle. The other simulation parameters are as listed in Tables 4 and 5.
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Figure 11: Speedup in the saturation region (number of threads is 16) for different SPEC CPU 2006 as compared to SOE MT

with an ideal MPR (zero thread switch time).

different benchmarks have been tested, showing similar
results. The IPCg is approximately an average of the re-
sults of the pure mix, as shown in Figure 13.

Increasing the cache size decreases the L1 cache miss
rate, reducing the frequencies of the thread switches. The
IPC for various L1 cache sizes, when only L1 cache miss is
a switching trigger, is shown in Figure 14. Adding an L2
cache (the reference system in Figure 14) does not change
the maximum performance, only the power consumption.

6.2 Energy

While CFMT significantly improves the performance as
compared to SoE MT, it also dissipates less power. The
total energy of the processor can be further decreased with
emerging memory technologies. Since the control mecha-
nism of both SOE MT and CFMT is similar, the main dif-
ference in energy is due to the thread switch mechanism.
Additionally, the improved performance effectively lowers
the leakage energy, further decreasing the energy.
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Figure 12: IPC vs. number of threads for various CFMT thread switch penalties. (a) soplex.ref, (b) libquantum, and (c) gromacs.

Benchmark CEMT without MCE CEMT with MCE
Thread switch penalty [cycles] 1 2 8 4 5 1 2 3 4 5)

libguantum 1.15 1.13 111 1.08 1.06 1.15 1.13 111 1.08 1.06
bwaves 1.01 1.01 1.01 1.01 1.00 1.35 1.24 1.07 1.04 1.01
milc 1.09 1.07 1.06 1.05 1.04 1.23 1.15 1.10 1.08 1.06
zeusmp 112 1.10 1.08 1.06 1.05 1.75 1.55 1.38 1.29 1.21
gromacs 1.02 1.02 1.01 1.01 1.01 143 1.33 1.24 1.16 111
leslie3d 1.17 1.15 1.12 1.10 1.07 151 1.38 1.27 1.20 1.14
namd 1.09 1.08 1.06 1.05 1.04 1.32 1.21 1.12 1.07 1.04
soplex.pds-50 1.17 1.14 1.12 1.09 1.07 1.22 1.18 1.13 111 1.08
Ibm 1.19 1.16 1.13 1.10 1.07 1.54 1.30 1.21 1.15 1.10
bzip2.combined 1.09 1.07 1.06 1.05 1.04 1.09 1.07 1.06 1.05 1.04
gcc.166 1.14 1.12 1.10 1.08 1.06 1.14 1.12 1.10 1.08 1.06
gobmk.trevorc 1.15 1.12 1.10 1.08 1.06 1.15 1.13 1.10 1.08 1.06
h264ref.foreman_baseline 1.09 1.08 1.06 1.05 1.04 1.10 1.08 1.07 1.05 1.04
GemsFDTD 1.30 1.25 1.20 1.15 1.11 1.68 1.49 1.30 1.17 1.10
hmmer.nph3 1.17 1.15 1.12 1.09 1.07 1.17 1.15 1.12 1.09 1.07
soplex.ref 1.15 1.12 1.10 1.08 1.06 1.40 1.28 1.21 1.15 1.10
gcce.c-typeck 1.13 1.11 1.09 1.07 1.05 1.15 1.13 1.11 1.09 1.07
Average 1.13 1.11 1.09 1.07 1.05 1.32 1.23 1.16 1.11 1.08

Table 7: Performance speedup for various CFMT thread switch penalties.
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Figure 13: IPC in saturation for different benchmark
mixes (16 threads, four each) of SPEC CPU 2006, as listed
in Table 8. The speedup is approximately the average
speedup of the different benchmarks in the mix.

6.2.1 Analytic Evaluation

The energy of the thread switch in SOE MT is primarily
due to the instruction flush. The flushed instructions are
replayed when the thread is active again, going through the
same pipeline stages an additional time. The average thread
switch energy for SOE MT is therefore
k-(k+1)

flush —
2

AE )
where Egaq is the average energy consumed in a single
pipeline stage within a single clock cycle, and k is the num-
ber of flushed instructions during each thread switch. The
energy of a thread switch in CFMT is the energy required

" Dstage 1

10

Mix No. Tested Benchmarks (16 Threads)
4 milc, 4 soplex.ref, 4 namd, 4 gcc.g23
4 libquantum, 4 gcc.166, 4 bzip2.program, 4 gobmk.nngs
8 Ibm, 8 hmmer.nph3
4 lbm, 4 zeusmp, 8 libquantum
4 namd, 4 zeusmp, 4 GemsFDTD, 4 leslie3d
8 Ibm, 4 GemsFDTD, 4 leslie3d
8 gromacs, 8 namd
8 libquantum, 4 namd, 4 bzip2.program
4 libquantum, 4 gcc.166, 4 bzip2.program, 4 gobmk.nngs
4 gce.s04, 4 gobmk13x13, 4 sjeng, 4 zeusmp
4 hmmer.nph3, 4 libquantum, 4 Ibm, 4 gromacs

Table 8: Different SPEC CPU 2006 mixes.
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to both read the state of the new active thread and write the
state of the previous active thread. Formally, the average
thread switch energy for CFMT s

AEcgyr =m- ( Evver urite T Ever read )' ©)

where m is the average number of bits required to represent
the state of an instruction within a pipeline, Eypr write @and
Ewmprread are, respectively, the energy of a write and read in
a single-bit multistate pipeline register. For the RRAM-
based multistate register shown in Figure 4, the energy
depends on the CMOS flip flop energy, and the resistance
of the resistive switches and the switching energy of the
memory devices, which determine, respectively, the read
and write energy. Furthermore, the improved IPC of CFMT
reduces the run time of the processor workload and the
static energy due to leakage current.
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Figure 14: IPC vs. number of threads for various L1 cache sizes (4 kB, 16 kB, and 32 kB) for CFMT without MCE and without
L2 cache, as compared to a reference machine with L2 cache as listed in Table 4. (a) soplex.ref, (b) libquantum, and (c) gromacs.

5 10 15 20

CEMT
R . RRAM MPR - various thread switch latencies
Benchmar SIS AR 1 cycle 2 cycles 3 cycles 4 cycles 5 cycles
[pJ/inst.] [pJ/inst.] [pJ/inst.] [pJ/inst.] [pJ/inst.]
Libguantum 15.922 15.26 15.352 15.441 15.5315 15.621
bwaves 21.641 20 20.402 21.178 21.3581 21.568
milc 26.367 24.72 25.1 25.395 25.6783 25.744
zeusmp 22.651 19.04 19.642 20.312 20.7422 21.154
gromacs 32.871 30.07 30.558 31.052 31.5899 31.904
leslie3d 29.54 26.67 27.203 27.778 28.1692 28.547
namd 24.945 23.15 23.634 24.1 24.4246 24.608
soplex.pds-50 19.639 18.47 18.66 18.872 19.0249 19.166
lbm 24.308 21.34 22.306 22.832 23.1923 23.467
bzip2.combined 24.583 24.08 24.143 24.209 24.2771 24.344
gcc.166 20.064 19.38 19.477 19.568 19.6613 19.753
gobmk.trevorc 26.445 25.44 25.579 25.712 25.8522 25.984
h264ref.foreman_baseline 27.991 27.16 27.272 27.439 27.5789 27.645
GemsFDTD 28.574 23.35 24.332 25.715 27.3383 27.904
hmmer.nph3 28.353 26.02 26.153 26.284 26.4131 26.545
soplex.ref 23.78 2151 21.782 22.137 22.4232 22.74
gcc.c-typeck 21.783 20.94 21.038 21.139 21.2413 21.347
Average 24.674 22.74 23.096 23.48 23.7939 24.002
Table 9: Energy per instruction for various SPEC CPU 2006 benchmarks in the saturation region.
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Figure 15: Energy per instruction vs. number of threads for SOE MT and CFMT for selected benchmarks. (a) soplex.ref, (b)

libquantum, and (c) gromacs.

6.2.2 Experimental Results

The energy per instruction for a varying number of
threads is shown in Figure 15, exhibiting a lower energy
per instruction when more threads are running within the
machine. The measured energy per instruction for various
SPEC CPU 2006 benchmarks is listed in Table 9. The en-
ergy per instruction is reduced on average by 8.5% for
CFMT with an RRAM-based multistate register as com-
pared to SOE MT and up to 19% for zeusmp. The energy
reduction is primarily due to the lower static energy.

7. Conclusions

The in-die integration of emerging memory technolo-
gies with CMOS paves the way for memory intensive ar-
chitectures. Memory intensive architectures use novel
memory elements to store data not stored in conventional
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architectures to enhance performance, while reducing ener-
gy. Rather than using additional memory solely to increase
the capacity of the traditional memory hierarchy, the addi-
tional memory is used for novel architectural opportunities.

As an example of memory intensive computing, the
combination of a novel memory structure, multistate pipe-
line register (MPR), with a novel microarchitecture, Con-
tinuous Flow Multithreading (CFMT), exhibits a 32% per-
formance improvement with a reduction in energy. The
performance per energy support the use of CFMT in low
power machines.

CFMT is a single example of a memory intensive archi-
tecture. Numerous other applications of multistate register
and other memory elements based on emerging memory
technologies are possible. These novel architectures will
improve both performance and energy and extend CMOS
by adding to it complementary technology.
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Chapter 4 Conclusions and Future Work

Memristors add new capabilities to CMOS technology and are projected to be
commercially available in the near future. In this thesis, we investigate these new
properties and the implications of the new capabilities of VLSI systems in the
memristor era. This combination of nonvolatile, dense, fast, and low power devices
that are used both in storage systems and embedded on-top of CMOS, are a disruptive

technology, changing the way computers are organized today.

In this thesis, different families to perform computation with memristors, both for
integration of memristors with CMOS and for logic within memory are presented.
The integration between CMOS and memristors is beneficial to increase the logic gate
count of the same area (increase logic density), even without shrinking CMOS
transistors. This approach is beneficial to extend Moore's law when CMOS scaling
becomes problematic or to go beyond Moore's law and increase the number of logic

gates by more than the traditionally factor of two.

A different approach, investigated in this research, is using memristive-only logic
for logic within the memory. This approach enables non-von Neumann architectures
of in-memory computing (also named process in-memory). Unlike previously
proposed in-memory computing architectures, using memristive memory does not
require additional circuitry or changing the memory cell or the structure of the
memory array. Logic within the memory based on memristors is therefore a pure in-
memory processing and not an integration of computing engines and memory cells. It
is still required to define the complete architecture for memristive computing in-
memory, including its instruction set, control, and investigate the appropriate
applications for it to be beneficial in terms of performance and energy. This research

is out of the scope of this thesis and discussed as a future work in Chapter 4.2.

Memristors can be used as enablers to other non-von Neumann architectures. For
example, memristors can be used in neuromorphic systems (hardware systems that try
to mimic the brain) and hardware neural networks. Memristors are primarily used to
implement synapses in these systems; it is also possible to use memristors as part of

the neuron circuit as well. Although the use of memristors as synapses is out of the

141



scope of this dissertation, we investigate these architectures as well, as described in

Chapter 4.1.

The use of memristors as enablers to novel architectures that integrate together
CMOS transistors and memristor technologies is named "Memory Intensive
Computing" and includes numerous possible architectures and microarchitectures. In
this dissertation, we present a novel memory structure, the multistate register, and use
it to enhance the performance of multithreaded processors (CFMT). CFMT is only a
single example of a memory intensive architecture. There are many other possible

applications for multistate registers, as further described in Chapter 4.2.

We believe that the proposed applications for memory intensive computing in this
research are only the tip of the iceberg, and in the near future many other exciting
novel applications will be proposed, changing the structure and architecture of

computers and VLSI systems.

4.1 Research that is not Part of This Thesis

As part of this research about memristors and their applications, other aspects that
are not part of this dissertation are also investigated. One aspect we explore is
memristive crossbar memories from information theory perspective. We analyze the
read and write operations in such memory arrays, defining the limitations of read and
write operations due to sneak paths, and investigating how the data stored within the
memristors influence the read and write operations. In [51] and [52], we investigate

the read operation of memristive crossbar memories.

Another aspect of memristive applications is neuromorphic systems. In [18], we
propose a novel synapse circuit, consists of a single memristor and two CMOS
transistors. The proposed synapse is suitable for gradient descent learning and can
therefore be used for the execution of numerous machine learning algorithms, e.g.,

back propagation.
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4.2 Future Research Ideas

Memory Intensive Architectures

There are many possible memory intensive architectures that need to be
investigated, designed, and evaluated. For example, multistate registers can be used
for additional microarchitectures (in addition to CFMT that is shown in this thesis).
Using multistate registers as pipeline registers (MPR) is beneficial not only for SoE
MT, but also for simultaneous multithreading (SMT). MPR-based SMT will have
lower control complexity and the energy will therefore be lower, while the
performance remains the same. Multistate registers can be used for other applications

as well, such as register files, branch predictors, and transactional memories.

There are also other possible memory intensive architectures, including both von
Neumann machines and other machines. It is possible to use memristive memories for

data flow processors, associative processors, and for reconfigurable machines.
In-Memory Computing with Memristors

In this thesis, three different logic families for logic within a memristive memory are
described. Different Boolean functions are executed with these logic families. The
control of these logic families, however, is not discussed. It is required to develop a
complete architecture for in-memory computing, using the basic memristive logic
gates. Algorithms to execute any Boolean operation need to be develop, new
instruction set is required, a compiler needs to be designed, and the system structure
including the interface between the CPU to the memristive memory needs to be

defined.

Another relevant research direction is investigating the application space. The idea is
to investigate the dependency of performance of different applications in memory
accesses and the structure of the memory system. The target of this research direction
is to identify and classify applications where in-memory computing is beneficial both

in terms of energy and performance.
Design of Multistate Registers in Different Technologies

In this thesis, a multistate register with RRAM crossbar on top of a CMOS D flip

flop is presented. The implementation of multistate registers is, however, not limited
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to this structure. Multistate registers can be used in different technologies, memristive
(e.g., STT MRAM, unipolar RRAM, PCM, etc.) and non-memristive (e.g., SRAM).

Each design has its own pros and cons (e.g., area, power, and speed).
Memristor Modeling

While the TEAM model is widely used and has its advantages, it is limited to
current-controlled bipolar memristors. Other models are also required to model the
behavior of other memristive devices (e.g., voltage-controlled, unipolar, and binary).
Additionally, numerous models have been proposed since the TEAM model was
published and it is worthwhile to compare them to the TEAM (a partial comparison of
the TEAM model to other models has been done by Ascoli et al. in [53]).

Memristor Memories

The design of memristive memories is usually investigated for flash or DRAM
replacements. There are, however, many other possibilities to design different
memory structure (the multistate register is an example to this approach).
Additionally, it is possible to design different structures for memory systems. For

example, designing a three dimensional structure of the cache organization.

Another relevant topic is developing design tools for memory designers. These tools
are used to evaluate the properties of the memristive memory, including its unique
behavior (i.e., sneak paths). There are different types of required tools, from high
level tools that roughly evaluate the power and area of the entire memory, to low level

simulators that considers the actual behavior of each memory cell.
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