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Figure 1. Mean square output error surface, sufficient order system identification, direct realization.

Adaptive IIR Filtering:
Available Results

by Juan E. Cousseau

Abstract—Adaptive IIR filtering remains as a potential
tool for complexity reduction in many different areas

of signal processing. Misunderstanding and misconception
have normally led to the idea that, if compared with the FIR
counterpart, adaptive IIR filters are not robust or cannot
achieve performance requirements in almost all the inter-
esting applications. . . . continued on Page 3



IEEE Circuits and Systems Society Newsletter
Newsletter Homepage–http://www.nd.edu/~stjoseph/newscas

Editor-in-Chief
Michael K. Sain

Electrical Engineering Department
University of Notre Dame

Notre Dame, IN, USA  46556–5637
Phone:  (219) 631–6538
Fax:  (219) 631–4393

E-mail:  jordan@medugorje.ee.nd.edu

Features Editors
Guanrong Chen Rui J. P. de Figueiredo

Department of Electrical Department of Electrical
and Computer Engineering and Computer Engineering

University of Houston University of California, Irvine
Houston, TX, USA 77204–4793 Irvine, CA, USA 92697–2625

Phone:  (713) 743–4446 Phone:  (714) 824–7043
Fax:  (713) 743–4444 Fax:  (714) 824–3408

E-mail:  gchen@uh.edu E-mail:  rui@uci.edu

IEEE Publishing Services
Robert Smrek

Production Manager
IEEE Service Center

445 Hoes Lane
P.O. Box 1331

Piscataway, NJ 08855–1331, USA
Phone:  (732) 562–3944

Months of Publication
March/June /September/December

Newsletter Deadlines
Articles for the CAS Newsletter issues must be received

by the Editor by the following dates:

Issue Due Date
March  February 1
June May 1

September  August 1
 December November 1

 © 1999 IEEE. Information contained in this newsletter may be
copied without permission provided that the copies are not made or
distributed for direct commercial advantage, and the title of the
publication and its date appear.

IEEE Circuits and Systems Society Newsletter is published
quarterly by the Circuits and Systems Society of the Institute of
Electrical and Electronics Engineers, Inc., Three Park Avenue,
New York, NY 10016–5997.  Four dollars per member per year
(included in Society fee) for each member of the Circuits and
Systems Society.  Printed in U.S.A.  Periodicals Postage Paid at
New York, NY, and at additional mailing offices.  Postmaster:
Send address changes to IEEE Circuits and Systems Society
Newsletter, Attn: Change of Address, IEEE, 445 Hoes Lane,
Piscataway, NJ  08855–1331.

2

In This Issue

Don’t Get Your ‘FIR’ Up, Look at the
‘IIR’ Filtering Results, page 1

Can You Make Sense of Your World?
Try Multisensor/Information Fusion,

page 7

The Smaller They Are, the Noisier They
Get—What to Do About the CMOS ICs,

page 16

Looking for a Good Book to Read? Here
is One of Great ‘Magnitude’, page 24

CAS Officers and BOG Members for the
Next Millenium, page 27

Articles
Cousseau: Adaptive IIR Filtering .................. 1
Hong: Multisensor/Information Fusion .......... 7
Friedman: Interconnect Noise in CMOS ICs . 16

Society
New CAS Officers/BOG Members ................ 27
MPEG-4 Workshop at ISCAS 2000 .............. 32

People
CAS 1999 IEEE Fellow Profiles .................... 22
Kwan: Book Review ...................................... 24
The Adventures of the ’Umble Ohm ............. 31

Places
Calls for Papers and Proposals

ICECS 2K .................................................. 25
ICME 2000 ................................................. 25
AS-SPCC 2000 .......................................... 25
MWSCAS 2000 ......................................... 30
IJCNN 2000 ............................................... 30

Coming Conferences
ISCAS 2000 ............................................... 25
DAC 2000 .................................................. 25
ICCDCS 2000 ............................................ 30
VCIP 2000 ................................................. 30
SSMSD 2000 ............................................. 30
COC 2000 .................................................. 30



3

ADAPTIVE
IIR

FILTERING :
AVAILABLE

RESULTS

Adaptive Filtering . . . continued from front cover

The purpose of this report is
twofold: to review briefly recent re-
sults that indicate nice rational ap-
proximation properties of known
methods and to discuss, also briefly,
research being developed in this
matter.

Introduction
As widely known, research in

adaptive IIR filtering was pursued
following two differentiated research
lines: stability theory [1, 2] and sys-
tem identification theory [3]. The
first line, closely related to tuning as-
pects of adaptive control, was aimed
at intrinsic stability properties of the
filter’s parameters being estimated
without regarding specific model ap-
proximation issues. As a result of in-
tensive work, a rigorous, complete
and useful theory was obtained. In
spite of a restrictive condition im-
posed on the modeled system, the al-
gorithms obtained found wide appli-
cation in many diverse areas [4, 5].
A representative exponent of this re-
search line is the hyperstable adaptive
filter (HARF) [6] or its useful
simplifications [7].

Unfortunately, reduced order con-
texts, i.e., model approximation as-
pects, were not contemplated in this
family of algorithms. As a result, de-
spite the estimation parameter’s stabil-
ity being maintained, mean squared er-
ror (MSE) performance in typical sys-
tem identification applications, as for

example channel estimation or echo
cancellation, is usually degraded or at
least biased.

On the other hand, classical results
related to rational approximation
theory [8–10] prove to be useful to
describe the general performance of
the second main research line, i.e.,
those algorithms obtained from system
identification theory. Perhaps the main
aspect to be solved in this line is to
obtain suitable convergence speed per-
formance that accompanies the nice
approximation properties.

After an introduction of basic al-
gorithms in the following section of
this brief overview, some key results
obtained from rational approximation
theory concepts are included in the
third section. Finally, in the fourth sec-
tion a discussion of adaptive IIR
filtering applications, that motivate this
letter, is presented in addition to com-
ments addressing current research
lines in this area.

. . . continued on Page 4
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Prediction Error Methods
and Related Algorithms

Prediction error methods are a
paradigm of system identification
theory because statistically efficient
estimates can be obtained under wide
general conditions [3]. Adequateness
of these methods for adaptive filtering,
i.e., use of constant step size and lim-
ited information about model order,
gives place to many algorithms.

In order to obtain an approxima-

tion Ĥ (z) (or ŷ(n) = B̂n (z )

Ân (z )
 x(n) with the

input-output description) of an stable,
but unobservable, transfer function
H(z) (or d(n) = H(z) x (n) + ν (n), ν (n)
measurement noise), the following mini-
mization criteria have been proposed.

• Mean square output error (MSOE)

[3], E{( d(n) – ŷ(n))2} = E{( H(z) –

Ĥ (z))2}.
• Mean square equation error (MSEE)

[11], E{( Ân(z)d(n) – B̂(z)x(n))2}.

• Mean square Steiglitz-McBride error

(MSSME) [12], E{( Ân+1(z)
d (n)
Ân (z )

 –

B̂n+1(z)
x (n)
Ân (z )

)2}.

• Mean square (master) slave error
(MSMSE) [13], first step (master

error) minimize  E{( d(n) – ˆ̂y(n))2} =

E{( d(n) – 
B̂n (z )

Âm−1(z ) x(n))2} with B̂n (z)

of order 2N and Âm−1(z) fixed; sec-
ond step (slave error), minimize

E{ ( Âm (z) ˆ̂y(m) – Ĉm(z)x(m))2}.

Except for the latter criterion (a
double error method with a two-step al-

Figure 2. Mean square output error surface, sufficient order
system identification, SGL realization.

Adaptive Filtering . . . continued from Page 3
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. . . continued on Page 6

gorithm), the basic stochastic gradient
updating algorithm associated can be
written as

θ(n +1) = θ(n) + µφ(n)e(n)

where θ(n) = [ â1(n), … âN (n), b̂0 (n),
…, b̂N (n)]Tis the parameter vector (de-
nominator and numerator coefficients
respectively), µ is the step size and
φ(n)and e(n) are, respectively, the re-
gressor vector and error defined for
each criteria as described in Table 1
(with k = 0, …, N, j = 1, …, N and i =
0, …, 2N).

Rational Approximation Results
Methods introduced in the previ-

ous section represent different approxi-
mations to H(z). Minimization using
the LMS-like update equation leads to
very different conceptual estimates. An
elegant tool to analyze stationary con-
vergence points for these methods is
the Beurling-Lax Theorem [14, 15]
related to properties of a particular de-
composition of Hardy spaces H2 [16]
(i.e., bounded and causal Hilbert
spaces).

Specifically, let V(z) be a stable all-
pass transfer function of minimum de-
gree N, and let A, b, g, ν0 ) be a bal-
anced realization of V(z). Furthermore,
let C(z) = z(z I  – A)–1b, where the N x
N matrix A and the N x 1 vector b are
such that the pair (A, b) is completely
controllable and the eigenvalues of A
coincide with the zeros of V(z).

Then, f (z) ∈  H2 satisfies
<C(z), f (z)>  =  0

if and only if f (z) is causally divisible

by V(z), i.e., f (z) = V(z)g(z), for some
g(z) ∈ H2. This null inner product is
closely related to a general stationary

point analysis. Let ̂H (z) have degree
N and α1 ,…, α N  be the poles of

Ĥ (z). Indeed, let σ N  be the mini-
mum singular value of the Hankel
matrix related to H(z) and let the in-
put x(n) be white noise. Then some
results from this theorem follow:

• MSOE [17], ĤL2
(z) is a stationary

point of the MSOE if and only if

H(z) – ĤL2
(z) = z–1[V(z)]2q(z)

for some q(z) ∈ H2, where V(z) is
the all-pass function whose poles

coincide with those of ̂HL2
(z). Thus

H (αk
−1 ) = ĤL2

(αk
−1 )

∂H (z)
∂z z=αk

−1

=
∂ĤL2

(z)

∂z
z=αk

−1

for k =1, …, N. Also, the global mini-

mum satisfies   H(z) – ĤL2
(z)  2 ≤ σN+1.

Algorithm φ (n) e(n)

MSOE ŷ(n− j )
Ân (z )

, x (n−k )
Ân (z )

(d(n) − ŷ(n))

MSEE d(n − j), x(n − k) ( Ân (z)d(n) − B̂n (z)x(n))

MSSME d (n− j )
Ân (z )

, x (n−k )
Ân (z )

(d(n) − ŷ(n))

MSMSE (step 1) x (n− i)
Âm−1(z )

(d(n) − ŷ(n))

MSMSE (step 2) ˆ̂y(m − j), x(m − k) ( Âm (z) ˆ̂y(m) − Ĉm (z)x(m))

Juan E. Cousseau

Table 1
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• MSSME [18], without considering

measurement noise ν (n), if Ĥ (z) is a
stationary point of the MSSME then

H(z) – Ĥ (z) = z–1 V(z)g(z)

[H(z)H(z–1)]+  –  [Ĥ (z) Ĥ (z–1)]+
=  z–1V(z)q(z)

for some g(z), q(z) ∈ H2 and where
[.]+ is the strict causal part. This re-
sult can be interpreted as

Ĥ(αk
−1) = H(αk

−1) (Ĥ (0) = H(0))

r̂lαk
− l

l =1

∞∑  = rlαk
− l

l =1

∞∑
where k =1, …, N, rk = hlhl +kl =0

∞∑
and ̂rk = ĥlĥl +kl =0

∞∑ . Indeed, and most

importantly, at any stationary point of

the SM method,    H(z) – Ĥ(z)   2  ≤ σN+1.
Relating this to the MSOE global

minimum ĤL2
(z), it is possible to obtain

  Ĥ L2
(z) – Ĥ (z)  2   ≤ 2σN+1

• MSEE [19], without considering

measurement noise, Ĥ (z) is a sta-
tionary point of the MSEE if and
only if

<C(z), V(z)g(z)>  =  0
where, in particular, g(z) = Â(z). Then

ĥk = hk

ĥlĥk + l
l =0

∞

∑ − hlhk + l
l =0

∞

∑ = σe
2

2π
e jkw

Â(e jw ) 2−π

π

∫ dw

for k = 0, 1, …, N, where σe
2 is the

minimum MSEE.
Briefly, these results have many

significant interpretations. In spite of
stability properties of the estimates
under certain constraints, MSEE is
not very useful with undermodeling

Adaptive Filtering … continued from Page 5

Figure 3. Mean square output error surface,
reduced order system identification.

. . . continued on Page 9
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. . . continued on Page 8

Every day we are immersed in a
world full of information of all

kinds and we use different sensors to
extract the information we need and
convert it to a form that is useful to us.
However, available information could
be partial, erroneous or even contra-
dicting, and the sensing device that we
use could be inaccurate. To better ex-
plore our environment, we usually em-
ploy multiple sensing devices with dif-
ferent characteristics and use them at
different locations/times to get better
spatial/temporal coverage. Then we try
to combine the information from all
sensors with the hope that a better un-
derstanding of the environment can be
achieved, which is exactly the purpose
of multisensor/information fusion.
Multisensor/information fusion is an
emerging and multidisciplinary tech-
nology and its applications include re-
mote sensing, robotics, medical diag-
nosis, manufacturing automation,
ocean surveillance, law enforcement,
air-to-air/surface-to-air defense, battle-
field command and control (C2) mis-
sion, and long-range strategic warning
and defense [1]. In the following, two
examples of multisensor/information
fusion are given.

Example One: In this example, we
will try to measure a voltage source.
We have three meters at hand, each of
which has a certain accuracy, say 2%,
5% and 10%. After reading the meters,
we would like to use all three readings
in such a way that a best estimate of
the actual voltage is derived. The sense
of best will be discussed later. In this
example, we actually perform a simple

multisensor/information fusion task.
Example Two: Each sensor is de-

signed for a particular functionality
and will deliver the best performance

SENSE YOUR WORLD BETTER:
MULTISENSOR/INFORMATION  FUSION

by Lang Hong
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in the application if that functionality
is emphasized. In this example, we
have two kinds of sensors for an air
defense application: radar and forward
looking infrared (FLIR). The surveil-
lance accuracy of radar and FLIR is il-
lustrated in the upper left and right por-
tion of Fig. 2. A typical pulsed radar
has high accuracy in measuring ranges
and poor accuracy in measuring
angles. On the other hand, a FLIR sen-
sor can measure angles accurately, but
performs poorly on measuring ranges.
By fusing radar and FLIR sensors, we
can get accurate measurements in both
ranges and angles, as illustrated in the
lower part of Fig. 2.



8

In general, by using multisensor/in-
formation fusion, one would expect to
achieve the following benefits:
• Robust operational performance
• Extended spatial coverage
• Extended temporal coverage
• Increased confidence
• Reduced ambiguity
• Improved detection performance
• Enhanced spatial resolution
• Improved system operational reli-

ability
• Increased dimensionality

The above benefits can be
grouped into two major categories in
which multisensor/information fu-
sion is used: (1) information aug-
mentation, and (2) uncertain man-
agement. The first category is re-
ferred to as the situation where sen-
sors’ sensing spaces (either spatial or
temporal) do not overlap (or overlap
a little). In this situation, each sen-
sor provides a unique information di-
mension to the application, and fus-
ing information increases the overall
sensor space dimensionality and ex-

Figure 2. Fusing radar and FLIR sensors; adapted from [1].

Sensing Your World . . . continued from Page 7

. . . continued on Page 12
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FLIR absolute
uncertainty
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Adaptive Filtering . . . continued from Page 6

problems. In addition, measurement
noise in MSEE introduces biased es-
timates. On the other hand, local
minima of MSOE are not a problem
using the MSSME. However, MSSME
estimates are biased with colored mea-
surement noise. An interesting, but not
fully analyzed, composed error
method, the MSMSE, seems to be ad-
equate to solve the bias problem using
suitable modifications [20, 21].

Final Discussion: Low Complexity
vs. Fast Convergence Speed
The most demanding problem in

adaptive IIR filtering at this moment
seems to be convergence character-
ization. In fact, convergence with
MSSME criterion (the more suitable
choice if modeling aspects need to be

contemplated) is not well understood
yet; and specific results are con-
strained to ODE analysis [3]. From
the specific point of view of adaptive
IIR filters, the structural problem of
small step size (that leads to slow
convergence speed) in order to cope
with high modulus poles does not
have a clear solution [22]. A recent
strategy proposed [23] to solve this
problem exchanges computational
complexity for convergence speed.

On the other hand, realizations
are a very important factor to con-
sider if convergence speed is the
main concern. Intrinsic stability
properties of lattice realizations [18]
indicate that, from a practical point
of view, they are suitable for adap-

. . . continued on Page 10

Figure 4. ODE trajectories of the RG algorithm using sufficient order system identification.
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Adaptive Filtering . . . continued from Page 9

tive IIR filtering. However, conver-
gence analysis (and specifically con-
vergence speed performance) is
difficult with this parameterization
and, in addition, lattice IIR filters are
not necessarily faster than other or-
thogonal realizations [24].

In order to illustrate some mean-
ingful results, we present an example
in a system identification setup for
both sufficient and insufficient order
adaptive IIR filters. For this purpose
the MSOE surface for a sufficient or-
der case (second order) is depicted in
Figs. 1 and 2. The realizations con-
templated were the direct form real-
ization (Fig. 1) and the simplified

gradient lattice realization (SGL)
[18] (Fig. 2). A typical MSOE surface
for the insufficient order case (first or-
der adaptive filter) using the direct re-
alizations is illustrated for the same ex-
ample in Fig. 3. This example shows
a typical multimodal surface.

On the other hand, convergence
behavior can be studied using the or-
dinary differential equation (ODE)
associated [3]. Figure 4 shows the
ODE trajectories using the recursive
gradient algorithm (RG) [3] in a
sufficient order setup corresponding
to Fig. 1. Typical ODE trajectories
using the recursive gradient algo-
rithm and the on-line Steiglitz-
McBride algorithm [22] for a re-

Figure 5. ODE trajectories of the RG algorithm, reduced order system identification.
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duced order system iden-tification
case (corresponding to the MSOE of
Fig. 3) are depicted in Figs. 5 and 6.
For this case of very different local
and global minima of the MSOE, the
Steiglitz-McBride method reach es-
timates that in all cases approximate
very well the global minimum.

Adaptive IIR filtering, like other
parameter estimation techniques, has
been used in many application areas.
As general application examples, of
potential interest are short training
channel estimation based equaliza-
tion techniques for wired [25] or
even wireless communications [26].
Detection oriented notch filters seem
to constitute the best recognized

strategy among adaptive IIR filtering
techniques [27]. Interference cancel-
lation applications, as for example
echo cancellation, is also a possible
application if the compromise be-
tween low complexity and fast con-
vergence speed can be solved ad-
equately [28].

References
[1] I. D. Landau, “Unbiased Recursive

Identi-fication Using Model Reference
Techniques”, IEEE Transactions on
Automatic Control, vol. AC–21, pp.
194–202, August 1976.

[2] C. R. Johnson, Lectures On Adaptive
Parameter Estimation. Englewood-
Cliffs: Prentice-Hall, 1988.

[3] L. Ljung and T. Söderström, Theory

Figure 6. ODE trajectories of the on-line SM algorithm, reduced order system identification.

. . . continued on Page 26
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Sensing Your World … continued from Page 8

tends spatial and temporal coverage.
An example of information augmen-
tation is given in Fig. 3, where Lead
and Wingman search in different sur-
veillance regions. By fusing infor-
mation from both sensors, an ex-
tended surveil lance region is
achieved. Performing multisensor/
information fusion in the first cat-
egory is relatively straightforward
and the related research is focused
into so called sensor management
which determines the strategy of de-
ploying sensors and tuning sensors’
parameters such that the best infor-
mation is sensed.

The second category actually is
the one in which a science of
multisensor/information fusion re-
sides. The scenario of this category
is that all sensors measure the same
interest of the object/process from
different locations/times. So it is

naturally desired that information
from all sensors be fused to provide
the best description of the object/pro-
cess. To do so, certain preprocessing
is needed, such as information reg-
istration/alignment and coordinate
transformation. There are all kinds of
uncertainties involved: sensing de-
vice uncertainty, environment uncer-
tainty, a priori information uncertainty
about the sensed object/process, etc.
The objective of multisensor/infor-
mation fusion is to minimize the im-
pact of uncertainties and get the most
information out of the sensors. In
example one, sensor uncertainty is
meter accuracy; and the best overall
reading is derived by weighted aver-
aging where each meter reading is
weighted by the reciprocal of the
meter ’s uncertainty (accuracy),
which has been proved to be the best
solution. If a priori  information
about the voltage source is available,
this a priori information can be in-
corporated by weighting it with the
reciprocal of the information uncer-
tainty. Example two perfectly illus-
trates the concept of uncertainty re-
duction by fusing radar and FLIR.
The reduced uncertainty shown in
the lower part of Fig. 2 is a result of
the intersection of two sensor uncer-
tainty volumes.

Generally speaking, a multisensor/
information fusion approach involves
three components: information repre-
sentation, uncertainty description and
optimization method. Information
representation is referred to as
choosing the best format and best
level of detail to represent informa-
tion of interest, while uncertainty de-

Figure 3. Information augmentation.

Surveillance region 1

Surveillance region 2

Lead
Wingman

Multisensor/
information fusion
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. . . continued on Page 14

– Dempster-Shafer
– Markov random fields (MRF)

• Fuzzy set/fuzzy logic theory
• Information theoretic fusion algo-

rithms
– Cluster analysis methods
– Adaptive neural nets
– Voting methods
– Entropy methods

• Knowledge-based AI approaches

The above list is by no means
complete; as a new technology of in-
formation representation or uncer-
tainty description emerges, a corre-
sponding new fusion algorithm will
be introduced.

There are several schemes of fus-
ing multisensor information, depend-
ing upon how sensor information is
processed: centralized, distributed
and hierarchical [3]. In centralized
fusion (Fig. 5), all raw measurement
data are pooled into a central unit

Figure 4. A generic multisensor/information fusion scheme.

scription addresses the way we de-
scribe uncertainty of information.
Optimization is needed either to
maximize overall information or to
minimize overall uncertainty, ac-
cording to some criteria. A generic
multisensor/information fusion
scheme is shown in Fig. 4.

There are different ways of de-
scribing uncertainties, such as prob-
ability, fuzzy sets, belief sets, en-
tropy, and neural nets, which lead to
different branches of multisensor/in-
formation fusion. Also the dynamic
nature of information results in static
and dynamic fusion. When informa-
tion can be described by a set of pa-
rameters, parametric fusion methods
are used and furthermore, if a model
can be defined, a model-based fusion
algorithm is preferred. In the follow-
ing, a list of different fusion methods
is provided [1, 2]:

• Model-based sensor/information fu-
sion algorithms
– Static

* Bayesian
* Fisher
* Weighted least squares
* Unknown-but-bounded
* Geometric approaches

– Dynamic
* Recursive weighted least squares
* Maximum likelihood
* Centralized Kalman filter
* Distributed Kalman filter
* Adaptive distributed Kalman

filter
* Regularization

• Statistical-based sensor/information
fusion algorithms
– Maximum likelihood
– Bayesian
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. . .
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• information formation
• preprocessing
• uncertainty description
• transformation/alignment
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• information extraction
• information formation
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according to uncertainty

fused information

. . .
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(after data alignment and coordinate
transformation), and then fusion al-
gorithms are implemented at the cen-
tral unit to generate fused informa-
tion. Theoretically, centralized sen-

sor fusion could result in an optimal
fusion algorithm, and therefore is
often considered as a benchmark of
optimality. However, there are a few
drawbacks associated with the cen-
tralized fusion scheme, such as
higher requirements on the commu-
nication network, high computa-
tional complexity at the central fu-
sion unit, and poor fault tolerance to
sensor and processor failures.

The distributed fusion scheme
(Fig. 6), on the other hand, processes
raw measurements and extracts use-
ful information locally at each sen-
sor site and only transmits the ex-
tracted information (e.g., first and
second moments) to the central unit.
At the central unit, a simple compu-

Figure 5. Centralized fusion.

Figure 6. Distributed fusion.

Sensing Your World . . . continued from Page 13
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rate for exchanging information, but
still maintain high-quality global fu-
sion results. To achieve this, certain
data compression is necessary before
data communication. Wavelet trans-
forms have been proven to be effec-
tive for data compression. By utiliz-
ing the wavelet transform, we are
able to compress the data at a desired
compression rate, then transmit the
compressed data. At the receiving
site, we can nicely decompress the
data and perform sensor/data fusion.
The amount of data to be com-
pressed, as well as the data commu-
nication rate, depends on the infor-
mation dynamic behavior of the ob-
ject/process of the interest. When
applied to multisensor multitarget
tracking, the compression rate and
data communication rate adapt ac-
cording to target kinematics. For in-
stance, a larger amount of data is com-
pressed and communicated at a low
rate for tracking nonmaneuvering tar-
gets. No data compression is per-
formed and the communication rate
is high when tracking maneuvering
targets [4].

As the scale of the sensor system
and the volume of data to be pro-
cessed increase, an effective way of
storing, indexing and retrieving data
becomes necessary. Database man-

Figure 7. Hierarchical fusion.

tation is performed to fuse processed
information. Since distributed fusion
overcomes the disadvantages of cen-
tralized fusion, it is more practical
and widely used. There is a third fu-
sion scheme called hierarchical fu-
sion which is in between centralized
fusion and completely distributed
fusion (Fig. 7). In this scheme, cen-
tralized fusion is performed in a group
of sensors and distributed fusion is
then carried out among groups.

Today’s improved sensor tech-
nology and computing capability en-
ables us to have high signal sampling
rates and fast computation capabil-
ity locally at each sensor platform.
To achieve high quality global sen-
sor/information fusion results, it is
desired to communicate the local
data (e.g., estimates and their cova-
riance matrices) among the platforms
at a high rate. However, since data
traffic through communication links
is getting busier and busier in a mod-
ern multisensor system, it is desired
to cut down the data communication

. . . continued on Page 28
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T he performance of integrated
circuits (ICs) has been increas-

ing exponentially due to the scaling
of on-chip devices and interconnec-
tions along with new chip architec-
tures and design methodologies, as
graphically displayed in Fig. 1. Now
a single IC can contain an entire sys-
tem (a system-on-a-chip (SOC)); and
the on-chip interconnections appear
more like multi-chip modules (MCMs)
and printed circuit boards (PCBs):
with many interleaved signal layers
and multiple planes of interconnect.

As the feature size of on-chip de-
vices and interconnections scales
down to very deep submicrometer
(VDSM) dimensions, the chip size
has also increased, while the operat-
ing frequencies have begun to ex-
ceed a gigahertz. Serious on-chip
electrical problems are being en-
countered in these high speed,
VDSM high complexity circuits.
These problems include signal distor-
tion along coupled interconnect lines,
voltage variations in the power supply
distribution, and substrate coupling,
each of which is a major source of
on-chip noise in VLSI circuits.

The term noise in the context of
digital VLSI systems has come to
mean unwanted variations of the
voltages and currents at various
nodes within a circuit. This noise

ON-CHIP INTERCONNECT NOISE IN
DEEP SUBMICROMETER  CMOS

INTEGRATED CIRCUITSby Eby G. Friedman

(a) Evolution of the number of transistors per integrated circuit.

Figure 1. Moore’s law—exponential increase in circuit integration and clock frequency.

(b) Evolution of clock frequency.
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becomes significant in digital cir-
cuits when the noise signal causes in-
correct switching in logic states,
thereby dissipating extra power, de-
laying switching times, and poten-
tially creating catastrophic faults.
Noise in a CMOS integrated circuit
is the interference signal induced by
signals on neighboring wires or from
the substrate. This noise is different
from the intrinsic noise generated by
FETs or other active device compo-
nents. Noise is essentially an unpre-
dictable and random phenomenon.
The randomness originates from the
complexity of the on-chip circuits
and interconnections.

One major advantage of CMOS
digital circuits in a noisy environ-
ment is that most CMOS circuits
have a relatively high immunity to
noise. However, as power supply
levels have decreased, this advantage
has diminished. Thus, the problem of

noise has increased in importance
such that on-chip noise has become
one of the primary threats to contin-
ued growth in integrated circuit den-
sity and performance.

The noise margin in VDSM static
CMOS VLSI circuits has decreased
since the power supply voltage has
been scaled down by two to three
times in order to maintain a constant

Eby G. Friedman received the B.S. degree from Lafayette College in 1979, and
the M.S. and Ph.D. degrees from the University of California, Irvine, in 1981 and 1989,
respectively, all in electrical engineering. From 1979 to 1991, he was with Hughes
Aircraft Company, rising to the position of manager of the Signal Processing Design
and Test Department, responsible for the design and test of high performance digital
and analog ICs. He has been with the Department of Electrical and Computer Engi-
neering at the University of Rochester since 1991, where he is professor, director of
the High Performance VLSI/IC Design and Analysis Laboratory, and director of the
Center for Electronic Imaging Systems. His current research and teaching interests
are in high performance synchronous digital and mixed-signal microelectronic design
and analysis with application to high speed portable processors and low power wire-
less communications. He is the author of more than 125 papers and book chapters and
the editor of three books in the fields of high speed and low power CMOS design tech-
niques, high speed interconnect, and the theory and application of synchronous clock
distribution networks. Dr. Friedman is on numerous editorial boards and technical pro-
gram committees and is active within the IEEE Circuits and Systems Society.

Figure 2. Noise margins are reduced due to technology scaling.

. . . continued on Page 18
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On-Chip Noise … continued from Page 17

electric field; however, the threshold
voltages of the MOS devices have
been decreased at a much smaller
rate in order to control the magnitude
of the subthreshold currents, as
graphically shown in Fig. 2. More-
over, the noise immunity of a dy-
namic CMOS VLSI circuit is even
poorer than its static counterpart be-
cause the switching threshold of a
dynamic circuit is the threshold of a
single transistor. Therefore the noise
margin of both static and dynamic
circuits has been significantly re-
duced in VDSM CMOS circuits, thus

making the impact of noise on circuit
performance, until recently consid-
ered to be a second-order effect, a
fundamental integrated circuit de-
sign issue. Furthermore, with tech-
nology scaling, physically close on-
chip interconnections, and the more
aggressive use of mixed-signal cir-
cuits which are more sensitive to
noise, the intrinsic noise immunity of
CMOS is no longer sufficient to pro-
tect against the inherent noisiness of
high density, high speed SOCs.

Both the power supply distribu-
tion and signal distortion along
coupled interconnect lines are inter-
connect-related problems. Intercon-
nections in CMOS integrated circuits
are multi-conductor lines existing on
different physical planes. The para-
sitic impedances of these conductor
lines can be extracted from the geo-
metric layout. The coupling capaci-
tance is physically a fringing capaci-
tance between neighboring intercon-
nect lines, and strongly depends
upon the physical structure of the ad-
jacent interconnections. For parallel
metal lines on the same layers, the
fringing capacitance will increase as
the spacing between the interconnec-
tions decreases and the thickness-to-
width aspect ratio of the interconnec-
tion increases. Due to the screening
effect of low-level interconnect, the
metal-to-metal coupling capacitance
among different layers also contributes
to the total coupling capacitance.

Due to the fast waveforms in
high speed CMOS VLSI circuits,

ON-CHIP INTERCONNECT NOISE IN
DEEP SUBMICROMETER  CMOS

INTEGRATED  CIRCUITS

Figure 3. Coupled on-chip interconnections. (a) and (b) demonstrate the
scaling of interconnect. (c) An equivalent circuit characterizes both capacitive

coupling and inductive coupling among adjacent interconnect lines

(a) (b)

(c)
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particularly if the transition times are
comparable to, or less than, the time
of flight delay of the signal through
the line, the effects of interconnect
inductance should also be considered
within the interconnect model. The
on-chip inductance in CMOS VLSI
circuits is a highly complex circuit
element. The self-inductance is
physically related to a current loop.
The silicon substrate cannot be mod-
eled as an ideal ground plane be-
cause of the penetration of the mag-
netic field and the high resistivity of
the silicon substrate. The current re-
turn path further complicates the pro-
cess of accurately determining the
on-chip inductance. There are two
current paths, the nearby ground
lines and the silicon substrate. There-
fore, inductive coupling can extend
across great distances (in the context
of VDSM semiconductors) by cou-
pling through the substrate and the
common power lines. The intercon-
nect should therefore be modeled as
a lossy RLC transmission line when
designing high frequency circuits.

There are two coupling mecha-
nisms in high speed VDSM VLSI
circuits, i.e., capacitive coupling and
inductive coupling, as shown in Fig.
3. The coupling capacitance and in-
ductance change the effective load
capacitance and inductance of a
CMOS driver depending upon the
signal polarity. This effect signifi-
cantly changes the transient response
of a CMOS logic gate as compared
to not considering the coupling ca-

pacitance and inductance. Moreover,
if the interconnect is modeled as a
distributed RLC line, reflections oc-
cur due to discontinuities along the
transmission lines. The active tran-
sition on an aggressor line can cause
a voltage or current change on the
adjacent victim line, as shown in Fig.
4. The signal distortion due to the
coupled interconnect can be consid-
ered as a component of the total in-
terconnect coupling noise.

Coupling noise between and
among adjacent interconnects can
cause two types of disastrous effects
on the logical functionality and long-
term reliability of a VLSI digital cir-
cuit as shown in Fig. 5. One effect is
increasing the load on the CMOS
logic stage, effectively increasing the
delay [see Fig. 5(a)]. The second ef-
fect is coupling a signal of suffi-
ciently high voltage as to momen-

Figure 4. Active transition on an aggressor line causes
coupling noise voltage on a victim line.

. . . continued on Page 20
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tarily turn on a logic gate, wasting
power or, more significantly, latching
an incorrect state into a bistable reg-
ister [see Fig. 5(b)]. Coupling effects
become more significant as the feature
size is decreased to VDSM dimen-
sions (less than 0.25 µm effective
channel length) because the spacing
between conductor lines is decreased
and the thickness of the conductors is
increased in order to reduce the para-
sitic resistance of the conductors. Not
only may the coupling noise increase
the delay of the logic gates, if the peak
noise voltage at the receiver exceeds
the threshold voltage of the CMOS re-
ceiver, the noise may cause a circuit
to malfunction. Furthermore, the in-
duced noise voltage may cause extra
power to be dissipated on the quiet
line due to momentary glitches at the
output of the logic gates. Carrier in-
jection or collection into the substrate
may occur as the coupling noise volt-
age rises above the power supply volt-
age or falls below ground. These del-
eterious effects caused by the coupling
noise voltage become aggravated as
the relaxation time, the time for the
coupling noise to reach a steady state
voltage, increases.

Proper design of the power distri-
bution network can reduce the effects
of both the chip/package interface
bonding wires and the on-chip para-
sitic inductance of the power rails
which cause simultaneous switching
noise (SSN—also known as Delta-I
noise or ground bounce). The total

capacitive load associated with the in-
ternal circuitry is increasing in both
current and next generation VLSI cir-
cuits. As the operating frequency in-
creases, the average on-chip current
required to charge (and discharge)
these capacitances also increases,
while the time during which the cur-
rent is being switched decreases.
Therefore, a large change in the total
on-chip current occurs within a short
period of time.

The primary sources of the current
surges are the I/O drivers and the in-
ternal logic circuitry, particularly those
gates that switch close in time to the

Eby G. Friedman

(a) Delay uncertainty on an active interconnect line.

(b) Coupling noise voltage on a quiet interconnect line.

Figure 5. Effects of on-chip interconnect
coupling noise.
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clock edges. Because of the self-induc-
tance of the off-chip bonding wires and
the on-chip parasitic inductance inher-
ent to the power supply rails, as sche-
matically shown in Fig. 6, the fast cur-
rent surges result in voltage fluctua-
tions in the power supply network. Si-
multaneous switching noise originat-
ing from the internal circuitry is be-
coming an important issue in the de-
sign of very deep submicrometer
(VDSM) high performance micropro-
cessors. For example, at gigahertz op-
erating frequencies and high integra-
tion densities, power dissipation den-
sities are expected to approach 20W/

cm2, a power density limit for an air-
cooled packaged device. Such a power
density is equivalent to 16.67 amperes
of current for a 1.2V power supply in
a 0.1µm CMOS technology. Assuming
that the current is uniformly distributed
along a 1cm wide and 1µm thick Al-
Cu interconnect plane, the average
current density is approximately
1.67mA/µm2. For a standard mesh
structured power distribution network,
the current density is even greater than
1.67mA/µm2. For a 1mm long power
bus line with a parasitic inductance of
2nH/cm, if the edge rate of the current
signal is on the order of an overly con-
servative nanosecond, the amplitude of
the L di/dt noise is approximately 0.35
volts. This peak noise is not insignifi-
cant in VDSM CMOS circuits. This in-
creased importance of on-chip simul-
taneous switching noise can be attrib-
uted to faster clock rates, large on-chip

Figure 6. On-chip simultaneous switching noise.
(a) Physical layout of a CMOS logic gate.
(b) An equivalent circuit of on-chip power

supply rails.
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T here are many available books on
signals and systems, analog and

digital filters, and analog and digital
signal processing; but they focus
mainly on the approximation of the
magnitude response of recursive fil-
ters. Most of them routinely discuss
Butterworth, Chebyshev, and some-
times Cauer or elliptic function re-
sponse of lowpass filters, followed by
the frequency transformations used for
the design of highpass, bandpass and
bandstop, and other forms of lowpass
filters. Very little discussion on the
group delay approximation is found in
most of these books, and hardly any
discussion of the simultaneous ap-
proximation of the magnitude and
group delay responses. The same is
equally valid about the theory and de-
sign of 2-D recursive digital filters.
The outstanding feature of this book
is that it covers the theory of ap-
proximating the magnitude only,
group delay only, and both the mag-
nitude and group delay of 1-D as

well as 2-D recursive digital filters.
In Chapter 1, the author reviews

the classical theory of approximating
only the magnitude of 1-D analog and
digital filters. In Chapter 2, a large
number of methods for designing 1-D
IIR filters that approximate a constant
delay, as well as both magnitude and
group delay, are discussed. The meth-
ods included in this chapter are based
on (a) the use of allpass filters con-
nected in cascade with filters that ap-
proximate prescribed magnitude re-
sponse; (b) the use of a mirror image
polynomial connected in cascade with
an all-pole filter that approximates a
constant group delay, involving ana-
lytical solutions as well as optimiza-
tion techniques for finding the coeffi-
cients of the mirror image polynomial;
(c) the use of only two allpass filters
connected in parallel; (d) the use of
singular-value decomposition; (e) lin-
ear programming; (f) the theory of
commensurate, distributed parameter
networks; and (g) the theory of eigen-
filters. These methods, except the first
one, are fairly new and are found only
in the professional journals. In Chap-
ter 3, the author describes the approxi-
mation of only the magnitude of 2-D
IIR filters. It contains a discussion of
2-D filters having a magnitude re-
sponse in the passband and stopband
regions that fall into three categories:
(a) regions bounded by straight lines
parallel to w

1
 and w

2
 axes, e.g. rectan-

gular regions; (b) regions bounded by

Book Review
by H. K. Kwan

. . . continued on Page 27

H. K. Kwan is professor in electrical engineer-
ing at the University of Windsor, Canada.

Magnitude and Delay
Approximation of 1-D
and 2-D Digital Filters

Author: B. A. Shenoi
Springer Verlag, New York, NY

(ISBN 3-540-64161-0) 1999
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AS-SPCC is the 1st International Symposium presenting work in fundamen-
tals of adaptive and learning systems, pattern recognition, adaptive signal
processing, radar signalprocessing, wireless communications, adaptive con-
trol, nonlinear dynamical systems and computational intelligence in finance.

Deadline for submission: February 1, 2000
Notification of acceptance: March 15, 2000
Deadline for final paper submission: May 15, 2000

Address for correspondence:
Jose C. Principe, Ph.D.
BellSouth Professor and Director
Computational NeuroEngineering Lab, EB 451, Bldg #33
University of Florida, Gainesville, FL 32611
Phone: 352–392–2662; Fax: 352–392–0044B
principe@cnel.ufl.edu
http://symposium2000.mcmaster.ca/ C
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ISCAS 2000
THE 2000 IEEE INTERNATIONAL SYMPOSIUM

ON CIRCUITS AND SYSTEMS

SUNDAY, MAY 28 — WEDNESDAY, MAY 31, 2000
International Conference Center of Geneva (CICG)

Geneva, Switzerland
Emerging Technologies for the 21 st  Century

The 2000 IEEE International Symposium on Circuits and Systems will include regular sessions; special sessions
on emerging circuits and systems topics; plenary sessions on selected advanced aspects of the theory, design and
applications of circuits and systems; and short courses given by experts in specific state-of-the-art subject areas.

WWW address — http://iscas.epfl.ch
Program chairs may also be contacted in the following ways:

E-mail: iscas2000@esat.kuleuven.ac.be; Fax: +32/16/32.19.70

General Chair
Martin Hasler
Swiss Fed. Inst. of Tech.
Lausanne
martin.hasler@epfl.ch

Vice Chair
George S. Moschytz
Swiss Fed. Inst. of Tech.
Zürich
moschytz@isi.ee.ethz.ch

Technical Program Chair
Joos Vandewalle
Katholieke Univ. Leuven
Belgium
joos.vandewalle@esat.kuleuven.ac.be

Tech. Program Vice Chair
Georges Gielen
Katholieke Univ. Leuven
Belgium
georges.gielen@esat.kuleuven.ac.be

< < CALL FOR PROPOSALS > >

IEEE INTERNATIONAL CONFERENCE ON MULTIMEDIA AND EXPO

July 30 — August 2, 2000, New York City

http://www.ieee-multimedia.poly.edu
International Conference on Multimedia & Expo 2000 is the first IEEE multimedia conference that will take place in

joint collaboration with four IEEE societies. The same four IEEE societies that have recently launched the IEEE Transactions
on Multimedia, namely the Circuits and Systems Society, the Computer Society, the Signal Processing Society, and the Com-
munications Society, have again come together in making this one-of-a-kind conference a reality.

Proposals for special sessions and half-day or full-day tutorial courses may be submitted to the respective chairs before
the respective deadlines. Visit the conference web site for further information.

General Chair:
Sankar Basu, IBM
sankar@watson.ibm.com

Technical Program Co-Chairs:
Tsuhan Chen, Carnegie Mellon
Jeff H. Derby, IBM
Peiya Liu, Siemens
Chung-Sheng Li, IBM

Special Sessions:
Raj Acharya, SUNY, Buffalo
Chalapathy Neti, IBM

Tutorials:
Rama Chellappa, U. Maryland
Alexandros Eleftheriadis, Columbia

Plenaries:
S. Y. Kung, Princeton U.
Shih-Fu Chang, Columbia U.

DEADLINES:
February 1, 2000 Proposals for special sessions, panels, tutorials, demos
March 1, 2000 Notification of acceptance for papers
March 15, 2000 Notification of acceptance for proposals

CALL FOR PAPERS

December 17–20, 2000 Kaslik, LEBANON
http://www.icecs2k.polymtl.ca

The IEEE International Conference on Electronics Circuits and Systems will celebrate the
year 2000 in Beirut. For the first time an IEEE International Conference on Electronics, Circuits
and Systems will be held in Lebanon. The venue will be in the continuously expanded and mod-
ern region of Lebanon located at the North of Beirut—the heart of a lively multicultural and Medi-
terranean country.

Authors Schedule:
Proposal for Special Sessions, Plenary Sessions,

and half of full-day Short Courses: January 28, 2000
Deadline for submission of draft papers: May 26, 2000
Notification of acceptance: August 25, 2000
Deadline for submission of camera-ready paper:September 29, 2000

Extended summaries forwarded to:
Prof. M. Sawan
Electrical & Computer Engineering Dept.
École Polytechnique de Montréal
P.O. Box 6079, Station Centre-Ville
Montréal, Québec, Canada, H3C 3A7
FAX: +1 514 340 4147
E-mail: submit@icecs2k.polymtl.ca

Requests for information:
ICECS’2K Secretariat
School of Engineering and Architecture
The Lebanese American University
P.O. Box 36, Byblos, Lebanon
FAX: 961 9 944 851
E-mail: genasr@lau.edu.lb
sawan@vlsi.polymtl.ca

37th
June 5–9, 2000

Los Angeles
Convention Center
Los Angeles, California

DAC is the premier conference devoted to
Design Automation (DA) and the application
of DA tools in designing electronic systems.

GENERAL CHAIR
Giovanni De Micheli
Stanford University
Gates Computer Science Bldg.
Room 333
Stanford, CA 94305-9030
(650) 725–3632
nanni@galileo.stanford.edu

VICE CHAIR
Jan Rabaey
Univ. of California
EECS Dept.-Cory Hall
Berkeley, CA 94720
(510) 666–3111
jan@eecs.berkeley.edu

CONFERENCE MANAGER
P.O. Pistilli
MP Associates, Inc.
5305 Spine Rd., Ste. A
Boulder, CO 80301
(303) 530–4562
pat@dac.com

WEB SITE
http://www.dac.com

Design Automation ConferenceDesign Automation Conference
20002000

October1–4, 2000 Chateau Lake Louise
Lake Louise, Alberta, Canada

< < CALL FOR PAPERS > >
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Juan E. Cousseau

Juan E. Cousseau received the B.Sc. degree from the Universidad Nacional del Sur (UNS), BahÌa
Blanca, Argentina, in 1983, and the M.Sc. and Ph.D. degrees from COPPE - Federal University of Rio de
Janeiro, Brazil, in 1989 and 1993, respectively, all in electrical engineering.

Since 1984 he has been with the Department of Electrical Engineering, UNS. He has been also with
the National Research Council of Argentina (CONICET), as associate researcher since 1997. He has taught
short courses at the University of Vigo and University of Granada, Spain, and also many universities in
Argentina. Since 1997 he served as chair of the IEEE Circuits and Systems Society Chapter, which re-
ceived the Chapter-of-the-year Award in 1998. Since 1997 he served as a reviewer of the Transactions on
Circuits and Systems II: Analog and Digital Signal Processing and the Transactions on Signal Processing.
Dr. Cousseau was recently elected Vice President of CAS for Region 9 (Latin America).

His teaching and research interests are in digital signal processing, stochastic processes, digital com-
munication systems, and adaptive signal processing. He has published more than 80 refereed papers in
some of these areas.

and Practice of Recursive Identification.
Cambridge: The MIT Press, 1983.

[4] B. D. O. Anderson, R. R. Bitmead, C.
R. Johnson, P. V. Kokotovic, R. L.
Kosut, I. M. Y. Mareels, L. Praly, and
B. D. Riedle, Stability of Adaptive Sys-
tems: Passivity and Averaging Analy-
sis. Cambridge: The MIT Press, 1985.

[5] J. Treichler, C. R. Johnson, and M.
Larimore, Theory and Design of Adap-
tive Filters. Wiley Interscience, 1987.

[6] C. R. Johnson Jr., “A Convergence
Proof for a Hyperstable Adaptive Re-
cursive Filter,’’ IEEE Transactions on
Information Theory, vol. IT–25, pp.
745–749, November 1978.

[7] C. R. Johnson, Jr., M. G. Larimore, J.
R. Treichler, and B. D. O. Anderson,
“SHARF Convergence Properties”,
IEEE Transactions on Acoustics,
Speech, and Signal Processing, vol.
ASSP–29, pp.659–670, June 1981.

[8] V. M. Adamjam, D. Z. Arov and M. G.
Krein, “Analytic Properties of Schmidt
Pairs for a Hankel Operator and the
Generalized Schur-Takagi Problem”,
Math USSR Sbornik, vol.15, pp.31–73,
1971.

[9] K. Glover, “All Optimal Hankel-Norm
Approximations to Linear Multivari-
able Systems and Their L∞-Error
Bounds”, International Journal of Con-

trol, vol. 28, pp. 912–924, 1984.
[10]J. R. Partington, An Introduction to

Hankel Operators. London: Cambridge
University Press, 1988.

[11]J. M. Mendel, Discrete Techniques of
Parameter Estimation: The Equation
Error Formulation. New York: Marcel
Dekker, 1973.

[12]K. Steiglitz and L. F. McBride, “A
Technique for the Identification of Lin-
ear Systems,” IEEE Transactions on
Automatic Control, vol. AC–10, pp.
461–464, July 1965.

[13]M. C. Hall and P. M. Hughes, “The
Master-Slave IIR Filter Adaptation Al-
gorithm”, Proceedings IEEE Interna-
tional Conference on Circuits and Sys-
tems, pp. 2145–2148, 1988.

[14]A. Beurling, “On Two Problems Con-
cerning Linear Transformations in Hil-
bert Space”, Acta Mathematica, vol.81,
pp.239–255, 1949.

[15]P. D. Lax, “Translation Invariant Sub-
spaces”, Acta Mathematica, vol. 101,
pp. 163–178, 1959.

[16]J. A. Ball and J. W.Helton, “A Beurling-
Lax Theorem for the Lie Group U(m,
n) which Contains Most Classical In-
terpolation Theory”, Journal Operator
Theory, vol 9., pp.107–142, 1983.

[17]J. L. Walsh, Interpolation and Approxi-
mation by Rational Functions in the
Complex Domain. New York: American

Adaptive Filtering . . . continued from Page 11
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T he votes for the election of the IEEE Circuits and Sys-
tems Society officers and BOG members have been

counted by the IEEE. The following officers have been
elected to serve beginning on January 1, 2000.

PRESIDENT-ELECT

Hari C. Reddy

ADMINISTRATIVE VICE PRESIDENT

Ibrahim N. Hajj

VICE PRESIDENT-CONFERENCES

Geert A. De Veirman

VICE PRESIDENT-PUBLICATIONS

Giovanni De Micheli

VICE PRESIDENT-TECHNICAL ACTIVITIES

Mona E. Zaghloul

VICE PRESIDENT-REGIONS 1–7
Alfred E. Dunlop

VICE PRESIDENT-REGION 8
Anthony Christopher Davies

VICE PRESIDENT-REGION 9
Juan E. Cousseau

VICE PRESIDENT-REGION 10
Tony T. S. Ng

The following candidates for the Circuits and Systems
Society Board of Governors have been elected to serve for
a three-year term beginning January 1, 2000.

Georges G. E. Gielen
Rajesh Gupta
Martin Hasler
Peter Pirsch

Hiroto Yasuura

We wish our newly elected leaders success and thank all
candidates for their willingness to serve, and for permit-
ting their names to be included on the ballot.

George S. Moschytz
President
IEEE Circuits and Systems Society

straight lines inclined to the w
1
 and w

2

axes, e.g. fan filters; and (c) regions
bounded by closed contours, e.g. cir-
cularly symmetric regions. Some of
the material in this chapter has ap-
peared in a few books published in re-
cent years. Several methods for the de-
sign of 2-D IIR filters that approximate
both the magnitude and group delay
responses are discussed in Chapter 4.
None of the materials in this last chap-
ter has been published in any book so
far. Methods using nonlinear program-
ming and linear programming which
guarantee a ‘prior’ stability of the 2-D
IIR filters are included in this chapter.
Other methods discussed in this chapter
include singular-value decomposition
and digital spectral transformation.

Numerical examples and plots of
the magnitude and delay response are
used to illustrate almost every design
method described in the four chapters
of this book. These help the reader to
understand the design methods and to
compare, in many cases, the relative
merits of the different design methods
discussed in each chapter. Sometimes
the author himself ventures to point out
the merits of the methods, particularly
in Chapters 2 and 4.

BOOK

REVIEW

Book Review . . . continued from Page 24

Open for
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. . . continued on Page 31
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Sensing Your World … continued from Page 15

agement in many applications is an
unseparated part of a multisensor/in-
formation fusion system. In addition,
with increased use of large-scale-
domain knowledge bases, database
management systems play an impor-
tant role in data fusion automation
[5]. Future fusion systems will incor-
porate problem-domain knowledge
that is sensitive to the underlying
domain context, such as weather
conditions, natural domain features
and cultural features.

In summary, multisensor/infor-
mation fusion is a new, multidisci-
plinary science, enabled by various
technologies including “hardware”
related—sensing devices, computa-
tion and communication technolo-
gies and “software” related—infor-
mation representation, uncertainty
description and management, and
optimization. As new enabling tech-
nologies emerge more rapidly than
ever, multisensor/information fusion
is expected to extend to more and
more applications including our
daily life activities, and help us to
sense our world better.

References
[1] D. L. Hall, Mathematical Techniques in

Multisensor Data Fusion. Boston:
Artech House, 1992.

[2] E. Waltz and J. Llinas, Multisensor
Data Fusion. Boston: Artech House,
1990.

[3] L. Hong, “Centralized and Distributed
Multisensor Integration with Uncer-
tainties in Communication Networks”,
IEEE Transactions on Aerospace and
Electronic Systems, vol. 27, no. 2, pp.
370–379, March 1991.

[4] L. Hong, L. Wang, M. Logan, and T.
Donohue, “Multiplatform Multisensor
Fusion with Adaptive-Rate Data Com-
munication”, IEEE Transactions on
Aerospace and Electronic Systems, vol.
33, no. 1, 1997.

[5] R. Antony, Principles of Data Fusion Au-
tomation. Boston: Artech House, 1995.

Lang Hong received the M.S. and Ph.D. degrees, both in electrical engineering, from the Universitiy of
Tennessee, Knoxville, in 1986 and 1989, respectively. Dr. Hong joined the faculty of the Department of
Electrical Engineering, Wright State University in 1989, where he is currently professor. His research in-
terests include multisensor fusion, multitarget tracking and data association, automatic target recognition,
stochastic systems, system estimation and identification, computer vision, image processing and pattern
recognition, and robotics-sensing and control. Dr. Hong’s recent research is specifically focused on
multiresolutional deterministic and stochastic signal estimation and processing, with applications to target
tracking, sensor fusion and target recognition. Dr. Hong has published extensively in these areas, includ-
ing one U.S. patent, and more than 40 journal papers and 60 conference papers. He is a senior member of
IEEE and a member of the Phi Kappa Phi honor society.
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Hong
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switching activities, and large on-chip
currents, all of which are increasingly
common characteristics of a VDSM syn-
chronous integrated circuits.

Therefore, on-chip simultaneous
switching noise has become an impor-
tant issue in VDSM integrated circuits.
On-chip simultaneous switching noise
affects the signal delay, creating delay
uncertainty since the power supply
level temporally changes the local
drive current. Furthermore, logic mal-
functions may be created and excess
power may be dissipated due to faulty
switching if the power supply fluctua-
tions are sufficiently large. On-chip si-
multaneous switching noise must
therefore be controlled or minimized
in high performance integrated cir-
cuits. The interconnect coupling noise
voltage and simultaneous switching
noise voltage both increase as the spac-
ing between conductor lines decreases,
the transition time of a signal de-
creases, the chip dimensions increase,
and the total on-chip current increases.

In the design of high speed VLSI
circuits, it is of fundamental impor-
tance to have the capability of predict-
ing the effects of on-chip noise at the
system (or chip) level. This informa-
tion permits specific design techniques
to be used to avoid circuit malfunc-
tions or extra power consumption
caused by coupling noise. The design
cycle and cost will therefore be re-
duced, as well as the signal integrity
and circuit reliability improved. It is
therefore necessary to develop specific

methodologies, technologies, and
strategies for designing next genera-
tion high performance VLSI circuits
which both reduce and compensate for
on-chip interconnect noise, thereby
providing a high performance design ca-
pability with improved signal integrity.

Limited Bibliography
[1] I. Catt, “Crosstalk (Noise) in Digital

Systems”, IEEE Transactions on Elec-
tronic Computers, vol. EC-16, no.6, pp.
743–763, December 1967.

[2] M. Shoji, Theory of CMOS Digital Cir-
cuits and Circuit Failures. Princeton,
New Jersey: Princeton University
Press, 1992.

[3] T. Sakurai, “Closed-Form Expression
for Interconnection Delay, Coupling,
and Crosstalk in VLSI’s”, IEEE Trans-
actions on Electron Devices, vol. ED-
40, no. 1, pp. 118–124, January 1993.

[4] M. Shoji, High-Speed Digital Circuits.
Addison-Wesley Publishing Company,
1996.

[5] S. R. Vemuru, “Accurate Simultaneous
Switching Noise Estimation Including
Velocity-Saturation Effects”, IEEE
Transactions on Components, Packag-
ing, and Manufacturing Technology-
Part B, vol. 19, no. 2, pp. 344–349,
May 1996.

[6] P. Larsson, “di/dt Noise in CMOS In-
tegrated Circuits”, Analog Integrated
Circuits and Signal Processing, vol. 14,
no. 1/2, pp. 113–129, September 1997.

[7] Y. I. Ismail, E. G. Friedman, and J. L.
Neves, “Figures of Merit to Character-
ize the Importance of On-Chip Induc-
tance”, IEEE Transactions on Very
Large Scale Integration (VLSI) Sys-
tems, vol. 7, no. 4, December 1999.

[8] K. T. Tang and E. G. Friedman, “Intercon-
nect Coupling Noise in CMOS VLSI Cir-
cuits”, Proceedings of the ACM/IEEE In-
ternational Symposium on Physical De-
sign, pp. 48–53, April 1999.
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Mex
ico

Visual Communications
and

Image Processing 2000
June 20–23, 2000

University of Western Australia
Perth, Australia

In cooperation with:
IEEE CAS Society, IE Australia

Conference Chairs:
King N. Ngan, Univ. of Western Australia
Thomas Sikora, Heinrich-Hertz Institute

Ming-Ting Sun, Univ. of Washington

Visual communication has become an important engineering area
that attracts interdisciplinary research interest and has led to sig-
nificant developments in technology and science. This conference
is designed as a forum for presenting important research results.

For further information:
www.ee.uwa.edu.au/~vcip2000/

Ita
ly

SECOND INTERNATIONAL

CONFERENCE

“CONTROL OF
OSCILLATIONS
AND CHAOS”

Saint Petersburg, Russia
July 5–7, 2000

The first International Conference on Control of
Oscillations and Chaos (COC’97) was held in St.
Petersburg, Russia, in 1997 and was a great success
(see report at http://www.ipme.ru/coc97.html). This
second conference will be focusing on the same sub-
jects of controlling oscillatory dynamical systems,
with emphasis on both theory and applications.

INTERNATIONAL  PROGRAM  COMMITTEE

F.L.Chernousko (Chairman, Russia)

NATIONAL  ORGANIZING  COMMITTEE

A.L.Fradkov (Chairman)
D.A. Indejtsev (Vice-Chairman)
G.A.Leonov (Vice-Chairman)

ADDRESS FOR CORRESPONDENCE

Prof. A.L.Fradkov
Laboratory “Control of Complex Systems”
The Institute for Problems of Mechanical
Engineering
61 Bolshoy ave. V.O.
199178, St.Petersburg, RUSSIA
Tel: +7(812)321–4766
Fax: +7(812)321–4771
E-mail: coc2000@ccs.ipme.ru

CONFERENCE WEB SITE

www.ipme.ru/coc2000.html

Third IEEE INTERNATIONAL
CARACAS CONFERENCE on

DEVICES, CIRCUITS and
SYSTEMS

March 15–17, 2000    Cancun, Mexico

Prof. Francisco J. Garcia Sanchez
ICCDCS 2000 General Chair &
EDS/CAS/PEL/EMB Venezuela
Joint Chapter Chair
Laboratorio de Electronica del Estado Solido
UNIVERSIDAD SIMON BOLIVAR
Apartado Postal 89000, Caracas 1080A
VENEZUELA
Tel.: +58–2–906 40 10; Fax: +58–2–906 40 25
E-mail: fgarcia@ieee.org
http://pancho.labc.usb.ve

Visit the conference web sites at:
http://www-elec.inaoep.mx/ICCDCS2000.html
http://pancho.labc.usb.ve/ICCDCS2000

Or request further information:
iccdcs@usb.ve

= Call for Special Sessions =

INTERNATIONAL
JOINT CONFERENCE ON

NEURAL NETWORKS
Grand Hotel di Como, Como, Italy

 July 24–27, 2000
Special Session Deadlines:

Proposals Due: December 31, 1999
Final Papers Due: January 31, 2000

Proposals for Special Sessions should be submitted to:
ijcnn2000@ee.washington.edu

For complete information visit the conference web site:
http://www.ims.unico.it/2000ijcnn.html

IJCNN 2000 Special Sessions Committee:
 Payman Arabshahi, JPL, USA
 Alexandre P. Alves da Silva
     Federal Engineering School at Itajuba, Brazil
 Mohamed El-Sharkawi, University of Washington, USA
 Michael Healy, The Boeing Airplane Company, USA
 Jae-Byung Jung, University of Washington, USA
 Robert J. Marks II  (Chair)
     University of Washington, USA

2000 SOUTHWEST SYMPOSIUM ON MIXED-SIGNAL DESIGN
February 27–29, 2000 San Diego, California

◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆

The 2000 Southwest Symposium on Mixed-Signal Design will bring together researchers in academia, industry, and govern-
ment from the areas of CAD tools and mixed-signal circuit design. This will allow not only the presentation of the latest devel-
opments in each field, but also interaction among the areas in order to expedite the development of improved integrated sys-
tems and “systems on a chip”. Of particular interest is the integration of mixed-signal types, such as analog, digital, RF, opti-
cal, and microwave circuits and systems.

General Chair Program Chair
W. Timothy Holman Jo Dale Carothers
The University of Arizona The University of Arizona
holman@ece.arizona.edu carothers@ece.arizona.edu

Further Information
http://www.ece.arizona.edu/conferences/ssmsd

Prof. Jo Dale Carothers
Dept. of Electrical and Computer Engineering
The University of Arizona
1230 E. Speedway Blvd.
Tucson, Arizona 85721  U.S.A.
Tel: (520) 621–8733
Fax: (520) 621–8076

COC 2000COC 2000

August 8–11, 2000
Michigan State University, Michigan, USA

http://www.egr.msu.edu/mwscas2000
The Midwest Symposium on Circuits and Systems (MWSCAS) is one of the premier IEEE conferences pre-

senting research in all aspects of theory, design, and applications of circuits and systems. In addition to the current new
technological challenges, this millennium year conference will include exciting new themes for circuits and systems:
automotive and biology related technologies and applications. On the fun side, the weekend following the conference
will include tours to exciting places, e.g. Mackinac Island and Traverse City as well as golf courses on the MSU cam-
pus. Please check the website for current information. We look forward to seeing you there.

Important Deadlines:
Submission of Papers  - March 1, 2000
Notification of Acceptance  - May 1, 2000
Final Camera-ready Papers - at Conference
Deadline for Tutorial/Panel/Industrial Track,
as well as Special Session proposals is March 1, 2000.

Papers must be received no later than March 1, 2000 via electronic submission or at the following address:
Fathi M. Salam
Department of Electrical and Computer Engineering
Michigan State University, East Lansing, MI 48824–1226
Email: salam@ece.msu.edu Tel: 517–355–5066 Fax: 517–353–1980

CALL FOR PAPERS
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Book Review … continued from Page 27

It is obvious from the
above description that this
book serves to provide un-
dergraduate and graduate
students, engineers, and re-
searchers with the state-of-
the-art methods for design-
ing prescribed magnitude,
prescribed group delay,
and both prescribed magni-
tude and group delay of 1-

D and 2-D IIR filters. These IIR design methods are par-
ticularly useful for designing sharp cutoff low-complex-
ity digital filters for audio and image processing applica-
tions where linear phase filtering is needed. Indeed, the
book is a valuable contribution on the subject. The au-
thor is extremely well qualified to write a book on these
subject areas since he has published significant contribu-
tions to these subject areas in professional journals. These
contributions are described in Chapters 2 and 4. As a ref-
erence book, it is a valuable addition to the bookshelves
of any one who is interested in designing, and of any re-
searcher who is interested in advancing the subject of, lin-
ear phase 1-D and 2-D IIR digital filters. It is also suit-
able as a senior or graduate level text book on 1-D and 2-
D linear phase IIR digital filter design, and as a supple-
ment to a graduate level text book for a course on 2-D
digital signal processing.

BOOK

REVIEW

  THE ADVENTURES OF …
…THE 'UMBLE OHM

…Shlomo Karni

… Ohm bound.
 (continued from last issue).
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Adaptive Filtering … continued from Page 26
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Announcement and Call for Participation

Workshop and
Exhibition on
MPEG-4 at
ISCAS 2000

MPEG-4 is the most recent International Standard for
coding multimedia objects. To energize the develop-
ment of MPEG-4 products and explore the full poten-
tial of MPEG-4 technologies, a Workshop/Exhibition
devoted to MPEG-4 will be held from May 28 to May
31, 2000 in Geneva, Switzerland. The Workshop/Ex-
hibition is sponsored by IEEE Circuits and Systems
Society in cooperation with the MPEG-4 Industry Fo-
rum. It will be co-located in time and place with IEEE
International Symposium on Circuits and Systems
(ISCAS 2000). It will include short courses on MPEG-
4, demonstrations/exhibitions that showcase prototypes
and products using MPEG-4, and technical sessions on
the state-of-the-art research topics related to MPEG-4.
The workshop papers will be published in the Proceed-
ings of ISCAS 2000. A selected number of workshop
authors will be invited to submit an expanded version
for publication in a special issue of IEEE Transactions
on Circuits and Systems for Video Technology (CSVT).

Contact Information

For general information:
Weiping Li, Program Chair
Optivision, Inc.
3450 Hillview Ave.
Palo Alto, CA 94304
U.S.A.
Phone: (650) 845–2632
Fax: (650) 354–8867
E-mail: li@optivision.com

For information on the web:
http://iscas.epfl.ch


