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Abstract - Three-dimensional (3-D) integration is an im-
portant technology that addresses fundamental limita-
tions of on-chip interconnects. Several design issues re-
lated to 3-D circuits, such as multi-plane synchroniza-
tion, however, need to be addressed. A comparison of 
three 3-D clock distribution network topologies is pre-
sented in this paper. Experimental results of a 3-D test 
circuit manufactured by the MIT Lincoln Laboratories 
are also described. Successful operation of the 3-D test 
circuit at 1.4 GHz is demonstrated. Clock skew and 
power dissipation measurements for the different clock 
topologies are also provided.  

I. INTRODUCTION 
An omnipresent and challenging issue for synchronous digi-
tal circuits is the reliable distribution of the clock signal to 
the many thousands of sequential elements distributed 
throughout a synchronous circuit [1], [2]. The complexity of 
this task is further increased in 3-D ICs as sequential ele-
ments belonging to the same clock domain (i.e., synchro-
nized by the same clock signal) can be located on multiple 
planes. Another important issue in the design of clock dis-
tribution networks is low power consumption, since the 
clock network dissipates a significant portion of the total 
power consumed by a synchronous circuit [3], [4]. This 
demand is stricter for 3-D ICs due to the increased power 
density and related thermal limitations.  

In 2-D circuits, symmetric interconnect structures, such 
as H- and X-trees, are widely utilized to distribute the clock 
signal across a circuit [2]. The symmetry of these structures 
permits the clock signal to arrive at the leaves of the tree at 
the same time, resulting in synchronous data processing. 
Maintaining this symmetry within a 3-D circuit, however, is 
a difficult task.  

An extension of an H-tree to three dimensions does not 
guarantee equidistant interconnect paths from the root to the 
leaves of the tree. The clock signal propagates through ver-
tical interconnects, typically implemented by through sili-
con vias (TSVs) from the output of the clock driver to the 
center of the H-tree on the other planes. The impedance of 
the TSVs can increase the time for the clock signal to arrive 
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at the leaves of the tree on these planes as compared to the 
time for the clock signal to arrive at the leaves of the tree 
located on the same plane as the clock driver. Furthermore, 
in a multi-plane 3-D circuit, three or four branches can 
emanate at each branch point. The third and fourth branches 
propagate the clock signal to the other planes of the 3-D 
circuit. Similar to a design methodology for a 2-D H-tree 
topology, the width of each branch is reduced by a third (or 
more) of the segment width preceding the branch point in 
order to match the impedance at that branch point. This re-
quirement, however, is difficult to achieve as the third and 
fourth branches are connected by a TSV.  

Global signaling issues in 3-D circuits, such as clock 
signal distribution, are essentially unexplored. Recent pa-
pers consider thermal effects on buffered 3-D clock trees [5] 
and H-tree topologies [6], [7]. No experimental characteri-
zation of 3-D clock distribution networks, however, has 
been presented. Measurements from a 3-D test circuit fabri-
cated by the MIT Lincoln Laboratories (MITLL) [8] em-
ploying several clock distribution architectures are pre-
sented for the first time in this paper. 

In the following section, the design of the 3-D test circuit 
is described. A brief discussion of the MITLL process is 
provided in Section III. Experimental results and a discus-
sion of the characteristics of the three clock distribution 
networks are presented in Section IV. Some conclusions are 
offered in Section V. 

II. DESIGN OF THE 3-D TEST CIRCUIT 
The test circuit consists of three blocks. Each block includes 
the same logic circuit but implements a different clock dis-
tribution architecture. The total area of the test circuit is 3 
mm × 3 mm, and each block occupies an approximate area 
of 1 mm2. Each block contains about 30,000 transistors with 
a power supply voltage of 1.5 volts. The design kit used for 
the implementation has been provided by North Carolina 
State University [10]. The common logic circuitry used in 
each clock module is described in Section II-A, and the dif-
ferent clock distribution architectures are reviewed in Sec-
tion II-B. 

A. 3-D Circuit Architecture 
The logic circuit common to the three blocks is de-

scribed in this section. An overview of the logic circuitry is 
depicted in Fig. 1. The function of the logic is to emulate 
different switching patterns of the circuit and load condi-
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tions for the clock distribution networks under investigation. 
The logic is repeated in each plane and includes pseudoran-
dom number generators (PNG), a six by six crossbar switch, 
control logic for the crossbar switch, several groups of four-
bit counters and current loads, and RF output pads for prob-
ing. 

The pseudorandom number generators use linear feed-
back shift registers and XOR operations to generate a ran-
dom 16-bit word every clock cycle once the generators are 
initialized [9]. The data flow in this circuit can be described 
as follows. After resetting the circuit, the PNGs are initial-
ized and the control logic connects each input port to the 
appropriate output port. Since the control logic includes an 
eight-bit counter, each input port of the crossbar switch is 
successively connected every 256 clock cycles to each out-
put port. 

P
N

G
 A 6 x 6

Crossbar
Switch

4x
4-

bi
t c

ou
nt

er
s

4 
gr

ou
ps

 o
f c

ur
re

nt
 

lo
ad

s

Control 
Logic

16 16

P
N

G
 B

P
N

G
 C

6x
16

 
Fig. 1 Block diagram of the logic circuit included on each plane for each 

clock topology. 

The current loads are implemented with cascode current 
mirrors, as shown in Fig. 2. In these cascode current mir-
rors, the output current Iout closely follows Iref as compared 
to a simple current mirror. The reference current Iref is ex-
ternally provided to control the amount of current drawn 
from the circuit. The gate of transistor M5 is connected to 
the MSB of a four-bit counter, shown in Fig. 2 as the sel 
signal. This additional device is used to switch the current 
sinks. The width of the devices shown in Fig. 2 is W1 = W2 
= W3 = W4 = 600 nm, and W5 = 2000 nm. 
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Fig. 2 Cascoded current mirror with an additional control transistor. 

Several capacitors are included in each circuit block and 
serve as an extrinsic decoupling capacitance and are imple-
mented by MIM capacitors. Additionally, each of the circuit 
blocks is supplied by separate power and ground pads (three 
pairs of power and ground pads per block) to ensure that 

each block can be individually tested. Furthermore, one pair 
of power and ground pads is connected to the pad ring in 
order to provide protection from electrostatic discharge. 

B. 3-D Clock Topologies 
Several clock network topologies for 3-D ICs are de-

scribed in this section. These architectures combine differ-
ent topologies which are commonplace in 2-D circuits, such 
as H-trees, rings, and meshes [2]. Each of the three blocks 
includes a different clock distribution structure, which are 
schematically illustrated in Fig. 3. The dashed lines depict 
vertical interconnects implemented by through silicon vias. 
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Fig. 3 Various 3-D clock distribution networks within the test circuit, (a) 

H-trees, (b) H-tree and local rings/meshes, (c) H-tree and global rings.  

In each of the circuit blocks, the clock driver for the en-
tire clock network is located on the second plane. The loca-
tion of the clock driver is chosen to ensure that the clock 
signal propagates through identical vertical interconnect 
paths to the first and third planes, ideally resulting in the 
same delay when the clock signal reaches the first and third 
planes. The clock driver is implemented with a traditional 
chain of tapered buffers [11], [12]. Additionally, buffers are 
inserted at the leaves of each H-tree in all three topologies. 

The architectures employed in the blocks are: 
Block A: All of the planes contain a four level H-tree (i.e., 
equivalent to 16 leaves) with identical interconnect charac-
teristics. All of the H-trees are connected through a group of 
TSVs at the output of the clock driver. Note that the H-tree 
on the second plane is rotated by 90o with respect to the H-
trees on the other two planes. This rotation eliminates in-
ductive coupling between the H-trees. All of the H-trees are 
shielded with two parallel lines connected to ground. 
Block B: A four level H-tree is included in the second plane. 
All of the leaves of this H-tree are connected by TSVs to 
small local rings on the first and third planes. As in Block 
A, the H-tree is shielded with two parallel lines connected to 
ground. Additional interconnect resources are used to form 
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local meshes. Due to the limited interconnect resources, 
however, achieving a uniform mesh in each ring is difficult. 
Clock routing is constrained by the power and ground lines 
as only three metal layers are available on each plane [8]. 
Block C: The clock distribution network for the second 
plane is a shielded four level H-tree. Two global rings are 
utilized for the other two planes. Buffers are inserted to 
drive each ring, which are connected by TSVs to the four 
branch points on the second level of the H-tree. The regis-
ters in each plane are connected either directly to the ring or 
to buffers at the leaves of the tree on the second plane. 

III. FABRICATION OF THE 3-D TEST CIRCUIT 
The manufacturing process developed by MITLL for ful-

ly depleted silicon-on-insulator (FDSOI) 3-D circuits is 
summarized here [8]. The MITLL process is a wafer level 
3-D integration technology with up to three FDSOI wafers 
bonded to form a 3-D circuit. The diameter of the wafers is 
150 mm. The minimum feature size of the devices is 180 
nm, with one polysilicon layer and three metal layers inter-
connecting the devices on each wafer. A backside metal 
layer also exists on the upper two planes, providing the pads 
for the TSVs and the I/O, power supply, and ground pads 
for the entire 3-D circuit. An attractive feature of this proc-
ess is the high density TSVs. The dimensions of these vias 
are 1.75 µm × 1.75 µm, much smaller than the size of the 
through silicon via in many existing 3-D technologies [13], 
[14]. An intermediate step of the fabrication process is illus-
trated in Fig. 4, where some salient features of this technol-
ogy are also depicted. 

IV. EXPERIMENTAL RESULTS 
The clock distribution network topologies of the 3-D test 

circuit are evaluated in this section. The fabricated circuit is 
depicted in Fig. 5, where the different blocks can be distin-
guished. Each block includes four RF pads for measuring 
the delay of the clock signal. The pad located at the center 
of each block provides the input clock signal. The clock 
input is a sinusoidal signal with a DC offset, which is con-
verted to a square waveform at the output of the clock driv-
er. The remaining three RF pads are used to measure the 
delay of the clock signal at specific points on the clock dis-
tribution network within each plane. A buffer is connected 
at each of these measurement points, and the output of this 
buffer drives the gate of an open drain transistor connected 
to the RF pad. 

A clock waveform acquired from the topology combining 
an H-tree and global rings, shown in Fig. 3a, is illustrated in 
Fig. 6, demonstrating operation of the circuit at 1.4 GHz. 
The clock skew between the planes of each block is listed in 
Table I. For the H-tree topology, the clock signal delay is 
measured from the root to a leaf of the tree on each plane, 
with no other load connected to these leaves. The skew be-
tween the leaves of the H-trees on planes A and C (i.e. tAC) 

is essentially the delay of a stacked TSV traversing between 
the three planes to transfer the clock signal from the target 
leaf to the RF pad on the third plane. The delay tB is larger 
due to the additional capacitance coupled into that quadrant 
of the H-tree on the second plane. This capacitance is inten-
tional on-chip decoupling capacitance placed under this 
quadrant, increasing the measured skew, tBC and tBA. This 
topology produces, on average, the lowest skew as com-
pared to the other two topologies. 

BOX

BOX
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Backside metalTSV

 
Fig. 4 Intermediate step of the MITLL process [8]. The second plane is 

flipped and bonded with the first plane. The backside metal layer and vias 
and the through silicon vias are also shown. 

 
Fig. 5 Fabricated 3-D circuit. Some of the RF pads are also depicted. 

Table I Measured clock skew among the planes of each block. 

Clock skew [ps] Clock distribution network 
tBA = tB - tA

 tBC = tB - tC tAC = tA - tC 
H-trees (Fig. 3a) 32.5 28.3 -4.2 
Local meshes (Fig. 3b) -68.4 -18.5 49.8 
Global rings (Fig. 3c) -112.0 -130.6 -18.6 

The clock skew among the planes is greater for the local 
mesh topology as compared to the H-tree topology, primar-
ily due to the unbalanced clock load for certain local 
meshes. The greatest difference in the load is between the 
measurement points on planes A and B, which also 
produces the largest skew for this topology. The increase in 
skew, however, is moderate. Additionally, the local meshes 

65321-2-3



ever, is moderate. Additionally, the local meshes reduce the 
local skew for the load connected to each sink of the H-tree. 

Alternatively, the clock distribution network that in-
cludes the global rings exhibits very low skew for planes A 
and C, those planes that include the global rings. Although 
the clock load on each ring is non-uniformly distributed, the 
load balancing characteristic of the ring yields a relatively 
low skew between these planes. Since the clock distribution 
network on the second plane is implemented with an H-tree, 
skew tBC and tBA is significantly larger than tAC. Note that the 
leaf of the H-tree, where the clock signal delay for the sec-
ond plane is measured, is located at a great distance from 
the rings on planes A and C (see Fig. 3c). A combination of 
the H-tree and global rings, consequently, is not a suitable 
approach for 3-D circuits due to the large difference in dis-
tance that the clock signal traverses on each plane. 

 
Fig. 6 Clock signal input and output waveform from the topology illus-

trated in Fig. 3c. 

In Table II, the measured power consumption of the 
blocks operating at 1 GHz is reported. The local mesh to-
pology demonstrates the lowest power consumption. This 
topology requires the least interconnect resources for the 
global clock network, since the local meshes are connected 
at the output of the buffers located on the last level of the H-
tree on the second plane. In addition, this topology requires 
a moderate amount of local interconnect resources as com-
pared to the H-tree and local mesh topologies. Alternatively, 
the power consumed by the H-tree topology is the highest as 
this topology requires three H-trees and additional wiring 
for local connections to the leaves of each tree. Finally, the 
global rings block consumes slightly less power than the H-
tree topology due to the reduced amount of wiring resources 
used by the global clock network. 

V. CONCLUSIONS 
Three topologies to globally distribute a clock signal in 3-D 
circuits have been evaluated. A 3-D test circuit, based on 
the MITLL 3-D IC manufacturing process, has been de-
signed, fabricated, and measured and is shown to operate at 
1.4 GHz. Clock skew measurements indicate that a topology 

that combines the symmetry of an H-tree on the second 
plane and local meshes on the other two planes will result in 
low clock skew for 3-D circuits while consuming the lowest 
power as compared to the other investigated topologies. 

Table II Measured power consumption of each block at 1 GHz. 

Clock distribution network Power consumption [mW] 
H-trees (Fig. 3a) 260.3 
Local meshes (Fig. 3b) 168.3 
Global rings (Fig. 3c) 228.5 
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