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Heterogeneous cryogenic computing systems often incorporate a variety of technologies, each functioning at 
different temperatures. The chosen operating temperature of these components significantly ifluences the 
overall power dissipation, heat load, and system performance. Existing design methodologies for managing 
cryogenic systems with multiple temperature zones often overlook thermal variations within these zones, the 
interconnect between different zones, and are restricted to the temperature within a single zone. A comprehensive 
framework designed to enhance the efficiency of heterogeneous computing systems operating under cryogenic 
conditions is presented in this paper. Utilizing a graph theoretic approach, the framework is used to evaluate the 
ifluence of operating temperatures on both delay and power consumption. Thermal interactions among different 
system components are also considered, enabling a more precise estimate of the power requirements and local 
thermal load. The methodology is applied to two case studies related to cryogenic cloud computing systems. The 
objective is to minimize overall system-wide power consumption while satisfying specific performance criteria 
and considering the impact of heat load on the cooling infrastructure.

1. Introduction

The escalating demand for high performance computing (HPC) in 
recent years, propelled by the rise of computationally demanding ap
plications such as cloud computing, has introduced several challenges. 
These challenges include energy efficiency, thermal management, and 
system performance. Data centers, which form the backbone of HPC 
systems, consume significant energy, ranging from tens to hundreds of 
megawatts [1]. The global annual energy consumption for HPC is es
timated at approximately 200 TWh and is expected to quadruple by 
2030 [2].

To sustain this rapid expansion, alternative computational technolo
gies are being explored. Cryogenic technologies have emerged as a 
promising solution, capable of substantially reducing power consump
tion in large scale computing systems, including the energy associated 
with refrigeration [3,4]. Cryogenic technology can enhance communi
cation bandwidths, increase data transmission rates, improve response 
speeds, enhance reliability, and reduce losses in telecommunication sys
tems [4--7]. Significant performance improvements have been observed 
in semiconductor devices, such as MOSFETs, MESFETs, HEMTs, and 
CMOS [6], and in optoelectronic and electro-optic components as well 
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as in metal conductors such as aluminum and copper [8,9]. At extreme 
cryogenic temperatures, such as liquid helium (4 K), certain materials, 
such as niobium (Nb), can achieve superconductivity [10]. Combin
ing electronics with other cryogenic technologies can justify the cost 
and complexity of cryogenic cooling, leading to hybrid systems with 
enhanced performance and reliability. Improved performance and re
liability can lead to wider acceptance and distribution of cryogenic 
technologies in a large variety of industrial and commercial applica
tions.

The cost effectiveness of cryogenic technology however requires 
evaluation. While the cooling efficiency at smaller scale remains low, at 
larger scales, such as helium liquefaction plants, the exergy efficiency 
can reach 23.4% [11]. The cooling capacity of cryogenic technologies 
operating at 4 K may however be insufficient for efficient heat dissi
pation [12]. Furthermore, the available cooling power varies at dif
ferent temperatures. As described in [7], the available cooling power 
per kilowatt input power differs across temperatures. Consequently, cer
tain circuits may benfit from operating at lower temperatures, whereas 
other circuitry would achieve satisfactory performance at higher tem
peratures. The power consumption of cooling systems in data centers 
currently accounts for 42% of the total power consumption [13]. In
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creased efficiency at cryogenic temperatures combined with the higher 
cooling efficiency of large scale refrigeration would result in higher 
power efficiency and better performance as compared to cloud com
puting centers operating at room temperature.

Optimizing the temperature of each subsystem within a computing 
system enhances overall performance, power efficiency, and heat man
agement. For instance, changing the temperature of a subsystem within 
a cryogenic system supports the integration of different technologies 
and functionalities at distinct temperature zones within a cryocooler. 
This strategic placement can lead to a reduction in refrigeration costs. 
Raising the temperature of a subsystem may however lead to increased 
latency and power dissipation. Furthermore, the refrigeration charac
teristics of adjacent subsystems, particularly those operating at lower 
temperatures, can be affected if these nearby systems are not adequately 
thermally isolated. The heat emanating from a subsystem operating at 
a higher temperature could inadvertently affect the cooling efficiency 
of neighboring lower temperature systems, particularly if these systems 
are interconnected.

Multiple research efforts have focused on placing different technolo
gies and functions across different temperature stages within a refrig
eration system [14,15]. For instance, a hybrid temperature system in
tegrated in the Sumitomo SRDK-101DP-11C cryocooler is described in 
[14]. This system features a 4 K stage for low temperature supercon
ductive circuits and a 60 K stage for higher temperature semiconductor 
circuits, such as analog filters and low noise amplfiers, while other 
electronics are maintained at room temperature (RT). These studies, 
however, often overlook the full spectrum of temperatures accessible 
within a given stage. In this system, for example, although the second 
stage is set to 60 K, the actual temperature range can accommodate tem
peratures between 60 K to 80 K. Such insights highlight the importance 
of considering the entire range of feasible temperatures to optimize the 
placement and operation of different stages within a cryogenic system.

Exploiting the full range of temperatures available in each stage of 
a cryocooler can enhance the performance of the overall computing 
system. A methodology is proposed to determine the operating temper
ature of each component within a cryogenic system to minimize the 
total power consumption while ensuring that the performance achieves 
a target objective. The particular thermal characteristics of each stage 
within a cryocooler is considered in the optimization process, produc
ing a more efficient distribution of the components based on thermal 
and power requirements.

In [7], the temperature variability within each stage is exploited. 
The dependence of the power consumption of each cooler stage on the 
temperature of a neighboring stage is, however, not considered. A com
puting unit can be placed inside a refrigerator equipped with multiple 
cooling stages; for example, three stages, where the temperature of stage 
1 is 150 K, stage 2 is 70 K, and stage 3 is 4 K. In contrast, if the same com
puter is placed inside a refrigerator with 120 K at stage 1, 60 K at stage 
2, and 4 K at stage 3, the performance and power consumption will be 
different. The advancement described here considers, for example, the 
variation in power consumption of the third stage of a cryocooler that is 
dependent on the temperature of the first and second stages. Thus, this 
methodology improves the operation of the overall system rather than 
individually optimizing the operation within each temperature zone.

The application of cubic spline interpolation is introduced to esti
mate the power consumption and performance at different tempera
tures. The proposed methodology is validated on two case studies of 
a superconductive cloud computing system. The system utilizes both 
CMOS and superconductive logic [16] for computation and storage.

The paper is organized as follows: in Section 2, insight into the 
organization of cryogenic coolers is described, the problem is formu
lated, and the thermal behavior of the system is discussed. The proposed 
methodology is presented in Section 3. Two case studies, hybrid super
conductive/semiconductor cloud computing systems optimized using 
the proposed methodology, are described in Section 4. Some conclu
sions are offered in Section 5.

2. Cryogenic cooling and thermal optimization

The integration of cryogenic computing systems is enhanced when 
electronic circuits operate at different cryogenic temperatures [12]. The 
primary goal of the proposed methodology is to identify a set of optimal 
temperatures for each component, minimizing the total power consump
tion or delay of the cryogenic system.

The methodology determines the optimal temperature of the differ
ent components of an electronic system, as shown in Fig. 1. A graph of 
the system is initially constructed using power and delay values of each 
component at different temperatures. Cubic spline interpolation [17] is 
employed to approximate and interpolate the variable weights within 
the graph. An algorithm based on graph theory [18] is utilized to de
termine the set of optimal temperatures. In this algorithm, the power 
and delay weights in the graph are adjusted after each state based on 
the temperature from the preceding state, as described in Section 3. To 
determine the optimal temperature within each zone, the algorithm is 
executed twice, with the second iteration rfining the available temper
ature range based on the results of the first pass. Once the appropriate 
temperature set satisfying the constraints is identfied, a thermal model 
of the system is applied to assess the heat flow (or power transfer) be
tween units. This heat flow is ifluenced by the thermal conductance 
between the units and the temperature of the interconnecting cables. 
Furthermore, the leakage power is estimated based on the heat flow; 
particularly, the power loss due to additional cooling required in the 
lower temperature components resulting from heat transfer from the 
higher temperature components. The leakage of heat is contingent on 
the thermal conductivity of the cables connecting the components. In
clusion of this effect significantly expands the generality of the work 
described in [7]. The overall power consumption for a given set of tem
peratures thus includes leakage power between different temperature 
zones. To achieve optimal system operation, the delay, power, and heat 
flow among the components should be considered, allowing the temper
ature of each component (or thermal stage) to be determined.

The rest of this section is organized as follows. Background infor
mation describing cryogenic coolers is discussed in Section 2.1. The 
problem formulation based on a graph theoretic approach is described 
in Section 2.2. Cubic spline interpolation is summarized in Section 2.3. 
A thermal model of the system is discussed in Section 2.4.

2.1. Cryogenic coolers

Cryogenic coolers are essential in low temperature applications such 
as superconductive devices [16], quantum computing, medical sys
tems, and materials research. Several types of cryocoolers exist, such 
as Gifford-McMahon cryocoolers, pulse-tube cryocoolers, and dilution 
refrigerators [19]. Dilution refrigerators can achieve tens to hundreds 
of millikelvins. Achieving these extremely low temperatures requires 
multiple stages of cooling, each stage being progressively colder than 
the previous stage. The overall structure of a cryogenic cooler typically 
consists of multiple temperature chambers, each containing a refriger
ant that cools the following stage. For example, the PT415 pulse tube 
cryocooler from Cryomech [20] has a 50 K stage with a temperature 
range between 35 K to 77 K, and a 4 K stage with a temperature range 
between 3 K to 18 K.

The first stage of a cryogenic cooler typically contains both air cooled 
and water cooled compressors, with temperatures ranging between ap
proximately 120 K to room temperature [21,22]. The next stage usually 
operates within a temperature range between 50 K to 120 K and is cooled 
by liquid nitrogen [20--22]. To reach lower temperatures, neon can be 
used in the stage between 20 K and 50 K [19]. Liquid helium is used 
as a refrigerant in the next stage to achieve a temperature between 3 K 
and 5 K [19,21--23]. To reach the lowest temperatures, down to tens to 
hundreds of millikelvins, 3He/4He dilution refrigerators are used, where 
Helium-3 and Helium-4 isotopes are mixed [19,23]. Some examples of 
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Fig. 1. Flowchart of the proposed methodology. 

Fig. 2. Commonly used coolants and relevant operating temperatures [19,24--
26]. The critical temperature is the maximum temperature above which the 
substance cannot exist in a liquid state regardless of pressure.

commonly used coolants and related operating temperatures are noted 
in Fig. 2 [19,24--26].

2.2. Formulation of thermal optimization problem

The objective is to choose the ideal operating temperature at each 
stage of the process. The optimization process for choosing a zone spe
cific temperature can be conceptualized as a directed acyclic multi
weighted multigraph, with one variable weight and one constant weight 
at each edge 𝐺 ∶= ⟨𝑆,𝐶,𝑊 ⟩. Here, 𝑆 = 𝑆1, 𝑆2,… , 𝑆𝑛 is a finite set of 

states defining a specific instance of the temperature optimization prob
lem. The edges, denoted by 𝐶 , represent chambers within a refrigeration 
unit, each containing one or more computing units. For each chamber 
𝑖, subset 𝐶𝑖 ⊆ 𝐶 corresponds to the parallel edges. Typical refrigera
tion systems operate at specific temperatures, such as liquid helium 
temperature (LHT) or liquid nitrogen temperature (LNT), represented 
by the set of available temperatures 𝑇 = 𝑇1, 𝑇2,… , 𝑇𝑗 . Each chamber, 
operating at a different temperature during each step, is denoted by 
𝑐𝑖,𝑗 ∈ 𝐶𝑖. 𝑊𝑖,𝑗 ∶= ⟨𝑝(𝑇𝑖−1,𝑗 ), 𝑑⟩ ∈ ℝ2

>0, where 𝑝(𝑇𝑖−1,𝑗 ) and 𝑑 represent, 
respectively, the power consumption and delay of a unit at a specific 
temperature. The power consumption is a variable weight dependent 
on the previous edge weight along the chosen path.

Path 𝜋 in this process graph, representing a set of operating temper
atures for each unit, links the source to the sink. Path 𝜋 is described 
as

𝜋 =
(
𝐶1(𝑇𝑗 ),𝐶2(𝑇𝑗 ),… ,𝐶𝑖(𝑇𝑗 )

)
. (1)

The power consumption of a process is the sum of the power weights 
along a path, 𝑃 (𝜋) = 𝑝1 + 𝑝2 + ⋯ + 𝑝𝑛−1. Each weight represents the 
power consumption of a unit. Similarly, the total delay of a process, 
𝐷(𝜋) = 𝑑1 + 𝑑2 +⋯ + 𝑑𝑛−1, is the sum of the delay weight of the units 
along the path. The temperature optimization problem is to determine a 
path that minimizes the total power 𝑃 (𝜋) while keeping the total delay 
𝐷(𝜋) below a maximum limit 𝐷𝑚𝑎𝑥,

Minimize: 𝑃 (𝜋), (2)

subject to: 𝐷(𝜋) ≤𝐷𝑚𝑎𝑥. (3)

An example with three units and four states is illustrated in 
Fig. 3. Each unit can operate at three distinct temperatures, indi
cated by the parallel edges between adjacent states. Paths A and B, 
highlighted in bold, represent two potential cofigurations. Path A, 
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Fig. 3. Example of the temperature design process using a multiweighted multigraph with variable edges. The edges between two states denote a chamber within a 
refrigerator at different temperatures. Two paths, A and B, are shown highlighted in bold. The power consumption of path A is 𝑃 (𝜋𝐴) = 𝑝1,1 + 𝑝2,3(𝑇1,1) + 𝑝3,2(𝑇2,3), 
and the power consumption of path B is 𝑃 (𝜋𝐵) = 𝑝1,3 + 𝑝2,3(𝑇1,3) + 𝑝3,1(𝑇2,3). The first index of the variables represents the device number, while the second index 
represents the position of the temperature within the list of available temperatures for that specific temperature zone. Note that although the edge between states 𝑆2
and 𝑆3 is the same in both paths, the power weight of the edge is different. The power consumption is determined by the temperature of the previous chamber, which 
is denoted by 𝑇1,1 in the edge between states 𝑆2 and 𝑆3 in path A, and by 𝑇1,3 in path B. The delay of path A and path B is, respectively, 𝐷(𝜋𝐴) = 𝑑1,1 + 𝑑2,3 + 𝑑3,2
and 𝐷(𝜋𝐵) = 𝑑1,3 + 𝑑2,3 + 𝑑3,1.

𝜋𝐴 = (𝐶1,1,𝐶2,3,𝐶3,2), and Path B, 𝜋𝐵 = (𝐶1,3,𝐶2,3,𝐶3,1), correspond to 
different temperature settings for the chambers. The power consump
tion and delay of these paths are based on the respective weight of the 
edges along the path.

2.3. Cubic spline interpolation

The cubic spline interpolation technique is used here [17] to inter
polate the power consumption of a unit within a cooler chamber. An 
interpolating function is used, as it is intractable to manually dfine a 
graph with fixed weights for all possible combinations of temperatures. 
Cubic spline interpolation is particularly useful in this application, as the 
cubic curvature and slope of the resulting interpolation are similar to the 
exponential relationship between temperature and power consumption 
[4]. Other linear interpolation techniques [27], such as Lagrange poly
nomial and Newton polynomial, are less suitable due to higher errors, 
as depicted in Fig. 4

For a given set of 𝑛+ 1 data points (𝑥𝑖, 𝑦𝑖) with no repeating 𝑥𝑖 and 
𝑎 = 𝑥0 < 𝑥1 <⋯ < 𝑥𝑛 = 𝑏, spline 𝑆(𝑥) is a function satisfying

1. 𝑆(𝑥) ∈ 𝐶2[𝑎, 𝑏];
2. On each [𝑥𝑖−1, 𝑥𝑖], 𝑆(𝑥) is a polynomial of degree 3, where 𝑖 =

1,… , 𝑛;
3. 𝑆(𝑥) = 𝑦𝑖,∀𝑖 = 0,1,… , 𝑛.

Interpolated function 𝑆(𝑥) becomes

𝑆(𝑥) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝐶1(𝑥), 𝑥0 ≤ 𝑥 ≤ 𝑥1
⋯

𝐶𝑖(𝑥), 𝑥𝑖−1 ≤ 𝑥 ≤ 𝑥𝑖

⋯

𝐶𝑛(𝑥), 𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛,

(4)

where each 𝐶𝑖 = 𝑎𝑖 + 𝑏𝑖𝑥 + 𝑐𝑖𝑥
2 + 𝑑𝑖𝑥

3 is a cubic function with 𝑑𝑖 ≠ 0
for 𝑖 = 1,… , 𝑛. An example comparing cubic spline interpolation with 
Newton polynomial interpolation is shown in Fig. 4. Interpolation tech
niques are used to approximate the available cooling power per kilowatt 
of input power [7]. Note that in this case cubic spline interpolation ex
hibits less error than Newton polynomial interpolation.

Fig. 4. Techniques to interpolate the available cooling power per kW input 
power, (a) the 20 mK to 200 K range, and (b) the 20 mK to 20 K range. Cubic 
spline interpolation closely resembles the original curve as compared to New
ton polynomial interpolation.

2.4. Thermal model

In addition to the heat generated by the units, the power consumed 
along a path also includes thermal leakage from temperature differences 
between chambers transferred through the connecting cables [7]. As the 
thermal resistance of the cable materials changes with temperature, ad
justments are made for more precise heat flow characterization between 
units [28,29]. The thermal resistance changes based on the material 
type, quality, and purity, and can change either linearly, exponentially, 
or logarithmically [28--30].

For cryogenic applications, specialized cables such as CryoCoax 
BCB016, BCB019, and BCB029, composed of stainless steel and beryl
lium copper, are employed [31]. These materials demonstrate increasing 
thermal conductivity with rising temperature [8,9,32]. While the ther
mal conductivity of beryllium copper can be linearly approximated [8], 
the conductivity of stainless steel is best represented through a dual-line 
approximation [9], as depicted in Fig. 5.
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Fig. 5. Thermal conductivity, (a) beryllium copper, and (b) stainless steel. 

The thermal conductivity of different cables is considered to con
struct thermal circuits, analogous to electrical circuits. The heat flow 
within a system, denoted as 𝑞𝑇 , is represented by a set of linear equa
tions,

𝑈1 𝑈𝑘 𝑈𝑛

𝑞𝑇 =
𝑈1
𝑈𝑘

𝑈𝑛

⎡⎢⎢⎢⎣

Δ𝑇1,1
𝑅1,1

⋯
Δ𝑇1,𝑛
𝑅1,𝑛

⋮ ⋱ ⋮
Δ𝑇𝑛,1
𝑅𝑛,1

⋯
Δ𝑇𝑛,𝑛
𝑅𝑛,𝑛

⎤⎥⎥⎥⎦
. (5)

Heat flow is determined by the temperature difference Δ𝑇 and thermal 
resistance 𝑅 between units. The power transfer to or from each unit is 
the sum of the heat flow along each row of this matrix,

Δ𝑃 = 𝑞𝑇 𝟏𝑛, (6)

where 𝟏𝑛 is a column vector of ones,

𝟏𝑛 = [1,… ,1]⊺ . (7)

This approach supports a systematic determination of the power flow 
due to heat being transferred among multiple units within a cryogenic 
system.

3. Optimization setup

The initial phase of this methodology requires a system graph, as de
scribed in Section 2.2. In this graph, each path from the starting state 

𝑆1 to the final state 𝑆𝑛 affects the power consumption and delay. The 
optimization problem is to identify the most energy efficient set of tem
peratures, ensuring that the overall delay of the system remains below 
a maximum delay 𝐷𝑚𝑎𝑥. A flowchart of the algorithm to identify all of 
the paths satisfying a delay constraint is illustrated in Fig. 1.

The algorithm utilizes an input delay matrix 𝐷, where each element 
𝐷𝑖,𝑗 denotes the delay of unit 𝑖 at temperature 𝑇𝑗 ,

𝐶1 𝐶𝑘 𝐶𝑛

𝐷 =
𝑇1
𝑇𝑗
𝑇𝑚

⎡⎢⎢⎣
𝐷1,1 ⋯ 𝐷1,𝑛
⋮ ⋱ ⋮

𝐷𝑚,1 ⋯ 𝐷𝑚,𝑛

⎤⎥⎥⎦
. (8)

Delay values within a temperature range are determined via cubic spline 
interpolation, as outlined in Section 2.3. The power weights are similarly 
estimated.

Breadth first search is employed in the algorithm to traverse the pro
cess graph from the source node, comparing the delay of each partial 
path to 𝐷𝑚𝑎𝑥. Paths satisfying the delay constraint are tracked. Upon 
exploring all of the edges from a node, the algorithm proceeds to the 
next node. Since the power weights are variable, the weight is reliant 
on the power weight of the edges preceding the current state. The ini
tial and interpolated power weights are adjusted to obtain new power 
weights. Newton’s law of cooling is applied, based on the previous edge, 
to achieve the required adjustments.

Memory usage and computational time are improved by a two step 
approach. First, those paths not satisfying both power and delay con
straints are discarded. Second, running the algorithm twice rfines the 
temperature range in subsequent steps, reducing the complexity from 
𝑂(𝑛4) to 𝑂(𝑛2). This technique maintains precision while enhancing the 
computational efficiency.

Once all of the potential paths satisfying the delay limit are identi
fied, the next step evaluates the heat flow between units to determine 
the total power consumption along each path. This process is described 
in Section 2.4. The set of optimal temperatures is selected based on the 
lowest system-wide power dissipation.

The proposed methodology has certain limitations. The approach de
scribed in this paper relies on a predetermined number of refrigeration 
stages and fixed unit cofigurations. Specifically, the optimal temper
ature of each stage is determined for a preset number of stages, and 
units are assigned to each refrigeration chamber in a fixed manner with
out allowing for flexible grouping of units within a chamber. This fixed 
assignment restricts the flexibility and efficiency of the temperature 
management process across multiple units and temperature zones. To 
address these limitations, future research should focus on optimizing 
the number of refrigeration stages based on the specific requirements of 
the system to enable more flexible and efficient temperature manage
ment.

4. Case study: cryogenic cloud computing

Cloud computing provides computational, software, and storage ser
vices [33]. Cloud computing centers are stationary and typically operate 
at room temperature. Cloud computing systems can be placed within a 
cryogenic environment to utilize cryoCMOS and superconductive logic 
to enhance computational speeds while reducing energy consumption 
and heat load [6,7,16]. A block diagram of a cloud computing system 
operating within different temperature zones is depicted in Fig. 6. Note 
that the system is partitioned into different temperature zones based on 
the cooling requirements.

In many instances, operating the majority of a system at temper
atures below 4 K is feasible. However, at these lower temperatures, 
the cooling capacity often proves inadequate for effectively dissipating 
the heat produced by the CMOS components within the system [12]. 
Consequently, dividing a system into domains with higher and lower 
temperatures may result in more efficient power and delay characteris
tics. The proposed algorithm determines the set of optimal temperatures 
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Fig. 6. Block diagram of cloud computing system placed at different temperature 
zones.

Table 1
Delay 𝐷𝑖 and power 𝑃𝑖 (including 
refrigeration) of each circuit group 
within a cryogenic cloud computing 
system at the maximum feasible op
erating temperature for each unit.

Refrigerator Delay Power

Stage 𝐷, [ns] 𝑃 , [kW] 
Stage 1 2,500 32 
Stage 2 350 25 
Stage 3 150 3 
Stage 4 80 1 

to minimize energy for a cryogenic cloud computing system. The system 
is comprised of different components such as multiplexers, demultiplex
ers, arithmetic logic units, registers, and other computing units, which 
are strategically placed within different temperature zones ranging from 
3 K to 300 K. Depending upon the dissipated heat of the circuits, some 
of the components are placed in the temperature domain between 3 K 
to 5 K, cooled by liquid helium. SFQ circuits can be placed in this tem
perature zone due to significantly lower heat dissipation as compared 
to CMOS [16]. CMOS circuitry can be partitioned into temperature do
mains ranging between 20 K to RT. The CMOS circuitry dissipating the 
least heat is placed within the 20 K to 45 K temperature domain, cooled 
by liquid or solid neon. Primary and secondary memory, such as RAM, 
are placed within the next refrigerator chamber, cooled by liquid or 
solid nitrogen within the 45 K to 120 K temperature domain. The CMOS 
circuitry consuming the most heat is placed within the 120 K to RT 
domain chamber, which is cooled by an air and/or water cooled com
pressor [21,22].

Estimates of the delay and power of each unit at different tem
peratures are generated for this case study. Four different operating 
temperatures are available in each chamber. The set of available tem
peratures is generated by linearly spacing the temperature range for 
each device within each system. Each computing unit is assigned delay 
and power values at each temperature, which are treated as the average 
delay and power. In this case study, power consumption and delay mea
surements at ten distinct temperatures are used. These measurements 
are subsequently employed to estimate the power consumption and de
lay at different temperature intervals through cubic spline interpolation, 
as described in Section 2.3. The delay and power for each circuit group 
placed in separate refrigerator chambers are listed in Table 1. The over
all power consumption encompasses not only the power dissipated by 
the computing units but also includes the energy consumed by the re
frigeration systems.

Thermal interactions between units within the cryogenic system are 
governed by the interconnects and spatial proximity. The connections 
between refrigerator chambers utilize low heat superconductive loads 

Table 2
Thermal resistances of the 
cryogenic cloud computing 
system.

Resistance Ω𝑇 [K/W] 
𝑅1 60 
𝑅2 150 
𝑅3 200 
𝑅4 310 
𝑅5 450 

Table 3
Set of temperatures for a cryogenic cloud computing 
system. The set of temperatures producing the lowest 
power consumption is in bold.

Stage temperature, K Delay Power

𝐶1 𝐶2 𝐶3 𝐶4 𝐷𝑖, [ns] 𝑃𝑖, [kW] 
180 53.0 20.0 4.78 797.90 225.94

200 61.4 20.0 4.88 797.75 229.05 
200 53.2 22.7 4.90 795.45 229.77 
200 69.7 20.0 4.90 798.93 229.83 
220 61.4 20.0 4.95 796.20 230.51 

and superconductive ribbon cables with minimal crosstalk for reliable 
and precise transmission of the logic signals [16]. Other necessary in
terconnects are established through cryocoax cryogenic cables [31]. 
These connections, combined with the nonideal cooling efficiency of 
the refrigerators, produce a thermal conductance between the chambers. 
A simplfied thermal-electrical circuit model of the system is depicted 
in Fig. 7.

The example system includes five distinct thermal resistances iflu
encing the interactions between circuit blocks. Some blocks are situ
ated within the same stage of a refrigerator. Thermal interactions are 
assumed to only occur between different stages of a refrigerator. Ther
mal resistances 𝑅1, 𝑅2, and 𝑅3 represent interactions between adjacent 
stages, 𝑅4 denotes the thermal conduction between stages 1 and 3, and 
𝑅5 considers interactions between stages 2 and 4. Since the thermal re
sistance changes with temperature, the resistance is adjusted based on 
the temperature of the interconnected components. Since the compo
nents operate at cryogenic temperatures, the thermal resistance between 
these components linearly decreases as the temperature rises [34]. The 
thermal resistances at 4 K are listed in Table 2.

The proposed algorithm, described in Section 3, identfies the set of 
temperatures that minimizes the total power consumption while adher
ing to a maximum delay constraint of 0.8 μs. The algorithm is imple
mented using Python on an Intel Core i7-9750H workstation equipped 
with 8 GB RAM. In this case study, the execution time is 0.65 seconds. 
The sets of optimal temperatures identfied by the algorithm are listed 
in Table 3. The most power efficient set is highlighted in bold. Notably, 
as the temperature of the higher stage changes, the optimal temperature 
of the lower stage also changes. Although the first five most optimal sets 
of temperatures are different, the combination of different temperatures 
results in similar values of total delay and power. The power consump
tion of the optimal path, which satifies the 0.8 μs delay constraint, 
is 225.94 kilowatts. The total delay of a nonoptimized system with all 
of the devices placed at the highest operating temperature within each 
zone is over 3 μs, as listed in Table 1. If all of the devices are placed at the 
lowest available temperature, as listed in Table 4, the total power con
sumption will exceed 1.6 MW. The optimization process therefore saves 
significant power while satisfying the target performance constraints. 
The methodology has also been applied to an additional cloud comput
ing case study. The total delay of this nonoptimized cloud computing 
system is 5 μs. The total delay of the optimized system is 1.5 μs, as 
listed in Table 5. The power consumption of the nonoptimized system 
is 2,348 kW, over eleven times larger than the optimized system.
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Fig. 7. Thermal-electrical circuit model of a cryogenic cloud computing system. The thermal relationship between chambers due to a temperature difference is 
represented as a thermal resistor.

Table 4
Delay 𝐷𝑖 and power 𝑃𝑖 (including 
refrigeration) of each circuit group 
within a cryogenic cloud computing 
system at the minimum feasible op
erating temperature for each unit.

Refrigerator Delay Power

Stage 𝐷, [ns] 𝑃 , [kW] 
Stage 1 493.7 192 
Stage 2 69.7 592 
Stage 3 32.2 213 
Stage 4 14.4 661 

Table 5
Case study of a cryogenic cloud computing system (in
cluding refrigeration). The delay limit for this case 
study is set to 1.5 microseconds. The set of temper
atures producing the lowest power consumption is 
shown in bold.

Stage temperature, K Delay Power

𝐶1 𝐶2 𝐶3 𝐶4 𝐷𝑖, [ns] 𝑃𝑖, [kW] 
120 45.0 20.0 5.0 1,454.85 198.18

140 45.0 20.0 4.98 1,450.05 198.84 
140 53.2 20.0 4.78 1,445.37 199.51 
160 45.0 20.0 4.95 1,440.83 200.19 
140 61.4 20.0 4.95 1,436.42 201.48 

5. Conclusions

Cloud computing data centers are widely used. These cloud comput
ing systems can exploit cryogenic operation to achieve high performance 
computing while dissipating significantly lower energy. Operating elec
tronic systems at cryogenic temperatures offers several fundamental 
benfits: increased carrier mobility in semiconductors, reduced ther
mal noise, negligible leakage current, superconductive behavior, and 
reduced electrical resistance. As a result, computing systems exhibit 
higher operating frequencies, improved reliability, reduced noise, and 
lower power consumption. The operating temperature profoundly iflu
ences the performance, cooling capacity, and power dissipation of the 
circuit components. It is therefore essential to carefully choose the oper
ating temperatures to reduce the total power dissipation (and heat load) 

of the overall system while achieving the proper function and enhancing 
overall performance.

The methodology outlined in this paper focuses on the thermal op
timization of cryogenic computing systems operating across different 
temperature zones. Unlike previous approaches that focus on individ
ually optimizing each subsystem, the proposed methodology considers 
the operation of the entire system including the mutual dependence be
tween temperature zones. Thermal leakage through the interconnecting 
cables between separate chambers can be a significant issue. The total 
cooling power includes this thermal leakage within the thermal model of 
the system. The total power dissipation of a system is minimized while 
maintaining the performance within predfined delay constraints.

Two practical case studies are evaluated to validate the methodol
ogy in which the temperature of the individual subsystems within a 
cryogenic cloud computing system, located in a four stage refrigera
tor, is determined. The temperature, delay, and power of the system are 
represented by a multigraph with variable power and constant delay 
weights. This multigraph contains all possible states of the system. The 
power consumption of an optimized example cryogenic cloud comput
ing system is 225.94 kilowatts with a total delay of 0.8 μs. The optimized 
system exhibits lower delay as compared to nonoptimized systems oper
ating at higher operating temperatures. Furthermore, although a nonop
timized system operating at the lowest possible temperature is faster, 
the power consumption of such a system exceeds 1.6 megawatts—seven 
times greater than the power consumption of the optimized system. Sim
ilarly, an eleven times reduction in power is exhibited in the second case 
study.
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