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Abstract - A methodology is presented in this paper for storage elements, called tipermissible rangd7] or certainty
determining an optimal set of clock path delays for designing high region [8], as shown in Figure 1. A violation of the lower bound
performance VLSI/ULSI-based clock distribution networks. This leads to circuit failure while a violation of the upper bound limits
methodology emphasizes the use of non-zero clock skew tothe clock frequency of the circuit. Based on these observations,
reduce the system-wide minimum clock period. Although the process variation toleranpptimal clock skew scheduling
choosing (or scheduling) clock skew values has been previouslyproblem can be divided into two sub-problems: determining a
recognized as an optimization technique for reducing the minimum clock period that defines a valid permissible range for
minimum clock period, difficulty in controlling the delays of the any two storage elements in the circuit, and determining a
clock paths due to process parameter variations has limited itsminimum width for each permissible range such that unacceptable
effectiveness. In this paper the minimum clock period is reduced variations in the target clock skew remain within the bounds of a
using intentional clock skew by calculating a permissible clock permissible range. In this paper, a solution for this problem is
skew range for each local data path while incorporating processpresented.
dependent delay values of the clock signal paths.

Graph-based algorithms are presented for determining the
minimum clock period and for selecting a range of process-
tolerant clock skews for each local data path in the circuit,

Local data path

TSkewu: Teoi - Tcm

respectively. These algorithms have been demonstrated on the G G
ISCAS-89 suite of circuits. Furthermore, examples of clock Race Conditions ___Permissible range _: Clock Period Limitations
distribution networks with intentional clock skew are shown to A B c
tolerate worst case clock skew variations of up to 30% without = EP— S — 3
causing circuit failure while increasing the system-wide maximum Clock skew range (time)
clock frequency by up to 20% over zero skew-based systems. Figure 1: Permissible range of a local data path.
1. INTRODUCTION The problem of determining a minimum clock period has

been previously solved [1, 3-6] in which a set of timing equations
is used to determine the optimal clock period and the clock delay
to each register in the circuit, thereby defining the local clock
skews. However, in order to better control the effects of process
parameter variations, it is advantageous to determine the
permissible range of each local data path, select a clock skew
value that allows a maximum variation of skew within the
permissible range and, finally, determine the clock delays to each
register.

This paper is organized as follows: in Section 2, a localized
ck skew schedule is derived from the effective permissible
nge of the clock skew for each local data path considering any
obal clock skew constraints and process parameter variations. In
Section 3, techniques for determining the set of clock skew values
that are tolerant to process parameter variations are presented. In
Section 4, these results are evaluated on a series of benchmark
circuits, thereby demonstrating performance improvements and
immunity to process parameter variations. Finally, some
conclusions are drawn in Section 5.

Clock skew occurs when the clock signals arrive at
sequentially-adjacent storage elements at different times.
Although it has been shown that intentional clock skew can be
used to improve the clock frequency of a synchronous circuit [1,
2, 3, 4, 5, 6], clock skew is typically minimized when designing
the clock distribution network, since unintentional clock skew due
to process parameter variations may limit the maximum frequency
of operation, as well as cause circuit failure independent of the
clock frequencyi(e., race conditions). In [1,2], it is demonstrated
thatdouble clockingthe effect of the same clock pulse triggering

. . clo
the same data into two adjacent storage elements) can bga
prevented when the clock skew between these storage elementaI
satisfies Tskewij = - Tepmin Where Tppmin is the minimum
propagation delay of the path connecting both storage elements
Furthermore, it is also shown in [1,2] thagro clockingthe data
reaches a storage element too late relative tdottmaving clock
pulse) is prevented WheTsiewij< Tcp - Tromax WhereTep is the
clock period andppmaxis the maximum propagation delay of the
data path connecting both storage elements. The limits of both

inequalities, Tskewijmin) = ~Tpomin @Nd Tskewiimaxy= Tcp = Tromas 2. OPTIMAL CLOCK SKEW SCHEDULING
define a region of valid clock skew for each pair of adjacent . L .
D000 00000o00oooooooooooooon A synchronous digital circui€ can be modeled as a finite
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delay Tepmax (Tromin) between two sequentially-adjacent storage
elements, wher&pp includes the register, logic, and interconnect
delays of a local data path [7]. A local data fdalis a set of two
vertices connected by an edbg~ {vi, g, v} for anyv;, v, OV. A
global data pathp, = v, O - v is a set of alternating edges and
vertices {, €a, Vi, @2 ..., &1, M}, representing a physical
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connection between verticesandy;, respectively. A multi-input paths must have a non-empty permissible range composed of the
circuit can be modeled as a single input graph, where each input isntersection or overlap among the permissible ranges of each

connected to vertex, by a zero-weighted edge. AlsBI(L;) is individual parallel and feedback path. Therefore, a new set of
defined as the permissible range of a local data pathiPgfRy) global timing constraints are required and formalized below. The
the permissible range of a global data path. Finally, the clock concept of permissible range overlap of a global dataRatan
skew of a local data path is defined &gewifLij) = Tcoi - Teo; be stated as follows:
whereTcp andTep; are the clock signal delays of verticgsind
v;. The clock skew is described asgativeif Tcp; preceded cp; Theorem 1 Let Py O V be a global data path within a circdit
(Tepi < Tep) and agpositiveif Tep; follows Tep; (Tepi > Tep)). with m parallel anch feedback paths. Let the two verticesand

. . vi O Py, which are not necessarily sequentially-adjacent, be the
2.1 Timing Constraints origin and destination of then parallel andn feedback paths,

The timing behavior of a circult can be described in terms ~ respectively. Also, lePg(P,) be the permissible range of the
of two sets of timing constraints, local constraints and global 9lobal data path composed of vertisgmndvi. Pg(Py) is a non-
constraints. The local constraints ensure the correct latching oféMpty set of valuef the intersection of the permissible ranges of
data into the registers of a local data path, to prevent double each individual parallel and feedback path is a non-empty set, or

and zero clocking. The local timing constraints are represented by m . On A
the following equation [1-6] to prevent zero clocking, Po(Ry) = %} P@( Fﬁ)@n Hnl Pﬁ E)Hi 0 )
=1 j=
Torel L )2 Toas™ Toom *<5 (@)
_Ske ’ ) ol TPRmm 2 ) Proof O: The clock skew between verticasand Vi, Tskewi IS
and the following equation to prevent double clocking, unique and independent of the number of paths connecting the
Torenl L) < Tep™ T pama , ) two vertices. Also, the clock skeWgeu Of a single path that

connects both vertices is the sum of the clock skew of each local
where ¢ is a safety term introduced in [7] to prevent race data path along the path. Assuming that a value of clock skew
conditions due to process parameter variations, as described irexists between verticeg and v, this value is always the same
Section 3. Satisfying the permissible range of each local data patlindependent of the path connectingandv,. Furthermore, for
PI(L;), however, does not guarantee a race-free circuit, each path connecting verticgsandyv;, the minimum (maximum)
particularly when there are multiple parallel and feedback data clock skew value is the sum of the minimum (maximum) clock
paths between two vertices. Two paths with common vertices areskews of each local data path along the path defining the
said to be in parallel when the signal data flows in the same permissible range of the global path. Therefore, a valid clock
direction in both paths. Likewise, a path is a feedback path whenskew between verticeg andv, must be within the permissible
the data signal flows in a direction that is the reverse direction ofrange of clock skew of each and every path connecting both
the data signal flowing from the input of the circuit to the output vertices. In other words, the intersection of permissible ranges

of the circuit. must be a non-empty set.
To illustrate this situation, consider a circuit composed of [: Assume thaPg(Py) = O and there exists a valid clock skew
several global data paths connecting two common verijcasd value between verticag andy,. If this value of clock skew exists,

v;, as shown in Figure 2. The vertices and v, represent two it must be contained within the permissible range of all the paths
registers, each register driven by a single clock signal, where theconnecting the verticeg andv,. If a clock skew value exists for
clock skew between, andy, is unique and independent of the all the paths, the result of the intersection of all the permissible
path connecting, to vi. A valid clock skew betweewr, andy ranges cannot be an empty set. Therefore the valid value of clock
only exists if the clock skew is common to all the global data skew contradicts the initial assumption. u

paths connecting, andy;. Since the clock skew between vertices _. . -

V, andv, is also the sum of the clock skew of each cascaded locaiSimilar to the permissible range of a local data path, the
data path connecting to v; [9], the resulting sum is independent permissible range of a global data path is bounded by a minimum

; i d maximum clock skew value. These values, the upper and
of the global path between to v;. Alternatively, the permissible an . !
range of each of the paths conlnecting the vertigasidy, is the lower bounds of the permissible rarigg(Py), can be determined

sum of the permissible range of each cascaded local data pat?S & function of the upper and lower bounds of the permissible
(lighter-shaded regions in Figure 2) betweep and v ranges of each independent parallel or feedback path connecting

independent of the path betweenand v.. Therefore, a clock ~ Verticesvandv.
skew between the verticegandy; exists if the intersection of the | emma 1: Let the two verticesy andv; O Py, be the origin and

permissible ranges of the paths connectingndyv, form a non- destination of a global data path withforward andn feedback
empty set (darker-shaded regions in Figure 2) [9]. paths. IfPg(Py) # O, the upper bound dfg(Py) is given by
. - = g . o, .0 (4
?\k\«@ PILy)  Po(Py) =PKLy) + PI(Ly) Tskew P i) max MAXEE‘ILD] ETSkeV\( pk')maxE’E}'sﬂ D-Ekev‘( E)mm% (4)

and the lower bound &fg(Py) is given by

Toren P min = MAXEES%(’ T Pkl)mm] maxE e Fﬁ)m% . (5)

I<j<n

PIL) Py(Ry) = PAR) 1 P4 R)

Observe that both bounds of a clock skew region given by (3)
are dependent on the clock period in the presence of feedback
) ) o ) o paths between verticag andv,. This recursive characteristic is
Figure 2: Example of matching permissible ranges in a circuit  ysed to increase the tolerance of the clock distribution network to

with parallel and feedback paths process parameter variations, as explained in Section 3. For a
t non-recursive data path (either local or global), the lower clock
skew bound is independent of the clock period, as shown in (1).
K p

PI(L o)

From the example in Figure 2, in order to prevent circui
failures at the global level, circuits with parallel and feedbac



2.2 Optimal Clock Period within the permissible range is reached, since, due to
monotonicity, a further reduction in the clock period would result

Without exploiting intentional clock skew, the minimum ;.44 empty permissible range, violating (3). -

clock period is determined from (2) for the local data path with

the maximum propagation delay. However, applying intentional A graph-based algorithm is presented in Figure 3 to determine
clock skew to a local data path permits the circuit to operate atine minimum clock period that ensures that each of the
higher clock frequencies. The minimum clock period of a circuit permissible ranges in the circuit satisfy (3). The initial clock
operating with intentional clock skew must simultaneously satisfy period is given by (6) and, for each pair of registers in the circuit
(1), (2), and (3) for every local data path. C, the local and global permissible ranges are calculated, as
The minimum clock period to safely latch data through a local jysirated in Figure 3 in the lines 4-13. The content of the
data pattL; can be determined by the differences in propagation hermissible range is evaluated (line 14) and if empty, the clock
delay of the combinational logic block withln, assuming that  heriod is increased (line 25), otherwise the clock period is
the timing parameters of the registefse(uy Troa, andTc.) are decreased (line 26). A binary search is performed on each new

zero or constant. When the maximum possible negative clock ciock period within the algorithnintercept until the minimum
skew [2] is applied toL;, the clock period is the difference ok period has been reached.

between the propagation delays, since the maximum negative
clock skew is the minimum propagation delay within The 1. Intercept G(V,BE), Tcp)

maximum negative clock skew defines the lower bound of the 2. for eachv, 0V do

clock period ofL;j. The upper bound of the clock skew can be any 3. for eachv, 0V andvy #v, do

value defined by the minimum clock period. Similarly, the clock 4. fori ~ 1tomdo (intersection om parallel paths)

period of a circuit is bounded by two valu8gpmin and Tepmax 5. calculate the bounds of the permissible réuge,,)
determined from the differences in propagation delay within the 6. if Separaie = O then Separaiel = PY(Pxy) )
local data paths of the circuit as shown below and independently7. else Separaiel = S€laratel N PY(Pxy)
demonstrated by Deokar and Sapatnekar [6]. The lower bound of8. forj — 1ton do (intersection oh feedback paths)
the clock periodTcpmin is the greatest difference in propagation 9. calculate the bounds of the permissible ré&uge,,
delay of any local data patf) O C, 11. if Sefeedback= [ then Sefeedback= PY(Pyy) .

0 0 ig Pa(P s elsse Seleedback= S€leedback Pg(nyJ)

Tepmin = MAXHTJ]&O(TPD maxj ~ PD mini )7 TS}){ o maXi)E . (6) 14 if g(g(’giy) h Es?ﬁgerl]n Clecdvack
. . 15. return “permissible ranges do not intercept”

and the upper bound of the clock periGdpmay is the greatest 16. elseif ITSkeEPg(ny)maﬂ R TSkgev{Pg(ny)mirJ | <C1p
propagation delay of any local data pajfil G, 17.  thenreturn “permissible range too small”

0 0 18. else return “success”
Tepma = MAXmax( o mai ) ma Fomas)D - (7) 19.endlntercept
B v wtv g

20.0Optimal_Tep( C)

The second term in (6) and (7) accounts for the self-loop 21. lower = Tepmi; UPPEr = Tepmas
where the output of a register is connected to its input through an22. while (upper- lower) > ¢
optional logic block. Since the initial and final registers are the 23.  Tcp= (upper- lowen/2 ;
same, the clock skew in a self-loop is zero and the clock period is24. Intercept C, Tep);
determined by the maximum propagation delay of the path 25 if “no successthen lower = Tep;
connecting the output of the register to its input. Observe that a26. else upper = Tep;
clock period is equal to the lower bound in circuits without 27.end
parallel and/or feedback paths. Furthermore, the permissible
ranges determined with a clock period equal to the upper bound
Tepmax Will always satisfy (3) since the permissible range of any
local data path in the circuit contains zero clock skew. Although The order of the algorithm in Figure 3@V?). This order is
(7) satisfies any local and global timing constraints of cit€uit similar to other clock scheduling algorithms referenced in the
is possible to determine a minimum clock period that satisfies (3) literature [5,6], since the number of eddess approximately of
while including intentional clock skew. This transformation leads the same order as the number of vertidésby a linear
to the optimal clock period problem which is stated in the transformation, oE = O(V).
following theorem:

Figure 3: Pseudo-code of algorithm for determining the
minimum clock period based on permissible range overlap

Example: An example illustrating how the clock period is
Theorem 2 Given a synchronous circu@ modeled by a graph determined is presented in Figure 4. The circuit is composed of
G(V,B), there exists a clock perid satisfying (3) and bounded ~ three registers symbolized by vy, andv; with combinational
by Temmin < Tep € Tepmax The clock period is a minimum if the logic within each local data path. It is assumed for simplicity that
permissible range resulting from (3) contains only a single value tzr;erotlmlng parameters of each regis®e(up Troia» andTc.q) are
of clock skew. . . . .
Proof: For a local data path, if the clock period increases . _'n€ minimum clock periodcpminis determined from (6) and
(decreases) monotonicaly, the upper bound of the permissible!S 7 tU (time units), which is the difference in propagation delay
range always increases (decreases) monotonicaly due to the lineafithin the logic block of the local data pativ; . The maximum
dependency between the clock skew and the clock period. TheCloCK PeriodTcemaxiS the maximum propagation delay through a

lower bound does not change since it is independent of the clock©9iC Plock in the circuit, which is 12 tu. Starting wilBpmi, the
period. Therefore, starting witfice = Tcpmax @nd progressively permissible ranges of each local data path are used to calculate the

reducing the clock period is equivalent to constraining the Permissible range of each global data path connecting vertices
permissible ranges to narrower regions. In the limit, the minimum © V - Since a unique clock skew must exist between vertices

clock period is determined when a single value of clock skew andyv;, this value of clock skew must exist within the permissible
range of each global data path connecting both vertices.



used to satisfy the permissible range of a global data path.
Teomn= 7 tU Consider, for example, the pafh;; shown in Figure 4 with
Topma= 12 tU Tep=11tu. A clock skew OTSkeWi,l+ Tskewl’f: -3+-5=-8tuisa

value of clock skew that is not withiRg(P;), although the

individual clock skews are within the respective permissible

ranges, Pl(Li;) = [-3,2] and PI(Ly) = [-5,-1]. This example

indicates that only a sub-set of the permissible range of each local
Pathy, v, -y PP, data path can be used to obtain the permissible range of the global

87 time data paths of the circuit.

Pathv, -y Pg(R,)

5 3 time Lemma 2 Let L be a local data path within a global data path
Pathy; -y, [PaR)] Py. Given a clock periodicp that satisfies (3), the sub-set of
1 4 time values within PI(Lj) used to determind®g(Py) is called the
Pg(P)=PgP)n P§R)n PGP=0 effective permissible rangef a local data pati(L;), such that
=11t p(L) O PI(Ly).

Lemma 2 does not define the actual position of an effective
permissible range within eadPl(L;) since several solutions are
possible, as illustrated in the example shown in Figure 4.
Considering the patt®, i, p(Li) + p(Liy) = [-2,2] + [-1,-1] =
[-3,1] and p(Li1) + p(Ly) = [0,2] + [-3,-1] = [-3,1], two valid
choices exist for the effective permissible rangd.pfand Ly;,
respectively, since both choices resultAg(P;) = [-3,1]. The
3 1 ~ime actual choice of the effective permissible range is constrained by

PYR)=PgR)n PR)n PGRH=[31] additional criteria, such as reducing the absolute value of the
) . . clock skew [6], or ensuring the largest possible effective
Figure 4: Example of selecting the clock periodcp permissible range for each local data path so as to maximize the

From Figure 4 witiTep = 7 tu, the permissible ranges do not tolérance to process parameter variations. Observe that the
intersect, thus no clock skew value exists that will permit the Possibility of multiple solutions is consistent with the existence of
circuit to function correctly. Increasin@cp to 9 tu permits the multiple solutions to the. problem of indirectly choosing non-zero
permissible ranges of the global data pathg-v; and vi-v; to cIo_ck skews by_ calculating a set of clock path _delays to satls_fy a
intersect, but the permissible range of the path-v; does not valid clock period [1,6]. Therefore, the seleptlon of a sp.ecmc
intersect with the permissible range of the pati. Therefore, ~ Value of clock skew for each local data path is performed in two
the clock period is again increased. In the example shown instages. In the first stage, the effective permissible ranges are
Figure 4, the clock period is increased beyond the optimal clock determined for each local data path, while in the second stage, the
period to 11 tu to illustrate the existence of a permissible rangespecmc local clock skews are chosen to maximize the tolerance to

for verticesy; andv; that allows choosing more than one value of Process parameter variations. The assignment of the largest
clock skew between verticesandv;. A single value permissible possible effective permissible range to a local data path begins

range is obtained using the algorithm in Figure 3, determining g With determining the unique solution to the permissible range of
minimum clock period for this example of 9.67 tu. each global data path, as formulated below:

The difference between the algorithm described here and . .
other algorithms described in the literature [4-6] is the process for 1 Ne€orem 3 Given a synchronous circud modeled by a graph
verifying whether a timing violation exists. In the approach G(V,E) let the two verticesy, and v [ V, be the origin and
offered by Szymanski [4], the existence of positive cycles, destination of a global data pafy with m forward andn
indicating a violation of the timing relationships, is checked with féedback paths. Lég(P,) be determined by (3). Fg(Py) # [,
Lawler's algorithm [10], where Szymanski also indicates that the the width ofPg(Py) is greatest when the bounds Rj(Pw) are
Bellman-Ford algorithm is a more efficient strategy for testing for detérmined by (4) and (5), respectively.

ositive cvcles. This approach is adopted by Shenov and BraytonProof: This theorem is proved by observing that .th.e bounds of
I[05] and D)éokar and Sggatnekar [6]. Igach o)f/ these glgorithmsy;[unpg(Pk') depend directly on the bounds of the permissible range of
in O(VE) time, whereV is the number of registers afidis the each globalidata path connecting vertigeandyv,. Assume that
number of edges. Linear programming solutions to this problem the two verticesy andy; are connected by two parallel paths and
have also been developed by Fishburn [1] and by Saketllah the minimum [maX|m.um] plock skew of the permissible range
[3]. The solution of these aigorithms produces the clock delay Petween the two vertices is a value smaller than the value given
from the clock source to each register in the circuit, thereby PY (4) [(5)], producing a permissible range with a width larger
defining the clock skew of each local data path. However, in order than the permissible range obtained with (4) and (5). However,

to better control the effects of process parameter variations, it isfrom Lemma 1 and the property of monotonicity, this assumption

advantageous to determine the permissible range of each localS @ contradiction since the larger width can only result from the
data path, select a value of clock skew that allows a maximum!nterception of larger permissible ranges. Therefore, a smaller

variation of skew within the permissible range and, with the clock 20und indicates that the upper and lower bounds of a particular
skew selected, determine the clock delay to each register. global data path have not been constrained by (4) or (5). ®

Tee=91tu

| G | PY(Ri0)
8 -3 time 8 1 time
Pg(R,) | Po(Py)
-1 time -5 1 time
Py(R,) PaR) |
-1 4 time -3 4 time
Pg(P)=PdR)n P§R)n PGRH=0 Po(R))

2.3 Selecting Clock Skew Values The pseudo-code to determine the clock skew of each local
data path is presented in Figure 5. The algorithterceptis first

The permissible range of a local data plfi;) bounded by ;50'to determine the permissible range of each global data path

(1) and (2) defines the set of valid clock skews for a single local in the circuit, given a clock periotls that satisfies (3)
data path. However, for a circuit composed of multiple local data Determiﬁing the effective pern:issible range and selecting the
paths connected to form parallel and/or feedback paths, not all of

. clock skew value for each local data path are performed as
the clock skew values that are valid for a local data path can be P P



follows: 1) the permissible range of a global data RgtPy) is
divided equally among each local data path connecting the
verticesv, and vy, (line 5); 2) each effective permissible range

System Specificatiol

Functional Design|

p(L;) is placed as close as possible to the upper bound of the
original permissible rangePl(L;) (ines 6 and 7), thereby Logic Design Csl;,)ﬁt';ggfse
minimizing the likelihood of creating any race conditions; and 3)
the clock skew is chosen in the middle of the effective permissible Orimal Ciodk
range, since no prior information of the variation of a particular Cokew Schedulng and
clock skew value may exist (line 8). From this clock skew VLS|
schedule, the minimum clock paths delays are determined [9]. Cireuit ,mtDeTgnl T
1. SeleCt_Ske‘/\G(V,E), TCP) Design Clock Distribution Network
2. InterceptG(V,BE), Tcp) Cycle Process [ Calculat:WOrstCase Increase the Clock|
3. for each Pkln O G(V,E) do Parameter Path Delay Variation Period Tep
4. fori —ktolOP"do _ iformarion f
5. Widthp(L;)] = MAX[PQ(Py)] - MIN[Pg(P)]/ # L 0 Py"
6. Upper bound o(L;;) = MAX[PI(L;)]; > orm &
7. Lower bound op(L;) = MAXPI(L;)] - Width(p(L;));
8. Toyeu= MAXG(Ly)] - MIN[A(L))] /2 o |, |
9. endSelect_Skew Layout ? ?
Figure 5: Pseudo-code of algorithm for selecting the non-zero \ Increase the Clock
clock skew of a local data path Period Tcp

3. REDUCED TOLERANCE TO PROCESSPARAMETER
VARIATIONS

Figure 6: Synthesis methodology of clock distribution
networks tolerant to process variations

A top-down design methodology has been developed for  Two compensation techniques are used to prevent lower
synthesizing intentionally skewed clock distribution networks bound violations, depending on where the effective permissible
from the timing constraints of the circuit without prior layout range of a local data pafifL;) is located within the permissible
information [7,9], as illustrated in Figure 6. The top-down range of the local data pafPl(L;). If the lower bound op(L;) is
synthesis methodology is integrated with a bottom-up verification greater than the lower bound Bf(L;), the clock periodTcp is
phase (darker-shaded region in Figure 6) to ensure that the effectfncreased until the race condition is eliminated, since the effective
of process parameter variations on the selected clock skew valuepermissible range will increase due to monotonicity. However, if
do not violate the bounds of the effective permissible range of after increasing the clock period, the clock skew violation still
each local data path. exists and the lower bound of the effective permissible range is

The clock distribution network is primarily composed of equal to the lower bound of the local data path {MUQUE)] =
active devices (CMOS inverters) that accurately implement the MIN[PI(L;)]}, any further increase of the clock period will not
clock path delays that enforce non-zero clock skew. The circuit eliminate the violation caused by not satisfying (1).
modeling of the clock tree with active devices is based on the  Rather, if the lower bound gf(L;) is equal to the lower
alpha-power law model [11]. Due to the active devices within the pound ofPI(L;j), a safety terng; > 0 is added to the local timing
clock tree, the clock path delay variations are primarily due to the constraint that defines the lower boundRifL;), [see (1)]. The
effects of process parameter variations on the active devices ratheglock period is increased and a new clock skew schedule is
than variations of the interconnect lines within the clock tree [12]. calculated for this value of the clock period. The increased clock

Once the clock distribution network has been designed, eachperiod is required to obtain a set of effective permissible ranges
clock path delay is re-calculated assuming that the cumulativewith widths equal to or greater than the set of effective
effects of device parameter variations, such as threshold voltagepermissible ranges that existed before the clock skew violation.
and channel mobility, can be collected into a single parameterObserve that by including the safety tefim the lower bound of
characterizing the gain of a CMOS inverter, specifically the the clock skew of the faulty local data path is shifted to the right,
output currentipg [11]. The worst case variation of each clock moving the new clock skew schedule of the entire circuit away
skew is determined from calculating the minimum and maximum from the bound violation and minimizing the likelihood of any
clock path delays considering the minimum and maxirtygrof race conditions. This iterative process continues until the worst
each inverter within each branch of the clock distribution case variations of the selected clock skews no longer violate the
network. If a single worst case clock skew value is outside the corresponding effective permissible ranges.
effective permissible range of the corresponding local data path,
Tskewij J P(Ljj), @ timing constraint is violated and the circuit will
not function properly. The simulation results presented in this section illustrate the

This violation is passed to the top-down synthesis system, performance improvements obtained by exploiting non-zero clock
indicating which bound of the effective permissible range is skew while considering the effects of process parameter
violated. The clock skew of at least one local data pathithin variations. In order to demonstrate these performance
the system may violate the upper bound pfL;), ie, improvements, the suite of ISCAS-89 sequential circuits is chosen
Tskewi > Tskewimay. This violation is corrected by increasing the as benchmark circuits. The unit fanout delay model (one unit
clock period Tcp, since due to monotonicity the effective delay per gate plus 0.2 units for each fanout of the gate) is used to
permissible clock skew range for each local data path is alsoestimate the minimum and maximum propagation delay of the
increased Tskewimax)iS increased). The new clock skew value may |ogic blocks. The set-up and hold times are set to zero. The
also violate the lower bound of a local data patle, performance results are illustrated in Table 1. The number of
Tskewii< Tskewiiminy Wher€Tsewigmin O o(L)- registers and gates within the circuit including the 1/O registers

are shown in Column 2. The upper bound of the clock period

4. SMULATION RESULTS



assuming zero clock skew is shown in Column 3. The clock permissible ranges of each local data path. The process of
period obtained with intentional clock skew is shown in Column determining the bounds of these ranges and selecting the clock
4. The resulting performance gain is shown in Column 5. The skew value for each local data path so as to minimize the effects
clock period obtained with the constraint of zero clock skew of process parameter variations is described. Rather than placing
imposed among the I/O registers is shown in Column 6 while the limits or bounds on the clock skew variations, this approach
performance gain with respect to a zero skew implementation isguarantees that each selected clock skew value is within the
shown in Column 7. permissible range despite worst case variations of the clock skew.
The clock skew scheduling algorithms for compensating for

Table 1: Performance improvement with non-zero clock skew process variations have been incorporated into a top-down,

Girc. Size Tero Tom gain T gain bottom-up clock tree synthesis environment. In the top-down
— - o = o phase, the clock skew schedule and permissible ranges of each
#reg./#gatep Tskewi= 0] TskewiiZ 0] (%)] Tskewio= 0] (%) ; i iati

1 >0/ 1.0 5.3 23 - 3 local data path are determined to allow the maximum variation of
EX - - . . the clock skew. In the bottom-up phase, possible clock skew
s27 7/10 9.2 54 41 6.2 3} violations due to process parameter variations are compensated by
s298] 23/119 16.2 116 ] 2 11.6 48 the proper choice of clock skew for each local data path and the
S386]  20/159 19.8 19.8 0 19.8 controlled increase of the clock peridge. The clock period of a
s444]  30/181 18.6 111 41 111 41 number of ISCAS-89 benchmark circuits are minimized with this
s510]  32/211 19.8 17.3 1 17.3 13 clock scheduling algorithm. Scheduling the clock skews to make a
s838 67/446 27.0 13.5 5 15.6 42 clock distribution network more tolerant to process parameter

variations is presented for several example networks. The results
The results shown in Table 1 clearly demonstrate reductionslisted in Table 2 confirm the aforementioned claim that variations
of the minimum clock period when intentional clock skew is in clock skew due to process parameter variations can be both
exploited. The amount of reduction is dependent on the tolerated and compensated.
characteristics of each circuit, particularly the differences in 6. REFERENCES
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