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ABSTRACT OF THE DISSERTATION

Performance Limitations in Synchronous Digital Systems
by
Eby Gershon Friedman
Doctor of Philosophy in Engineering
University of California, Irvine, 1989

Professor James H, Mulligan, Jr,, Chair

Synchronous digital systems consist of functional
blocks operating under the influence of a global clock
signal. Fundamental performance limitations exist within
these systems due to the necessary requirements of
propagating data signals through logic and interconnect
and synchronizing the data flow between functional blocks.
These limitations depend upon the properties of the device
and interconnect technologies as well as the design
approach. The underlying principles necessary for the
optimum design of high performance synchronous digital
systems are based on these properties and have been
applied to representative engineering problems.

The underlying design principles were developed by
analyzing the signal transport properties of interconnect
and device technologies, the transient response and
latching characteristics of data registers, and the
relations in time between data and clock signals., In the
course of this research, these elements were investigated
in detail and analytic equations were developed describing
their behavior. These results were applied to the systems
level problem of optimal data throughput in high speed
pipelined data paths.

In order to determine the fundamental performance
limitations of the complete synchronous digital systen,
the interdependent elements were analyzed as a single
integrated system; specifically, how the <clock
distribution network, the registers, and the data path
affect the performance of each other. This permitted the

xviii
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development of an integrated approach for designing and
analyzing high performance synchronous systems and
represents one of the fundamental results of this research
effert.

Thus, this research describes:

1) the inherent limitations of technology and
design methodology on maximum synchronous performance.

2) guidelines for designing clock and data
timing relationships to maximize synchronous performance.

3) an approach for designing high performance
synchronous digital systems by applying the characteris-
tics of the interconnect delay, clock distribution
network, logic path, and register latching conditions to
both determine and optimize the data throughput and cleock
frequency. :

In summary, the research results presented in this
dissertation provide quantitative insight into how the
performance of a synchronous digital system is limited and
how to design a system in order to maximize its data
throughput and clock frequency.

xix
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CHAPTER 1
INTRODUCTION

Modern computers represent the most conspicuous
example of the common use of digital systems. Synchronous
digital systems consist of functional blocks operating
under the influence of a global clock signal. Within these
synchronous digital systems, there are many cost and
complexity advantages to moving data as quickly as
possible. Fundamental limitations to data throughput
exist, however, due to the necessary requirements of
propagating data signals through logic and interconnect
and synchronizing the data flow between functional blocks.
These limitations depend upon the properties of the device
and interconnect technology as well as the design
approach. In this dissertation, these properties have
been incorporated into the underlying principles necessary
for the optimum design of high performance synchronous
systems and have been applied to representative

engineering problems.

This research describes
1) the inherent limitations of technology and

design methodology on maximum synchronous performance.
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2) an approach for designing high performance
synchronous digital systems by applying the
characteristics of the interconnect delay, clock
distributi&n networks, logic path, and register latching
conditions in order to optimize the data throughput and
clock frequency of the system.

3) guidelines for designing clock and data

timing relationships to maximize synchronous data flow

Three factors affect the speed of movement of data
through a synchronous digital system. These are
1) the transient response and latching
characteristics of a bistable register
2) the propagation characteristics of the
interconnect media and device technology
3) coincidence of the data signal and the

synchronization of its waveforms

Therefore, it is desirable to analyze signal transport
properties of interconnect, the transient response and
latching characteristics of data registers, and the effect
of relations in time between data and clock signals.

In the course of this research, each of these
elements was investigated in detail and quantitative
relationships were developed which consider each

individually. These results were then applied to the
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systems ievel paradigm of optimal data throughput and
clock frequency in high speed pipelined data paths.

In order to determine the fundamental performance
limitations of the complete synchfonous digital system,
each of these interdependent systems must be analyzed not
just separately but as a whole; specifically, how each
system interacts with each other so as to form an
integrated high performance system. Therein lies the
performance limitations of a synchronous digital system.
Not only should the independent operations of the
registers, logic and interconnect, and clock distribution
‘networks be individually optimized but an optimally
designed integrated design approach is necessary for
developing high performance synchronous systems. This
design methodology represents one of the fundamental
results of this research effort.

In this dissertation, the effects of interconnect and
device delay on the clock distribution network are
examined in Chapters 2 through 4, Specifically, the
propagation characteristics of sections of interconnect on
signal degradation and delay are investigated in Chapter
2., Emphasis is placed on how data and clecck waveforms are
degraded and delayed in time, thereby skewing them from

other clock and data signals.,
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into the design and analysis of clock distribution
networks and clock skew and describes how the movement of
data is constrained through sequential data paths.
Constraint relationships are developed for different data
path/clock skew regimes, These topics are discussed in
Chapter 3.

In order to apply the results developed in Chapter 3,
clock distribution networks must be analyzed in terms of
the interconnect and buffer characteristics of each clock
delay path, Algorithms have been developed which bound
the minimum and maximum clock delay of each clock signal
path, thereby defining bounds on the clock skew for every
clock signal path in the system. These results are
described in Chapter 4.

The results presented in Chapters 2 through 4 are,
merged with an analysis of the register and logic path in
Chapters 5 and 6, respectively, in order to analyze the
total integrated synchronous system. These results are
then applied to the entire synchronous digital system in
Chapter 7. Specifically, in Chapter 5, the effects of the
clock and data signals on the transient output response of
a bistable register are discussed in detail. Special
emphasis is placed on the limiting conditions for latching
data intoc a bistable register for a set of physical and

input signal conditions,
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The waveform characteristics of the data signal are
analyzed in Chapter 6. How the data signal is delayed and
degraded through the logic and interconnect stages and
latched into the final register is analyzed. Data-to-
clock skew is also discussed in terms of its limiting
effect on synchronous performance,

Chapter 7 contains an analysis of the data
throughput/clock frequency tradeoff in terms of the
fundamental characteristics of a pipelined data path.
These results are described in terms of a design paradigm,
relating clock frequency and data throughput to the level
of pipelining., This perspective permits design equations
to be presented which partition signal paths into
pipelined data paths by optimizing the effects of
increased latency and clock rate on data throughput. From
these results, the maximum possible clock frequency is
discussed in terms of the fundameantal limitations of the
synchronous digital system.

The application of these theoretical results is
discussed in Chapter 8, The design principles developed
in this dissertation are integrated and applied to
representative example circuits, thereby describing how
the results of this research can be used to analyze and

design high performance synchronous digital systems.
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In Chapter 9, possible areas of future research are

(]
4]

described. Finally, in Chapter 10 the research results are

summarized and some final conclusions are made.
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CHAPTER 2

REVIEW OF INTERCONNECT DELAY IN INTEGRATED CIRCUITS

In an effort to satisfy the ever increasing demands
for improved system performance, integrated circuit (IC)
technology has been continually developed to improve
density, speed, and power dissipation. As technology
improves, IC die size, complexity, and device density
increase. New lithographic and etching techniques permit
reduction in minimum feature sizes. Improvements in
material properties permit greater device densities and
higher levels of integration. According to scaling theory
[1], these smaller dimensions should improve device speed
which should improve overall integrated system speed. The
interconnect RC time constant, based on scaliang theory,
remains constant as feature sizes decrease. This occurs
since the cross sectional areas of the interconnect
decrease, which increases interconnect line resistance
and, to first order, decreases interconnect line
capacitance. However, for large circuits, interconnect
time delays increase since distances between devices are
much greater which can significantly degrade circuit
performance [2,3]. This is particularly true for certain

global signals such as clock lines.
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As dimensions are scaled, chip size as well as
circuit density increases, forcing the global block-to-
block interconnect as well as the local interconnect to
increase in length. At micron and submicron design rules,
the capacitive coupling between adjacent lines and
fringing capacitance to the substrate begin to dominate
the parallel plate component of the total line capacitance
[4-7]. When this occurs, the capacitance no longer
decreases with decreasing line width and the RC time
constant for a fixed length interconnect increases with
decreasing physicai interconnect width and spacing and

dielectric thickness.

1) Interconnect Capacitance

One of the earliest efforts to model metal line
interconnect capacitance was by Chang [8,9] in 1976. He
developed equations from approximate conformal mapping
techniques instead of the heretofore used techniques of
numerical analysis. He derived equations for two physical
configurations: 1) the interconnect capacitance for a
finite thickness metal iine over a conducting ground plane
and 2) the capacitance of the same metal line with an
additional conducting metal line above it. Both of these
formulas were shown to be accurate within 1% for a metal
line whose width, W, is equal to the dielectric thickness;

h, (see Figure 2.1) and become more accurate for metal
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ines whose width exceeds its surrounding dielectric
thickness. Thus, his results are satisfactory (less than

1% error) for the condition, W/h > 1. Chang was therefore

Figure 2.1: A Metal Line Above a Ground Plane

able to develop both efficient and accurate equations for
computing metal interconnect capacitance. He did not
extend his work to consider the effects of lines whose
width to height ratio is small (less than one) and line-
to-line fringing capacitance, thereby decreasing the

general applicability of his equations.
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for the capacitance of an interconnect line as given by
equation (2.1),
C/C;y =1+ 2 hln(l +-£) + 2 tin(l + W/2 ) (2.1)
W h W h + ¢t
where C; is the conventional parallel plate capacitance

given by equation (2.2) and the other physical dimensions

are depicted in Figure 2.1,

C; = €4,€5xLW (2.2)

tOX

Equation (1) is composed of three terms, 1) the
conventional parallel plate capacitance, 2) the two sided
side wall capacitance, and 3) the capacitance originating
from the top of the conductor. It doesn't consider the
effects of parallel or crossoéer lines or the location of
the ground plane (other than the thickmness of the oxide to

the silicon substrate, t in the parallel plate

ox?
capacitor equation)., The percentage error of this closed
form model of the capacitance of a single interconnect
line is shown to be less than 5% for W/h ratios greater
than seven. For small W/h (less than seven) and t/h

approximately equal to one, the percentage error increases

dramatically,
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Sakurai and Tamaru {ii] develop cliosed form equations
for the 1line capacitance of various two- and three-
dimensional geometric configurations. These are empirical
models but provide physical interpretation since they
separate out the effects of line~to-ground and line-to-
line capacitance. They show that the line capacitance is

a function of interconnect width, spacing, thickness, and

(="
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0
[xd
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3
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o
ot
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r
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(-]

round plane. For the case of three lines
above & ground plane; the capacitance of the middle line

per unit length is shown in equation (2.3).
C3/ g = 1.15(W) + 2.80 (2)0-222 4+ [0.06(W) + 1.66(T)
h h h h
h h

where W is the width of the interconnect line, h is the
thickness of the insulating oxide, T is the thickness of
the interconnect line, and S is the spacing between
interconnect lines, as shown in Figure 2.2. The relative
error of this model for interconnect capacitance, as
compared with two-dimensional numerical analysis, is less
than 10Z for physical configurations which satisfy the
following conditions, 0.3<W/h<10, 0.3<T/h<10, and
0.5<8/h<20.
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Figure 2.2: Three Interconnect Lines Above a Ground Plane

These aforementioned papers [8-11] describe
physically oriented models which all improve upon the
parallel plate formula for modeling interconnect line
capacitance. Ciosed form analytic solutions are provided
which ;an be used to model the interconnect capacitance of
common geometric configurations. These empirical models
replace the CPU intensive numerical analysis techniques
that are commonly used to model interconnect capacitance
[12-15]. The accuracy of these formulas are typically
within 10%, permitting their use in estimating the
interconnect capacitance of a signal path when calculating
interconnect delays occurring within data paths and clock

distribution networks.
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2) Interconnect Delay

This section discusses interconnect transit times
resulting from distributed capacitive and resistive
impedances. Models are described which consider the
effects of conductor and insulator materials and
geometries such as height, width, thickness, and spacing
on interconnect delay. Physical dimensions such as
minimum festure size, chip area, and intercennect length
also play an important rcle in the development of the
models described within this section.

Sakurai in [16] describes a model for interconnect
delay using lumped circuit approxzimations which has less
than 4% error over the entire range of parameters. He
describes the interconnect delay as shown in equation

(2.4) below:
Tine = L02Ry,¢Cyppt 2.21[Cy Ry o+ CtrRintf RepCined (2.4)

where Rtr represents the resistance of the driving
transistor, C.. represents the capacitance of the load
transistor, and Rint and C;.. represent the interconnect
resistive and capacitive impedance, respectively (see
Figure 2.3). The assumption that R., is constant is
clearly inaccurate; however, a worst case resistance of
1/maximum drain conductance is used by Sakurai to model

the nonlinear resistance of the tramnsistor.
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Figure 2.3: Driver Interceonnect Delay Components

Bakoglu and Meindl [17,18] develop models for
interconnect delay in VLSI circuits. They show that local

interconnect impedance (Rtr >> Rines

typically
interconnect within a low level cell) remains cﬁnstant
with scaling; however, long distance interconnect
impedance (Rint > Rtr’ interconnect between high level
functional blocks) increases quadratically with scaling.
The capacitance per unit length of interconnect approaches
a minimum of approximately 2 pf/cm as interconnect width
and spacing decrease, assuming silicon dioxide as the
dielectric material. Thus, as interconnect width and
spacing and dielectric thickness scale, two-dimensional
fringing capacitance begins to dominate. Their model for
interconnect delay, equations (2.5) and (2.6), is similar
to the model described previously by Sakurai where CL is

the input load capacitance.
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= 1.0R; . Cy . +2.3[R

intbi t t RepCpt RipeCpl (2.5)

int trCin

T [2.3Ry, + Ry 1Cine (2.6)

Interconnect delay with repeaters placed periodically
along a long interconnect line effectively transforms the
interconnect impedance into a capacitive load,
T=2.3R.Ci,¢» by making the interconnect resistance small
with respect to the driver resistance, R;,; << 2.3R.,.
The ultimate lower limit for the interconnect time delay
is defined by the propagation speed of a signal in a
lossless transmission line and this limit is approached as
parasitic resistances are eliminated [18].

It is interesting to note that lower limits for
capacitance per length (2 pf/cm) and time delay per length
(0.5 ns/cm) are mentioned by Bakoglu and Meindl [18] and
Yuan, Lin, and Chiang [19], respectively. Assuming a
metal line resistivity of 0.1 ohm per square and a metal
width of two to three micrometers (2.5 micrometers would
be exact), both of these independently derived lower
limits agree. Thus, for low resistivity interconnect
lines, e.g., less than 0.1 ohms per square in aluminum,
the propagation delay approaches 0.5 ns./cm., a
fundamental 1limitation to moving data through an

interconnect dominated circuit.
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In order to accurately analyze and interpret the
behavior of signals in interconnect lines, the impedance
of these lines must be accurately determined [20-22], As
the magnitude of these interconnect impedances approach
and in many cases exceed the magnitude of the device
related imﬁedances of the signal path, it becomes of
paramount importance that these RC time constants are
modeled accurately.

Much effort has been extended in developing
analytical and empirical models for estimating resistive
and capacitive impedances in interconnect lines.
Initially, isolated line [23,24] and then line-~to-1line
[4,5,7,25] effects were explored and modeled. Two- and
three~dimensional analyses were made of interconnect lines
to determine their resistive [26] and capacitive [15]
characteristics as 2 function of these added dimensions.

While local interconnect impedance (Rint << Rtr) is
shown to remain constant with scaling, long distance
interconnect impedance (Rint > Rtr) increases
quadratically with decreasing feature sizes [18]. Thus,
ever decreasing dimensions and increasing die size will
exacerbate the effects of parasitic interconnect impedance

on high performance synchronous digital systems.
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Circuit design techniques, such as cascaded repeaters
[27], have been developed to partially diminish the
effects of interconnect impedances. However, the trend
toward interconnect lines dominating the total data path
delay is expected to remain due to the increase of

interconnect delay with scaling.

4) Summary

Specific analytical capacitance models are described
which define interconnect capacitance as a function of the
width of the interconnect line, the spacing between
adjacent interconnect lines; the thickness of the
insulator, the thickness of the interconnect line, and the
distance to the ground plane. Equation (2.3) considers
fringing field effects between adjacent lines and has a
relative error, as compared with two-dimensional numerical
analysis, of less than 103 for-physiéal configurations in
which 0.3 < W/h < 10, 0.3 < T/h < 10, and 0.5 < §/h < 20.

Sakurai describes a model for interconnect delay,

equation (2.4), using lumped circuit approximations which

er

has less than 4% error over its entire range of
parameters., It is interesting to note that multiple
sources derive 1imits of interconnect delay approaching
0.5 ns./cm., defining a fundamental limitation to moving

data through an interconnect dominated circuit. With

these analytical models for interconnect delay, accurate
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estimates of clock skew and data-to-clock skew camn

cr
1]

derived, permitting the improved design of clock
distribution networks and data paths for high performance

synchronous digital systems,
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CHAPTER 3

CLOCK DISTRIBUTION NETWORKS

1) General Overview of Svnchronous Systems

In a synchronous digital system, the global clock
signal is used to define a relative tim; reference for all
movement of data within that system [28-47]. Most
syachronous digital systems consist of cascaded banks of
seguential registers with combinatorial logic between each
set of registers. The functional requirements of the
digital system are satisfied by the combinatorial logic
while the global performance and local timing requirements
are satisfied by the careful insertion of pipeline
registers into equally spaced time windows to satisfy
critical worst case timing constraints [32-34,40] and the
ﬁroper design of the clock distribution system to satisfy
critical timing requirements as well as ensure that no
race conditions can occur [40].

Each data signal typically is stored in a latched
state within a bistable register awaiting the incoming
clock signal to define when the data should leave the
register. Once the enabling clock gignal reaches the
register, the data will leave the bistable register and
propagate through the combinatorial network and, for a

properly working system, enter the next register and be

19
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fully latched into that register before the next clock
signal appears [29,34]. This synchronous system is
pictured in Figure 3.1, where C; and C¢ represent the
clock to the initial register and to the final register,
respectively, and both originate from the same clock

signal source.

— ' Date  [—
- Date " Combinatorial ' ote _:
t |Register] H ' Reglister|
' R ' Network ' !
- { Re =
A A

Ci Ce

Figure 3.1: Synchronous Data Path

2} Delay Components of a Synchronous Digital System

The minimum requirement for a system to correctly
operate is for the data signal to latch into the final
register of its data path before the next clock signal
appears. This latching requirement is discussed in detail
in Chapter 5 and supplies many of the quantitative
relationships necessary to provide insight into how
performance becomes limited within the registers, inherent

to all synchronous digital systems.
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The delay components that make up a general
synchronous system are composed of three individual
subsystems:

A) the memory elements
B) the data path elements
C) the clocking circuitry and distribution
Each of these subsystems are composed of individual delay

terms which are described below:

Memory Element
1) Tc-Q - the clock-to-Q delay of the initial
register element, Rj.

2) T - the set-up time of the final

set-up
register element, Rg.
3) Thold - the hold time of the register

element.

Data Path
1) T;,¢ - the delay due to the passive RC
interconnect sections of the data path.

2) the delay through the active

Tlogic
functional logic of the data path.

Clocking Circuitry and Distribution

1) T - the time difference between clock

skew
signals in a sequential data path (e.g., between C; and

Cs).
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The minimum allowable clock period between two
registers in a sequential data path is given by equation

(3.1) below:

Clock Period (min) 2 TPD + TSKEW (3.1)

where
Tpp = Tc—Q + Tlogic + Type + Tset—up (3.2)

and Tggpy can be positive or negative depending on whether
C¢ leads or lags Cj, respectively. A timing diagram
depicting each delay component in equation (3.2) in terms
of the clock period is shown in Figure 3.2. These
waveforms show the timing requirement of equation (3.1)

being barely satisfied.

— Data . . Data —
Data | Register | | Combinatorial ™™™ Register| | Data
- i r
in | R. : Network i R, | | Out
o i —
Clock Input Clock Input
Ci Gf

1
Clock :/ ___/__—
|
|
Data Tepq Tint - Tlibj_é&@r
L 1

Figure 3.2: Timing Diagram of Clocked Data Path
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3) Maximum Data Path/Clock Skew Constraint Relationship

For a design to meet its specified timing
requirements, the greatest collective propagation delay of

any data path between a pair of data registers, R; and Rg,

i
being synchronized by a clock distribution system must be
less than the inverse of the circuit's maximum clock

frequency as shown below:

Tpp + Tsgew £ Telock period = 1/fcik (3.3)

When C¢ leads C; in time (see Figure 3.34), henceforth
referred tec as a positive clock skew, a maximum constraint
on the data path delay occurs [34,40]. In the positive
clock skew case, clock and data signals feed from opposite
directions. From equations (3.1), (3.2), and (3.3), the

maximum permissible positive clock skew is defined below:

Tsgkew £ Telock period
= (Teeq *+ Tint + Tiogic + Tset-up) (3.4)

where C; leads C;. This situation is the typical critical
path analysis requirement commoaly seen in most high
performance digital synchronous systems. In circuits
where positive clock skew is significant and equation
(3.4) is not satisfied, the clock and data signals should

be run in the same direction thereby forcing C¢ to lag Cj.
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Figure 3.3: Clock Timing Diagrams

4) Minimum Data Path/Clock Skew Constraint Relatioaship

When C¢ lags C; in time (see Figure 3.3B), henceforth
referred to as a negative clock skew, a potential minimum
constraint can occur [40]. Ia this case, the clock skew
when C¢ lags C; must be less than the time required for
the data to leave the initial register, propagate through
the interconnect and combinatorial logic, and set-up in
the final register (see Figure 3.1). If this condition is
not met before the data stored in register Rg can be
shifted out of Rg, it is overwritten by the data that had
been stored in register R; and had propagated through the

combinatorial logic. Correct operation requires that Rg
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during the previous clock period. This comstraint on

clock skew is shown below:

ITSKEWIS Tpp = Tc—Q + Tine *+ Tlogic + Tset-up (3.5)

where Cf lags Ci' In thé'negative clock skew case, clock
and data signals are fed from the same direction.

An important example in which this minimum constraint
occurs is in designs which use cascaded registers, such as
a serial shift register or n-bit counter. As depicted in
Figure 3.4, Tlogic is equal to zero and Ty, épproaches

zero. If Cg¢ lags C; (i.e., negative clock skew), then

lTstwl L Teq + Tset-up (3.6)

and all that is necesséry for maloperation of the system
is a poor ;elative placement of the f1lip flops or a highly
resistive connection between C; and Cg. In a circuit
configuration, suéh as a shift register or counter, where
negative clock skew is a more serious problem than
positive clock skew, the data and clock signals need to be
run in opposing directions, forcing C; to lead C;, unlike

the example shown in Figure 3.4,
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Figure 3.4: K-Bit Shift Register

As dimensions are scaled, device dependent delays
such as Tc-Q' Tset—up’ and Tlogic scale as 1/S while
interconnect delays such as Tskew remain constant to first
order and if fringing capacitance is considered, actually
increase with decreasing dimensions [18,37]. Therefore,
equations (3.5) and (3.6) increase in importance as
dimensions are scaled and the problem of negative clock
skew becomes more significant.

Finally, as chips become functionally larger, on-chip
testability is necessary. Data registers, configured in

the form of serial set/scan chains during test mode, are a
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common example of a built-in test design technique [48].
The placement of these circuits is typically optimized
around the normal operational data flow, not when
operating in the set/scan test mode. Thus, po;r relative
placement of the registers can occur when operating in the
test mode and potentially, equation (3.6) would no longer

be satisfied.

5) Effects of Clock Distribution on Performance

As was shown in sections three and four of this
chapter, the magnitude and direction of. the clock skew can
have a significant effect on the ability to successfully
move data and represent a potentially fundamental
limitation to performance in a synchronous digital system.
The distributed interconnect impedances seen by the clock
distribution network between a set of cascaded registers
create a difference in clock delay to each register. This
difference, or clock skew, is a measure of the propagation
characteristics between registers along the clock

distribution path, as discussed in Chapter 2.

6) Summary

Clock distribution éystems were analyzed in terms of
their data path timing requirements. Clock skew was shown
to affect performance by both the lead/lag relationship of
a clock waveform to its adjacent clock waveforms along a

data path as well as by its magnitude. Data path/clock
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skew constraint relationships were developed for both the
positive clock skew case, equation (3.4), and the negative
clock skew case, equation (3.5). From these specific
constraint relationships, recommended design procedures
have been offered to eliminate the deleterious effects of
clock skew on the maximum performance of synchronous

digital systems.
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CHAPTER 4
A THEORY FOR BOUNDING CLOCK SKEW

Since clock distribution networks are tree structured
and contain cascaded buffers as well as distributed
resistive and capacitive interconnect sections, the
problem of determining the propagation delay from the
clock input to all sequential elements (i.e., clock delay)
and thereby determining the minimum and maximum clock skew
between all sequential elements is a superset of the RC
tree network problem analyzed by Penfield and Rubinstein
[49,50]. These bounded interconnect delay values cam be
combined with the bounded gate delay values along a
particular clock path to provide upper and lower time
delay bounds for each clock signal path. From these
bounds, the clock skew of each data path can be
determined.

By analyzing the clock distribution tree network in a
manner similar to the RC tree network, concise definitions
of each of the clocking parameters can be derived. These
definitions of clock delay and clock skew, described in
section 1, can be used as a basis for the analysis of

clock distribution networks in synchronous systems.

29
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As in the Penfield-Rubinstein algorithm, time
constants have been defined for specific path dependent
delay elements. These augmented time constants, however,
are specific to the clock distribution problem and include
the effects of the cascaded buffer elements as well as the
distributed interconnect sections. Upper and lower bounds
on clock delay are therefore possible for any given node
within a clock distribution network, thereby permitting
bounds on clock skew between any pair of sequential
registers. Details of this clock skew bounding algorithm
are described in section 2.

These clock skew bounds can be related to the data
path delays of a synchronous digital system as described
in Chapter 3, thereby satisfying the minimrum and maximum
timing constraints of the local data path with respect to
the local clock skew. An example of the clock skew
bounding algorithm is provided in section 3. Finally,

some concluding remarks are made in section 4.
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used:
Clock Delay 4 Tep (4.1)
Interconnect Delay 4 TiNT (4.2)
Buffer Delay 2 Ty (4.3)
Clock Skew 2 Tgppu (4.4)

The circuit depicted in Figure 4.1 is an example of a
general clock distribution configuration, where the
resistor/capacitor symbol represents a &istributed RC
interconnect section. No constraints have been placed on
the relative symmetry of the network or on the signal
polarity at any of the output nodes, Nodes i, j, and k
represent sequential registers being synchronized by the

clocking network.

k

Figure 4,1: Clock Distribution Network
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The clock delsy, TCD’ is the delay from the clock
input signal to a specific clocked register within a path
of a clock distribution network. The clock delay can be
represented as the sum total of all of the indi§idual
buffer delays along a given path added to the sum total of
all of the individual interconnect delays along that same
path. This relationship is expressed in equation (4.5),
where Tyyeg and Tp are the interconnect delay and the
buffer delay, respectively, as represented in equations

(4.2) and (4.3).

TCDii = I TBa + i TINTb along path i (4.5)
a

Clock skew, TSKEW’ is the difference in the clock
delay of any two nodes, i and j, within the same clock

diétribution network and is defined in équation (4.6).

Tsgewij = Tcpii — TCDjj (4.6)

Using a notation similar to that used by Penfield and
Rubinstein, Tgpj4 is the clock delay from the clock input
to node i and TCDjj is the clock delay from the clock
input to node j, as shown in Figure 4.2, The sign of
Tgggy is dependent on the lead/lag relationship between
nodes i and j. This relationship has significant
consequences when the clock signals are related to the

flow of the data signals as discussed in Chapter 3.
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Figure 4.2: Clock Distribution Network with Notational

Information

Continuing this same notational format, TCDij is the
clock delay in common with paths i and j and is
represented in Figure 4.2 by the initial "trunk" of the
tree making up the clock distribution system. A new delay
element is defined, TEij' which is the difference in delay
hetween the clock delay of path i, Tgpig4» and the common
clock delay, TCDij’ as shown in equationm (4.7).
Alternatively, TEij is the time delay peculiar to the
specific clock path i and independent of any delay
elements of any other clock path j in which clock skew

information is being inferred.
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Teij = Tepii - Tepij (4.7)

Thus, the total clock skew between any two nodes, i
and j, is the difference in their respective Ty terms, as

shown in equation (4.8).

Tsgew = Tcpii — Tepjj
= Tepij + Tij - (Tepij + TEji)

This agrees with an intuitive perspective which implies
that when two paths branch out from the same node, their
signal delay will differ by the amount of asymmetry

between those two paths.

2) General Delay Equations for a Clock Path

As shown in equation (4.,9), the total delay along a
distributed clock path i, Tapyj, can be modeled as the
summation of its individual interconnect and buffer

delays.

Tepis = ITa * ITrnrp = Ty + Trnps  along path i (4.9)

where

m
TINTi= bleINTb= TinT1 + Tiyr2 + +»oot TINTR
along path i (4.10)

and
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h
TBi = aElTBa = TBI + TBZ + eecos + TBn
along path i (4.11)

Each TIN% term represents the cumulative interconnect
delay between each buffer and each Ty term represents the
delay of one buffer driving a specific interconnect
impedance. The total number of buffers along a path i is
represented by n, while m is the total number of
distributed interconnect impedances between buffer stages

along the same path i.

Interconnect Delay

Each interconnect term in equation (4.10) represents
the total delay along a clock path composed of distributed
interconnect sections between two serial buffers.
Therefore, each of these interconnect impedance components
represents an individual distributed interconnect problem
and can be solved by applying the Penfield-Rubinstein
algorithm. Once each term has been determined, the total
interconnect delay along a clock path can be derived by
summing each term as shown in equation (4.10).

As described in [50], upper and lower bounds of an RC
delay can be derived based on specific path dependent time
constants [these are shown in equations (4.12) - (4.14)],
where each of the terms making up these time constants

have been redefined for our clock distribution problem.
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Tp = I Rl (4.12)
P * RukCi
) .
Tri = % ReiCk (4.14)
Ris

i and k represent arbitrary nodes of a path in which
the next buffer or a sequential memory element in the
clock distribution path appears. 'Node i is the node to
which the incremental delay is measured.

Ry; is the resistance along the unique path between
the previous buffer and node i.

Ryi is the resistance along the unique path between
the previous buffer and node k.

Ryi is the resistance of that portion of the unique
path between the previous buffer and node i that is common
with the unique path between the previous buffer and node
k. .

Cy is the lumped capacitance at node k, representing
4the interconnect and device load capacitance at that node.

With these definitions, upper and lower bounds on the
time delay can be developed for each incremental
distributed interconnect impedance., These are shown below
where equations (4.16) and (4.18) represent a tighter
bound than equations (4.15) and (4.17), respectively, if

the constraint equation on Vi(t) is satisfied.
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Upper Bound on Time

t< Tp; - Tpy (4.15)

t S TP— TRi + Tpln TD for Vi(t)ZI— TDi/TP (4-16)

i
TpI1-V; ()]

(e)] (4.17)

t Z TDi - TRi~+ TRiln TRi for Vi(t) 2 1 - TRi/TP (4-18)
S AC)

where t is the incremental interconnect delay, TINTb’ from
the buffer output to node i and is always a non-negative
quantity and V;(t) is the normalized voltage at node i.
Thus, from equations (4.15) - (4.18), one can
"‘Getermine the time delay of each distributed interconnect
impedance component between a pair of buffers or a buffer
and a memory element. These incremental delays can then
be summed as shown in equation (4.10) to give the minimum

and maximum total interconnect delay of a specific clock

path, TCDii'
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As represented in equation (4.11), the total time
delay of a clock path composed of cascaded buffers can be
modeled as the sum of its individual buffer Zelays. An
algorithm describing the delay through cascaded MOS
devices has been developed by Lee and Soukup [51] and is

given below:

Tp= C, I Ry +NCsp+Cp, (Cp T RN (4.19)
n=1 n=1

Go Go i

where Go is the incremental output conductance, C, is the

local parasitic capacitance at the output, Cin is the

input capacitance, C_, is the local interconnect
capacitance, C; is the load capacitance at the output of
the gate, N is the number of stages, and R, is the number
of serial devices within a gate. For a single stage
buffer repeater used to drive a portion of the clock

distribution network, N is one and R, is one and therefore

equation (4.19) becomes

Td=TB = C, + C. +CW CL

a o in
Go Go Cin
=1 (C, + Cp + CLCw) (4.20)
Go Cin
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The ratio CL/Ci is used to estimate the local wiring
capacitance between cascaded stages. Therefore, for a

single stage buffer, C_ represents only the local wiring

w
capacitance intrinsic to the buffer and not the
interconnect impedance between buffer stages as discussed
previously.

In order to provide bounds on the time delay through
a buffer stage for a given capacitive load environment,
minimum and maximum values of output conductance must be
determined [16]. The maximum delay through a buffer
occurs when one of its two devices is dominant and is
saturated (VGS - Vr £ VDS) and the minimum delay occurs
when both devices are operating in the linear region (Vg
- Vp 2 Vpg). This assumes that for a given output
waveform polarity, the saturated device éutput conductance
Go(sat) is dominated by either the N-channel or the P-
channel conductance while the lingar output conductance
Go(lin) is the sum of the P-channel conductance G, p and
the N-channel conductance G y. These two conditions
provide the smallest and largest conductance values,
thereby bounding the buffer output conductance. This
bounding technique also assumes that the P-channel and N-
channel devices are ratioed to provide equal output

conductances (and equal rise times and fall times).
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2
Ips = K'S[2(Vgg - Vp)Vpg - Vpg?l (4.21)

where K' is the transconductance parameter of the device
and S is the ratio of the channel width to the channel
length, W/L.

In the saturation region,

where the channel-length modulation parameter A = l/Vais
the reciprocal of the Early voltage and represents the
effect of Vpg on the drain current during saturation.
Typical values of ) are in the range 0.01 to 0.1 v-1 [52].

By taking the derivative of Ipg with respect to Vyg,
the incremental channel conductance can be derived for a

specific operating point within each region.

[ 2K'S(Vgg - Vg ~ Vpg)  linear region (4.23)

dI
¢ o tis|_ )

(o] B ——

dVps

L K'SA(Vgg - VT)2 saturation region (4.24)

operating
point
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L1 L TS - -~ - -
This, the channel con

when eratin
an ON mode, has a value whose range can be estimated to be
between the incremental saturation conductance and the sum
of the P-channel and N-channel incremental linear
conductances where G,(lin) = G p + G,y and each G, term is

derived from equation (4.23).
G,(sat) £ G, < Gy(lin) (&£.25)

The estimate of the saturated or the total linear
output conductance G, inserted into equation (4.20)
provides a first brder approximation of the maximum and
minimum delay of a single stage CMOS buffer. These values
are then individually summed as shown in equation (4,11)
to provide the total buffer related time delay of a
specific clock path, Tgppjjie

The effect of interconnect resistance between buffer
stages on the upper and lower buffer delay bounds requires
comment. Equations (4.19) and (4.20) assume that the
resistive portion of the total output RC impedance is
represented by the incremental output conductance G, and
the output load is purely capacitive, As described by
Sakurai [16], the effect of interconnect resistance on
device delay is dependent upon the magnitude of the
reéistive ratio Rw/Ro’ where R, is the line resistance and

R, is the output device resistance, The smaller the
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equations (4.19) and (4.20) become. For the purpose of
this analysis, the upper bound and the lower bound need to

be considered separately.

1) Lower Bound (Minimum Delay)

-~ a theoretical minimum buffer delay occurs
when R, is equal to zero, as assumed in equation (4.19).
Thus, the ratio R, /R, represents a lower bound when equal
to zero and no constraint on R, occurs when determining
the minimum buffer delay.

2) Upper Bound (Maximum Delay)

- since the output conductanqe, as defined in
equation (4.24), is small, the output resistance is large,
Therefore, the ratio R /R, is typically small for small
values of Rw' However, in order for equation (4.20) to
accurately represent the maximum delay through a CMOS
buffer, the following constraint is placed on Rw when

determining the buffer related upper bound,
R, K 1/G°(sat) (4.26)

Different ratios of Rw/Ro have been tabulated by Sakurai
as a function of acceptable error (for the delay of a

single buffer driving an RC load) and are provided in

[16].
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The total delay of any given clock path can then be
derived by adding the total interconnect delay to the
total buffer delay of that path as described in equation
(4.9). This summation represents an approximate model
since it does not consider the shape of the signal
waveform. However, from this information the clock skew
between any two clock paths, i snd j, is readily available
by taking the difference in delay between any two paths i

and i.

-~

3) Example of Clock Skew Bounding Algorithm

In order to describe the use of the aforementioned
clock skew bounding algorithm, an example clock
distribution network is shown in Figure 4.3. Nodes i, j,
and k represent sequential registers being synchronized by
the clock distribution network. Minimum and maximum clock
delays have been derived for each clock path and compared
with delay values for each path generated from SPICE [53]

using Level 1 Shichman-Hodges device equations [54].
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Figure 4.,3: Example of a Clock Distribution Network

The following parameter values were used

characterize the transistor devices:

K' = 2.158 x 10~ Amperes/volt2

A = 0.05 Volts~!

U, = 500 cm2/Volt-second
L = 2 micrometers

W = 20 micrometers

C, = 0.005 picofarads

C, = 0.001 picofarads
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for the cited example has a value of 0.035 pf. From
equations (4.23) and (4.24), G,(lin) and G,(sat) have
values of 1.500 x 10~3 mhos. and 1.726 x 10~4 mhos.,

C; = 2K' WL (4.27)

U

respectively. This example does not consider the variation
of device parameters such as K' and mobility on the time
response of the buffers and interconmect. One can use
such worst case parameters for the maximum clock delay and
best case parameters for the minimum clock delay to
further expand the delay bounds and thereby encompass
known process variationms,

By using equation (4.20) to determine the individual
buffer delayé, the total maximum and minimum buffef delays
for a given path can be derived. For path i in Figure
4.3, which contains three buffers, the following values

are derived:

Tp;(max) = Tpypnax + TB2max + TB3max (4.28)
= 2,769 ns

Tpi(min) = Tpypin + TB2min * TB3min (4.29)
= 0.319 ns
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Thus, the total buffer delay along path i ranges between

0.319 ns., to 2.769 ns.

Each of the individual interconnect delay components
of path i1 in Figure 4,3 is individually summed as
described in equations (4.,15) - (4.18), where a value of
V; = 0.5 is used. The total interconnect delay for path i

in the example shown in Figure 4.3 is given below:

)
B
.
(%)
Q

~r

Tryr1(max) = TiNTimax + TINT2max * TINT3max

0.073 ns

Tiyri(min) = TiNrimin + TINT2min * TINT3min (4.31)

0.014 ns

Thus, the total maximum and minimum delay for path i in
the clock distribution network in Figure 4.3 is given

below in equations (4.32) and (4.33), respectively.

+

Tepii(max)

i TRaimax TINTbimax (4.32)

o' ™

TCDii(min) +

g TBaimin TINTbimin (4.33)

o™

Bounded clock delays for each path, i, j, and k, in
Figure 4.3 are provided in Table 4.1 and compared with
SPICE Level 1 delay results, defined at the 507 point.
Thus, upper and lower bounds on the clock delay for each

path described in Figure 4.3 have been derived. It is
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clearly seen from Table 4.1 that Typ(min) and Tgp(max)
form lower and upper bounds, respectively, on the «clock

delay as compared with the SPICE generated clock delay of

each path.
i 0.97 ns. 0.33 ns. 2.84 ns,
j 1.15 ns. 0.43 ns. 3.62 as.

k 0.58 ns. 0.29 ns. 2.60 ns.

Table 4.1: Comparison of SPICE Delay with Clock

Delay Bounds

With this information, maximum negative/positive
clock skew can be derived, as shown in Table 4.2. This
information can be used in equations (3.4) and (3.5) to
assist in the design and analysis of high performance
clock distribution networks. The type of information

represented in Table 4.2 and applied to equations (3.4)

Paths Bounded Clock Skew Values
ij -2.41 ns, to +3.29 ns.
ik -2.55 ns. to +2.27 ns.
jk -3.33 ns. to +2.17 ms.

Table 4.2: Range of Clock Skew Values Between

Paths i, j, and k
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and (3.5) can also he utilized jin timing analysis tools to
automatically flag timing problems related to clock
distribution networks in high performance synchronous
circuits [55-59]. .Timing analysis tools generally ignore
clock skew and therefore cannbt accurately account for the
effect of clock skew on critical timing paths (positive
clock skew) and race conditions (negative clock skew).
Therefore, the reliability of timing analyzers in
determining critical paths and race conditions is limited
by the absence .of and can be impfoved by the addition of

clock skew bounds such és described within this chapter.

4) Summary

This chapter describes an algorithm which bounds the
delay of a clock distribution tree, thereby defining the
minimum and maximum clock delay of each clock signal path.
From this information, the lead/lag behavior and the
magnitude of the clock skew of each local data path are
easily derived.

The clock distribution problem has been shown to be a
superset of the RC tree network problem analyzed by
Penfield and Rubinstein. Concise definitions of each of
the parameters belonging to a clock distribution network
have been developed and a general algorithm for generating
theoretical upper and lower bounds on clock skew has been

derived. An example was given describing the use of the
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clock skew bounding algorithm for determining maximum
positive and negative clock skew.

The bounding of clock delays, and therefore clock
skew, is directly applicable to the design and analysis of
synchronous digital systems by permitting the efficient
evaluation of clock skew and its effect on critical worst
case timing paths, in the positive clock skew case, and on
the proper design of cascaded registers, in the negative
clock skew case., The relative clock skew of each path can
also be utilized to enhance the accuracy of timing
analysis tools by permitting these tools to consider the
effect of clock skew on each data path when evaluating
their specific timing requirements, Thus, with a
theoretical basis for analyzing clock distribution
networks and practical examples describing their use,
these results will prcvide a more formal, systematic
methodology for develbping and analyzing high performance

clock distribution networks.
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CHAPTER 5
LATCHING CHARACTERISTICS OF BISTABLE REGISTER

The specific emphasis of this research is the
analysis of the fundamental limitations of moving data
through a synchronous digital system. The minimum
functional requirement qf all synchropous digital systems
is the ability to latch data into a register element. A
fundamental form of a register elecment is the bistable
latch configuration which can be constructed from either
two NAND gates or two NOR gates. Either circuit performs
the basic latching operation upon which other more

complicated types can be constructed [60,61].

1) Bistable NAND Gate Configuration

The NAND gate implementation of the bistable latch
has been chosen (shown in Figure 5.1) instead of the NOR
gate version, since it performs better in CMOS technology
(due to the higher mobilities of the serial N-channel
devices than of the serial P-Channel devices) and is
therefore more commonly used. However, all physical
theory and algorithmic solutions described in this chapter
are easily applied to a NOR gate implementation of the

bistable register.

50
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Figure 5.1: Bistable NAND Gate Circuit Configuration

A CMOS implementation of the bistable NAND gate
structure has been chosen to evaluate how data is
fundamentally performance limited by the ability to latch
data into a register. The CMOS bistable register circuit
is shown in Figure 5.2. The clock signal drives the input
of one NAND gate, A, and the data signal is the input to
the second NAND gate, B. The other input of each NAND
gate is furnished by the output signal of its
complementary NAND gate. Given an initial voltage at V;
and its complement at V,, the input data and clock signal
are chosen so as to maintain or f1lip the output logic
states. Once the new state of the register is defined,
the input data is considered to have been latched into the

register.
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In order to latch data into a register, the clock and
data signals must appear at the input of the register at
the correct relative time and at their correct voltage

magnitudes. These time and voltage requirements are
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this chapter,

The initial conditions of V1(0)==0 volts and V2(0)=
5 volts have been chosen to exemplify the latching
phenomenon. Assuming the clock signal, Vgopp, is at 5
volts and the datalsignal, Vpara: is at O volts, the
circuit exists in a restoring equilibrium state. In order
to change the polarity of the output voltages at V; and
Vo, both the clock and the data input signals must switch,
The clock signal must decrease from 5 volts and the data
signal must increase from ground.

As seen in Figure 5.2, as VCLK decreases from VDD to
VDD + VTP’ no current will flow in the top device since
both the P-channel devices remain in cutoff. Once Vgpg
equals Vpp + Vqp, P2A turns on and enters the saturation
region, This permits current to flow within the top NAND
gate. Once Ip; becomes greater than Iy,, Vi ,¢ will
increase. When vlout equals VTN' it turns on the lower N-
channel device of the lower NAND gate. If Vpaq, is
greater than Vgy of the top device plus Vpg of the lower
device, the lower NAND gate can also conduct current.
Assuming these conditions exist and Vppy continues to
decrease (thereby increasing V;,,+), the bistable NAND
gate register will enter the regenerative latch mode.
Thus, as Vlout increases abcve VTN and assuming VDATA is

above VTN’ the N-channel tree of the lower device will
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Ipgs Vyout Will decrease from its equilibrium potential of
Vpp volts. As VZout decreases below Vpp + Vp, PlA turns
on and this further accelerates the rising voltage at
Viout Which in turn further decreases V5, ... This closed
loop regenerative action permits the bistable register to
quickly respond to its changing input signals and to latch
the input data ard in effect to change the state of the
register., As vlcut increases toward Vpp, Vpg across both
of the P-channel devices becomes very small and the amount
of ocutput voltage change dué to a change in input voltage
decreases until the regenerative loop is broken. The
final region of operation is a non-regenerative open loop
in which the P-channel devices charge the output capacitor
Cl up to Vypp. Tha2se four regions of operation are

quantitatively described in the next section.

3) Regions of Operation of Bistable Register

The response of the bistable register to its changing
input signals can be broken up into four separate regions.
Each region represents the bistable register operating
under different circuit conditions and therefore each

region has a different output response.
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Region 1

gion 1

As VCLK decreases from VDD to VDD + VTP’ no current
can flow through the upper NAND gate (see Figure 5.3)
since 1) both P-channel devices are in cutoff, PZA due to
VCLK 2 VDD + VTP and P].A due to Vzout 2 VDD + VTP, and 2)
vlout is at the same potential as the sources of the two

N-channel devices. Thus, region 1 represents the time

1
e — ;
- L
T
Ve Nia I I
Ci1-T Viout LN
Vaour & Noa ! 1

Figure 5.3: Circuit Diagram of Upper NAND Gate in Region 1

required for VCLE O reach VDD + VTP and turm om PZA'
thereby permitting current to flow. Throughout this
region Vy,,, remains at O volts, as shown in Figure 5.4,
and the time delay, T;, of this region is given by

equation (5.1) below:

Ty = |Vpp/k| (5.1)
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is the £fall time of the cleck signal in

Y]

volts/second and Vpp is the threshold voltage of the P-
channel devices and for an enhancement mode device is

negative.

v
Viout Yoo\ o clk

Voo~ Vypl-- —\

AN

Y time

Figure 5.4: Region 1 Timing Diagram

Region 2

Once VCLK decreases below VDD + VTP' current will
flow betveen Vyp and ground. As Vgyg decreases further,
the current supplied by Py, will become greater than the
current sunk by the N-channel tree. Once this occurs,
Viout(t) will begin to rise.. In this region, the bistable
NAND gate register can be represented by a single NAND
gate with one changing input, (since V, ., = Vpp) as shown

in Figure 5.5.
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Figure 5.5: Region 2 Circuit Configuration

The circuit shown in Figure 5.5 can be represented by
the small signal model shown in Figure 5.6 where v
represents the incremental change in Vqiy and Yiout

represents the incremental change in Vi ..

||
|
o

—
<
(o]
[«
-

gm [Vc_ vxl) (\l/ Qds

Figure 5.6: Small Signal Model of Region 2
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From this model, V, t(t) can be determined based on a

ramp input clock signal decreasing at a rate of k.
volts/second. Vlout(t) for region 2 is shown in equation

(5.2) below:
Vioue(t) = k. [AC;/B%]1[exp(-Bt/Cy) + Bt/Cy - 1]  (5.2)

Note that vlout(t) increases from 0 and terminates at Vpy
volts within this region, as shown in Figure 5.7. Region 2

ends at VTN since, assuming VDATA > VTN’ the circuit will

v v
D clk
Viout ° &
\ DD" |V-|-p|
Vin -
: ‘:é!
te '2 {ime

Figure 5.7: Region 2 Timing Diagram

enter the regenerative region of operation. A and B
represent the transconductance and output conductance of
the single NAND gate, respectively, in region 2 and are

given below:
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A= gm' + gmp - gm'gmn (5'3)
8n1 + 8n2 * 8mn
B = g45 ~ 8n' 8nl (5.4)
8n1 t 8n2 * 8mn
where
gm' = gmngnz (5'5)
€h1 + 8j2
8ds = 8n18n2 (5.6)
81 * 8n2
8pn and Emp represent the transconductance of the P-

channel tree and the N-channel tree, respectively, of the
input clock signal and g,; and g o are the output
conductances of the two serial N-channel transistors.

" The operating point for region 2 from which the small
signal parameter values can be derived is approximately

halfway between O and Vpy as shown in equation (5.7). V
Viout (Region 2 operating point) = Voy/2 (5.7)

(see Figure 5.5), the potential at the common source/drain
between Nj;, and Ny, can be derived from equation (5.8)

where Vi .¢ = Vpy/2.
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(5.8)

2 2
- [[eLr=Vn) + (Vooue-Yrw) 1 - (Verg-Vrw)Viout + Viout
A )

Note that VZout = VDD and VCLK = VDD + ZVTP around the

operating point of Vi, .. = Voy/2. From the above

P
and the geometric W/L ratios of each of the P- and N-

information, the process dependent parameters K and Knﬂ

chanzel transistors, Sp and Sn' the output response
Viout(t) for a decreasing ramp clock input signal can be

determined for region 2.

Region 3

Once vlout reaches VTN volts, N2B is turned on (see
Figure 5.2). If Vp,r, is also greater than va of the top
N-channel device plus Vpg of the lower N-channel device,
NIB will also turn on; with both on, current can flow
between Vpp and ground. At some point in time, depending
upon the magnitude of Vy,r, and Vy, .., the N-channel tree
will sink more current than the P-channel tree will
source. At this point, VZout(t) will decrease from VDD
volts. Once v20ut decreases below VDD + vTP’ PlA will
turn on and source additional current, furthering the rate

of increase of V, This in turn will improve the

gut’

ability of the N-channel tree of the lower NAND gate to
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sink more current, further decreasing V,,.,.. Herein lies
the closed loop regencrative mode of cperation inherent to
the bistable NAND gate circuit configuration and
fundamental to the latching behavior of a register. Note
that the circuit is a two time constant system.

At a certain operating -point, the data will be fully
latched into the register and the clock inﬁut signal can
be returned to Vpp and the state of the register will
still enter its correct state (Vy,,¢t = Vpp @0d Voout = 0).
This irreversible latching point represents the limiting
ability to latch data into a register and will be further
defined in section four of this chapter.

The circuit configuration of region 3 is shown in
Figure 5.8, This regenerative circuit can be represented
by the small signal models depicted in Figures 5.9 and
5.10, where Figure 5.9 represents the small sighal model
for the upper NAND gate, A, and Figure 5.10 represents the

small signal model for the lower NAND gate, B.

TiFia 124 (F18 |F2s
- .
v ! + Vpara
CLKe i N,,,l 1 A !Nw +
__| N, 1~ Viour ' Cy 1~ Ya0uT

Figure 5.8: Circuit Diagram of Region 3
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Figure 5.9: Small Signal Model of Device A in Region 3

|1
ny

Bl V1out C\D Bavoata(,) %

Figure 5.10: Small Signal Model of Device B in Region 3

In the regenerative mode of region 3 with a
constantly decreasing clock input signal, Vlout(t) is -
composed of three terms: one due to the initial condition

of region 3, V,3(0), one due to the input clock signal,

and the third due to the input data signal,
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lout + V3 D

P .
*loutA * “ioutC ¥ “loutd
Each term is described individually below:
Viouta(t) = Va3(0)[Ryy + Ry + R3yl

Rip = (o7 = D)exp(- a;t)

aj(ay - ay)

Ryy = (@y - D)exp(-0yt)

ag(ay -ay)

Rypy = D
GG
Vioutc(t) = -Agkg[(Ry +Ry +R3.)U(L)

C
1 .
- (RIC+R2C+R3C) U(t - E/kl)]

t = E/kl

Ric = (D - ul)exp(v-d.lt)

alz( %y - al)

Rgc = @7 @9(1 + Dt) - D( @3+ %)

2 2
oy,
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(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

(5.15)

(5.17)
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"loutD'*/ 12152 "1 pTR2D 73D/ =/
C1C2

- (R1D+R2D+R3D) U(t - E/kz)]

RlD = exp(-alt)

012(a g -ayq)

RZD = exp(- o zt)

a22(a1 -05)

Rgp = @y @yt - (a7 + Oj)

2 2
aq 40,

D = gb/C2

o3 - ga/Cl + gb/Cz) +Q

2

-(8,/C1 + 24/C3) - Q

p3

G2

Q = (galcl)z + (gb/CZ)Z -2 2428p + 4 AlBl

(5.18)

(5.19)

(5.20)

(5.21)

(5.22)

(5.23)

(5.24)

(5.25)
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Thus, equations (5.9) - (5.25) represent the output
voltage across Cl’ Vlout(t), when operating in a closed
loop regenerative mode during region 3. Figure 5.11
describes the Vlout(t) waveform in regiom 3.

Each of the transconductance and output conductance
terms shown in Figures 5.9 and 5.10 require definition.
Ay; and By represent the transconductance of the two
feedback output voltages, V,,,. and Vy.,,., respectively.
Ay and By are the transconductances of the input clock and
data signals, respectively. Ay, By, A, and B, in terms
of their small signal parameters are shown below in

equations (5.26) - (5.29):

v
VDD ‘/ clk

jout

TN—-

Figure 5.11: Region 3 Timing Diagram
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i Swnla®mn2a = 8mpla (5.26)
8n2a t 8mnla

By = 8nnlb8mn2b - 8mplb (5.27)
8n2b * 8mnlb

Ay = 8nnlaBnla - 8mp2a (5.28)
8mnia * 8n2a

By = 8nn1b&n2b ~ Smp2b (5.29)

8mnlb * 8n2b

The output conductances of device A and device B are given

in equations (5.30) and (5.31).
gy = 0 ’ (5.30)

gb = gplb + gpzb (5.31)

Since in region 3 all of the ON transistors in the upper
device are saturated, g, is equal. to zero.

The operating point for region 3 from which the small
signal parameters can be derived is approximately halfway
between the end points of region 3 as shown in equation

(5.32).

Viour(Region 3 operating point) = Vpp/2 (5.32)
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Vyi and V. 5, the common source/drain nodes between Nj, and

Nop and N;p and Nyp, respectively, in region 3 can be

derived from equations (5.33) and (5.34) given below.

Ve1 = Vepg = Von) + (Voo - VTN
2

(5.33)

2 2
- /[(VCLK‘VTN)+(Vzout-VTN)] = (Verr-Vre) Viout YViout
% 7

Ve2 = (Vpata - Von) + (Vigue - VTn)
3

(5.34)

2 2
= [[(VpaTa- VoN) + (Vigue~ V) 1° - (Vpara- Vrn)
% )

From these values, each of the small signal parameters in

equations (5.26) - (5.31) can be determined.

Region 4

As Vj,4t increases toward Vypp and as V,,,, decreases
toward ground, VDS across PlA’ PZA’ Nigs and Nog becomes
very small and therefore A; and A, both approach zero.
This breaks the regenerative loonp of region 3 and the
bistable register becomes once again an open loop single

time constant system in which the P-channel devices charge
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the capacitor Cl up to VDD (see Figure 5.12). Vlout(t) for

region 4 is shown below where V3&(0) is the initial

condition of region 4.
Vlou,__(t) = VDD - [VDD— V34(0)]exp(-ga4t/01) (5.35)
where

8a4 = 814a t 824a (5.36)

v
DD

V1 out

TN

Figure 5.12: Region 4 Timing Diagram

The operating point for region 4 at which the small
signal parameters, gjy4, and gj4,, should be derived is

given in equation (5.37).
Viout(Region &4 operating point) = Vpp + Vyp/2 (5.37)

V41 can be determined from equation (5.38).
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Vx1 = (eng Von) + (Vaoue~ VTN
)

(5.38)

2 2
- [Ucrg-Von) + (Vooue-Yrw) 1% - (Vopg-Von)
A )

Register Output Waveform

The output voltage waveform of the bistable register
for an input clock signal decreasing at 1 volt/ns. and a
data signal increasing at 1 volt/ns. skewed from the clock
signal by 1 ns. is shown in Figure 5.13. This
analytically derived output waveform has been compared to
a waveform generated from the SPICE circuit simulator
program [53] using Level 1 Shichman-Hodges device
equations [54] with the same circuit, geometric, and
process characteristics. Close agreement within each
region is apparent. A BASIC program which generates the
output waveform for any clock signal fall time, data
signal rise time, data-to-clock timing skew, as well as
Kp', K,', and geometric W/L ratio is provided in Appendix
A.
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5
. Analytic Soiution SPICE
47 v
Verock DATA
th 8 7
(volts) |
2 el
7 - / / \
e Ty o // \
o ¥ ] ' L I L] l 4 l 14
() 1 2 3 4 5 6

Time (ns.)

Figure 5.13: Transient Response of Bistable Register

4) Conditions for Latching

As mentioned previously, a series of necessary and
sufficient conditions are required to irreversibly 1latch
data into a bistable register, From these conditions,
fundamental limiting relationships have been derived which
define whether, for a given combination of clock and data
input signals, Kp', K,'s S,» and Sp parameters, the
bistable register will latch. Once a register has

irreversibly latched, the clocck signal can be returned to
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Vpp and sti
state. This minimum clock signal represents the smallest
required clock period or alternatively, the greatest clock
frequency possible for a given set of input, geometric,

and process conditions.

Necessary and Sufficient Conditions for Latching

The necessary and sufficient conditions for latching

are given below:

1: Verg < Vpp + Vpp (5.39)
2: Vpara > Voy + Vg2 (5.40)
3t A{Vgoue + AgVerg > O (5.41)
4: ByVigue *+ BaVpaa > O (5.42)

The terms A;, A,, B;, and By represent the
transconductance parameters described in region 3 and
given as equations (5.26) - (5.29). Equation (5.41)
states that the P-channel tree in device A sources more
current than the N-~channel tree in device A sinks, thereby
increasing Vj;,,.+ Equation (5.42) states that the N-
channel tree in device B sinks more current than the P-
channel tree in device B sources, thereby decreasing
v20ut’ If these four conditions are satisfied for all

operating points within region 3, the device will latch.
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Limiting Requirement for Latching
Equation (5.41) provides the fundamentally limiting
conditior for latching. As VCLK(min) is reached (see

Figure 5.14) and the clock signal is returned to VDD’

VDD Register
Activity Data
Y Begins Latched
YCLK ; %
Vpp© Vp|f-=—-- '
pp” Y1p =
\ slope = kg, /.(
slope =k 1 1
' l
_______ I
VCLK(mln) |
|
~+— Minimum Clock Period —
i
L

time
Figure 5.14: Timing Diagram of Limiting Condition

for Latching

Voout decreases further from Vpp. If at the operating
point, Veorg = Vpp + VTP’ (PZA becomes cutoff), the current
supplied by PlA (and driven by v2out) is larger than the
current sunk by the N-channel tree of device A, thereby
maintaining a monotonically increasing voltage at Vi ..,

the device will latch. This condition is shown below:

A Voour>82¥cLr and AjVy, . is a positive quantity (5.43)
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In terms of its small signal parameters, equation (5.43)

can be presented in the form of equation (5.44).

8mpla 2 8un =  Smnla Smn2a

(5.44)
8n2a t 8mnla

Verk+= Vop + Vrp

where VCLK+ represents the operating point at which Vgopg =
Ypp + Y7p 2fter it had reached its minimum value and has
risen te Vpp + Vop. Equation (5,44) represents the
ultiméte limiting condition for latching data into a
bistable register. Table 5.1 describes an example circuit
which operates just at the latch breakpoint. One
parameter, Vp,p,, was varied to exemplify the limiting

nature of equation (5.44). The other circuit

characteristics were kept constant and are listed below:

VCLK(min) = 1,7 volts

R,'s Ky' = 4.316 X 1077 Amperes/volt?
ky_» k;, =1 volt/nanosecond

Sp» S, = 5 (W/L ratio)
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VDATA 8mp £mn Latch?
2.55 volts 6.578 X 10740 6.603 X 1045 no
2.60 volts 7.907 X 10745 7.907 X 10~%3 breakpoint
2,65 volts 1.548 X 10730 0 ves

Table 5.1: Example of Limiting Latch Condition

Maximum Clock Frequency

If equation (5.44) is satisfied, then the maximum
clock frequency at which this digital synchronous system

can operate is given in equation (5.45).

fhax = 1/minimum clock period (5.45)

where the minimum clock period begins when Vgyyp initially
decreases from Vp; and ends when it reaches Vpp + Vgp,
afte; having passed its minimum value, as shown in Figure
5.14,

As can be seen from the results described within this
chapter, the magnitude and transition times of the input
clock and data signals, as well as the skew between these
two signals, have a direct influence on whether or not the
bistable register will 1latch. The strategy for
determining the effects of these characteristics on

latching are discussed in Chapter 6.
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5) Summary

Closed form analytic solutions of each of the four
regions of operation of a bistable register have been
developed. Close agreement with a SPICE generated output
waveform for an equivalent circuit was made and is shown
in Figure 5.13. Necessary and sufficient conditions for
latching data into a bistable register were developed and
are presented in equations (5.39) - (5.42), From these
conditions, the limiting condition for latching has been
defined, This limiting condition is presented in equation

(5.44) and is repeated below:

8mpla 2 8mn = 8mnla®mn2a (5.44)
8n2a * 2anla

Verk+=Vpp+ Vrp

This result was corroborated by testing equation (5.44) at
VCLK+ = VDD + Vpp with breakpoint conditions and the
result, shown in Table 5.1, fully agreed with
expectations.

A minimum clock period is defined by equation (5.45).
From these results, fundamentally limiting conditions for
latching data into a bistable register are quantitatively

defined.
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CHAPTER 6
HIGH SPEED SYNCHRONOUS DATA PATHS

1) Overview of Integrated Systems

This dissertation is intended to describe research
results which consider the problem of moving data through
a synchronous digital system as quickly as possible. These
results provide quantitative relationships between the key
circuit elements and parameters of a synchronous digital
system so as to permit the design of a system operating at
its maximum possible performance. In order to develop
these results, the complete synchronous digital system has
been decomposed into each of its separate elements.

A synchronous digital system is typically composed of
data paths in which data is moved from a register through
some logical functions and into a second register. As
described in Chapter 3, the synchronization of the data
flow between the initial and finél registers is
coordinated by a single control signal, typically called
the clock signal. Thus, a synchronous digital system is
composed of three interrelated systems:

1) the clock distribution system which generates
the synchronizing clock pulse and defines when data can

flow from one register to the next

76
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awaiting the synchronizing clock pulse
3) the data paths which contain the logical
circuitry of the digital system
The total delay of a data path is determined by the
time required to leave the initial register once a clock
éignal arrives, Tc—Q’ the time necessary to propagate
through the logic and interconnect, Tlcgic + Tint’ and the

time required to successfully propagate to and latch

within the final register of the data path, T This

set-up*

relation was described in Chapter 3 and is repeated below:
Tpp = Te-q * Tiogic * Tint * Tset~up (3.2)

Thus, equation (3.2) describes the individual delay
components making up the total delay, TPD’ of any data
path, The data paths whose total delay plus any positive
clock skew are greatest represent the critical worst case
timing requiréments of a digital system and the delay and
clock skew of these paths must be minimized in order to
maximize the performance of the entire digital system.
Thus, in a high perfiormance synchronous digital system,
the critical paths constrain and define the maximum
performance of the entire system. Therefore, the goal is
to minimize each delay component in equation (3.2) as well
as utilize any possible advantages (and minimize any

possible disadvantages) of the clock distribution
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circuitry which
the critical data paths.

This chapter describes how the signal delay through
the logic and interconnect is determined and how the
signal waveform at the output of the final logic stage
should be designed so as to optimally satisfy the latching
conditions of the final register; thereby moving the data
through the logic and into the register as quickly as
possible. The data path delay is also described in terms
of the clock delay at the final register; thereby,
describing quantitative relationships for latching the
correct data into the final register as quickly as

possible,

2) A Data Path of a General Synchronous System

Digital systems are designed so as to satisfy some
functional requirement. The functiohal circuitry in a
digital system is composed of logic gates configured in a
specific fashion. Every different system utilizes a
different arrangement of logic gates. Therefore, in order
to investigate the general problem of moving data through
a digital system, one cannot constrain the circuitry to
any specific logic function and the problem must be
analyzed from a general perspective, Thus, in this

investigation, no specific types of logical circuits are
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logical configuration.

A general form of a data path is shown in Figure 6.1,
where an initial register R; begins the data path and is
followed by N stages of logic and N+1 stages of

interconnect, ending in a final register Rg.

T To T3 Te1
—— B """"I@‘W@“"“I@““"()‘W‘r Re |—nn
% T x I

Figure 6.1: Synchronous Data Path with N Stages of Logic

This analysis assumes the output of R; to be a ramp
of magnitude kj volts/second. The output of each ith
logic stage, Ly, is assumed to be a ramp of magnitude kj 4
volts/second where the ramp is determined by the device
and circuit characteristics of the logic circuit. Each
single pole interconnect time constant is designated by T;
where i represents each logic and interconnect stage and N
is the total number of logic stages. Thus, in a data path
composed of N logic stages there are N+1 interconnect time

constants.
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Single Stage Logic Circuit

In order to determine the delay through a critical
path composed of N stages, the delay through each stage is
individually determined, permitting each stage to then be
appropriately summed. Thus, an algorithm to determine the
delay through a single stage is described. Once
developed, this algorithm is applied along the entire data
path.

As shown in Figure 6.2, the output of the initial
register R; is a ramp of magnitude kj driving an
interconnect time constant T; and logic stage L;. V;(t),
the node voltage at the input to L;, is given by equatién

(6.1).

L1

/ TV
R AW 2
—CN
— —{CN

Figure 6.2: First Stage of N Stage Data Path
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Vl(t) = lel[EXp(—t/Tl) + t/Tl - 1] u(t)
(6.1)

—lel[exp(-[t+VDD/k1}/T1) + (t+VDD/k1)/T1 - 1] u(t—VDD/kl)

Let us define a new term, vlogi’ to be the threshold
voltage at which an increasing ramp signal will bias the
N-channel tree of the ith logic stage such that current
is a

can flow at the cutput of the logic stage. vlogi
functicn of the threshold voltage of the N-channel
transistor it is driving and the number R of serially
connected N-channel transistors between the driven
transistor and ground. This relation is shown in equation
(6.2). Note that R is one for an inverter and Vlog is
equal to Vg, for this simplified circuit configuration,
R
Viogi = V1a * Z Vs; (6.2)
The delay through a single logic stage is described
as the time required for its input waveform to reach the
turn-on threshold voltage of the logic stage, as defined
by equation (6.2). This delay per stage, T¢;, is summed
for each stage to represent the total delay through N
stages, V,(t), defined in equation (6.1), can be
configured into the form of equation (6.3), if one assumes
a region of operation as defined by equation (6.2). This

regional form of equation (6.1) is given below:

Vl(t) = lel [exp(-t/Tl) + t/Tl - 1] u(t) (6.3)
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The delay of the first stage, Tgy, is calculated from
equation (6.3) when Vl(t) reaches the logical threshold of

Ly. This is shown in equation (6.3) where t = Tg;, the
vlogl(t=Tf1)=k1T1 [exp(-TfI/Tl )+ Tfl/Tl— 1] (6.4)

delay through the first stage. This transcendental
equation in Tg;, equation (6.4), can be solved using
interpolation techniques or it can be approximated. The
exponential can be approximated as in equation (6.5) to
give a closed form general solution of Tg;, the delay

-through the ith stage,‘described by equation (6.6).

n

exp(-t/Ty) 1 -t/T; + 21,2 (6.5)

Tes T JT5 Viogi/ki (6.6)

Delay of an N Stage Cascaded Data Path

Thus, the total delay from the output of the initial
register R; to the output of the Nth logic stage is the
sum c¢f the individual Tfi terms along that data path as
shown in equation (6.7) below:

Tes

Tes (6.7)

Ntz

Tiogic + Tint = i
Equation (3.2) can be redefined as shown below for
an N stage data path where the N+lst interconnect will be

added to Tset—up as will be discussed later. Equation

(6.8) states that the total delay of a data path is
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N
Tpp = Tc-Q + iEITfi + Tset—up (6.8)
composed of the time required to leave the initial

register, Tc-Q' the time to enter and latch into the final

register, T and the time required to propagate

set-up?

through N stages of logic and interconnect.

The Output of the Nth Logic Stage to the Register

As shown in Figure 6.1, 2ll that remzins to move th

1]

data signal from the initial register te the fimnal
register of the data path is to successfully move the
signal from the output of the Nth logic stage into the
final register. In this case, the logic threshold is
replaced by the latching characteristics of the register
and Tgy,q is the time required to satisfy Vlong’ the
threshold voltage of the final register, given by the
transcendental equation (6.9) or the approximated solution

for Tgyy1 in  equation (6.10) below.

exp(-Teyy1/TN41) + Tene1/The1 > 1+ Viggre/ (kyy1Tye1)(6.9)

Tenel = [TN+1V10gRE/*N4L (6.10)

Further details which consider the latching conditions of
the register are discussed in the next section describin

the register.
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A by-product of equation (6.9) is an interesting
design equation which quantifies how the final logic
stage should be designed so as to satisfy a specific Tey, g
assuming Vlong and Ty, 7 is known. This design equation
is given below:

v
logRf
kNe1 = (6.11)

The1lexp(-Tens1/Tre1) + Tene1/Tner - 11

Thus, equation (6.11) defines the magnitude of the ramp

0
cr

the output of the Nth logic stage which will satisfy the
logic threshold of the final register of the data path

within a specified time Tgy,q.

Maximum and Minimum Bounds on the Data Path Delay

In order to represent the maximum delay of a data
path, one must assume a) a minimum ki, implying a poor
iogic response, b) T; is large, and c) Vlogi is a maximum.
A minimum delay of a data path assumes that a) ki is at
its maximum, preferably approaching a step response, b) T;

is small, and c) Vlogi is a minimum, approaching Vp..

Determination of Output Ramp Response

In order to determine k;, one of three approaches can
be used:

1) k; of each stage can be assumed equal over

the entire data path.
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2) for data paths containing a statisticall
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large value of N, k; can be estimated to be the mean
waveform response.
3) ki can be calculated independently for each

individual logic stage and handled individually.

The output ramp, kj, can be determined from equation
(6.12) where Ip; is the curreant at the output of the
previous logic stage, Li, and C;,; is the total load

capacitance being driven by Lj.
ki = IDi/Ci+1 (6.12)

3) Register

As described previously, the purpose of the register
in the data path is to temporarily store the data signal
as it awaits a synchronizing clock pulse. Once this clock
pulse appears, then ideally all of the parallel data
signals appearing at the output of the parallel data

registers will be synchronized in time.

Input Latching Conditions of Register

In order to store data in a register, the data signal
must successfully latch into the register. Necessary and
sufficient latching conditions to store a rising data
signal into a register were discussed in Chapter 5 and are
repeated below using the notation developed in this

chapter.
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A) Verg < Vpp + Vrp (6.13)
B) Vpara > ViogRs ‘ (6.14)
C) Ipy > Iy, (6.15)
D) Iyg > Ipg (6.16)

Thus, the set-up time referred to in equation (3.2)
is the time required for the output waveform of the Nth
logic stage to propagate through the Ty, interconnect,
reach vlong of the register, and satisfy the latching
conditions C and D 1listed above and described in Chapter

5.

Tset-up = TeN+1 + Tiateh (6.17)

Data-to-Clock Timing Skew

Since no constraints are placed on the -number of
logic stages of a data path or on the size of the clock
distribution tree, the total delay of the data signal
through the data path, Tpp, with respect to the delay of
th; clock signal at the input of Rg, can vary
significantly on a path by path basis. Therefore, a new
term must be defined. TD—C is the difference in time
between the data and the clock signal (i.e., the data-to~-
clock timing skew) referenced at the 07 point for the data

signal and at the 1007 point for the clock signal (see
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Figure 6.3). Tp.c can be either positive or negative
depending upon whether the data signal leads or lags the

clock signal, respectively.

Data /
—_—-——/ -
| ¢=1pc—>]
Clock

A: Positive Data-to-Clock Skew

Data

l«—T,.—!
Clock

B: Negative Data-to-Clock Skew

Figure 6.3:Positive and Negative Data-to-Clock Timing Skew
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Positive Data-to-Clock Skew

For the case where the data signal arrives at the
register before the clock does, i.e,, positive Tp_, then
the data signal must wait a time, Tset—upD’ to fully set-
up (i.e., propagate to and latch into) the register. 1In
addition to the waveforms reaching their required

respective thresholds (see Figure 6.4), an additional

time, TQ"Tn’ must be added, TQan is the time required
for the cutput of the top NAND gate, V; .. (or Q); to

reach Vg, volts once Vpyp reaches Vpp + VTp’ thereby
permitting current to flow. TQVTn can be determined from

equation (6.18) below:

Data Tmﬂl,l
1< Tpc—>|
Clock v I}
Tp \
k .

c

Figure 6.4: Positive Data-to-Clock Timing Skew
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skew case is given below:

Toet-upd 2 |Tp-C * [V1of%c = Tens1 + Tqura (6.19)

where k. is the fall time of the clock signal in volts per

second.

Negative Data~to~Clock Skew

For the case where the data signal arrives z2fter the
clock signal at the final register input, i.e., negative
Tp.cs then the clock signal must wait a time, Tset—upC’ in
order to correctly latch the data into the register,
thereby insuring correct operation of the systen. Tset-
upC can be interpreted as the hold time of the clock

signal. This waveform configuration is shown in Figure

6.5.

Data T'"ml yd

P A 1

(A W d |

Clock v,k
k

[

Figure 6.5: Negative Data-to-Clock Timing Skew

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



90

It is assumed in the negative data-to-clock skew case

that

ITD—Cl + Teng1 > |Vrplke + TqvTa (6.20)

which states that the clock is indeed leading the data,
thereby ensuring that Tset-upC is independent of TQVTn‘

Therefore, in this case the set-up time is

lr‘ H T tee 174 I PYEPYES
Tset-upC 2 “1D_cl+ TeEN+1 —|VprKc| {(6.21)

Thus, the time required for the output of the final logic
stage to propagate through the Ty,; interconnect and latch
into the register, considering a system dependent data-to-
clock skew, is given by either equation (6.19) or (6.21),
depending upon whether the data leads or lags the clock,

respectively.

4) Integrated Synchronous System

As was discussed in Chapter 3, the magnitude and
lead/lag behavior of the glock skew between C; and Cg of
the initial and final registers of a data path directly
affects the minimum possible clock period or maximum

possible clock frequency for that data path.

Tpp + TskEw £ TClock Period = 1/fCLRmax (3.3)
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Positive and Negative Clock Skew

Thus, from equation (3.3), if Cf leads Cj (i.e.,
positive clock skew), the maximum clock rate is decreased
while if Cg¢ lags C; (i.e., negative clock skew), the
maximum frequency is increased. The maximum permissible
negative clock skew of any data path is dependent upon the
previous data path, since the earlier C; is for a given
data path, the later that same clock signal, now Cg, is
for the previous data path. Therein lies the difficulty
of using negative clock skew to increase maximum
performénce. It can, however, be used and gquite
successfully, but its effect must be carefully considered

for each individual data path.

Relationship Between Clock Skew and Data-to-Clock Skew

As described in Chapter 4, the time for the clock
signal to appear at the input of Ry is Tpp;; and the time
for the clock signal to appear at the input of Rg is
Tcpgge The time when the data appears at the input of the
final register Rg from the original clock signal is Tgpyy
* TPD‘ Thus, an egquaticn describing the interrelationship
between the data-to-clock skew, the

data path delay, and

the clock skew is given below:
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+3

. = Data Delay - Clock Delay

Tepii + Tep - Tepss

TSKEW + TPD (6.22)

Equation (6.22) presents quantitatively how the data path
and the clock distribution network interact. Thus, if
Tgggw 18 negative and greater in magnitude than Tpp,
thereby making Tj_c negative without compensating by
increasing Tset-upc as defined in equation {6.21), the
incorrect data will latch into the final register. This
incorrect operation was described previously in Chapter 3
and quantitatively defined by the constraint equation

(3.5).

5) Summary

Thus, with the results developed in Chapters 3, 4, 5,
and within this chapter, specific quantitative
relationships among the critical data path, the register,
and the clock distribution network have been investigated
and described. These results provide guidance in the
design and analysis of high performance syachronous
digital systems by developing the fundamental

relationships between these interdependent subsystems.
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CHAPTER 7

DATA THROUGHPUT AND CLOCK FREQUENCY IN PIPELINED DATA PATHS

In a synchronous digital system, the data throughput
is defined as the total time required to move a particular
data signal from the input of a system to its output
(i.e.s, in order to process the signal). The minimum data
throughput occurs when the data path is composed of only
logic stages and is the time required to propagate a data
signal through these logic stages. The sample period for
this data path is equal to the time required to process
one data sample, the data throughput. If the rate at
which the data signals are sampled at the system input is
more significant than the time required to process a
particular data sample, registers can be inserted into the
data path. This increases the frequency at which the data
signals are sampled at the system input but degrades the
data throughput. Thus, systems can be designed which
minimize data throughput, maximize the clock frequency
(i.e., data sample rate), or optimize both the data
throughput and the clock frequency. This chapter
investigates these topics and describes quantitative
relationships for designing and analyzing each kind of

system.
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The data throughput is propertional to the latency,
the total number of registers along a data path, and the
sampling period (the clock period) at which data is moved
from one register to the next. This chapter quantifies
the effect of added latency on data throughput and relates
this effect to increased clock frequency. Each of the
relevant components and terms used in this chapter are
defined in sections 1 and 2 while in section 3, a design
pa;adigm relating data throughput and clock frequency as a
function of the level of pipelining is described for
studying the performance behavior of synchronous systems.

Most synchronous digital systems are designed to
satisfy specific performance requirements such as minimum
clock frequency or maximum date throughput. Thus, in
these systems the design problem becomes either one of
maximizing the clock frequency while not exceeding a
maximum data throughput or minimizing the data throughput
while meeting a specific clock frequency. These systems
represent constrained design problems and are analyzed in
section 4, In certain systems, neither the data
throughput or the clock frequency ultimately constrains
the design problem. In these unconstrained design
problems, the level of pipelining must be chosen to
optimize both the data throughput and the clock frequency.

These systems are investigated in sections 5 and 6.
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In many synchronous systems, the primary performance
attribute is the sampling rate (alternatively, the clock
frequency); therefore, these digital systems are designed
to maximize f_;p [62]. This is apparent from the careful
attention placed on minimizing the delay of each of the
components of the critical paths of a system, that is,
those data paths which constrain and define the maximum
operating clock frequency. Often, however, little
attention is placed on the effect of increased pipelining
on the data throughput of the system through increased
latency [63-68)]. An arbitrarily defined cost/benefit
figure of merit is developed in section 5 from which the
optimal number of logic stages between registers (and the
optimal number of pipeline registers within a serially
cascaded set of data paths) is derived for a high speed
synchronous digital system. This algorithm for
determining the optimal number of logic stages between
registers is applied in sections 7 through 9.

In section 10, the theoretically maximum clock
frequency, for restricted classes of synchronous circuits,
is analyzed. It is shown that for these circuits the
maximum clock frequency is only limited by the resolution
(i.e., control of circuit parameters) of the device and
design technologies and the speed at which the input data

signal is changing.
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1) Data Path Delav Components

A éeneral data path of a synchronous digital system
is shown in Figure 7.1, It is composed of an initial
register and a final register and N logic levels between
them. The time interval for the data signal to appear at
the output of the initial register upon arrival of the
clock signal is the clock-to-Q delay TC—Q' The time
required for the data signal to propagate through each
distributed RC interconnect section Ti and logic stage Lj
is Tg;. Finally, the time required for the signal at the
output of the final logic stage to propagate through the

N+lst interconnect section and latch into the final

register is the set-up time T

set-up*
T T, Tg Tve1
I L L e
paN
| |
| !
< G

Figure 7.1: Synchronous Data Path with N Stages of Logic
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Agssuming N stages in the logic path, as discussed in

Chapter 6 one can express the delay through a data path as

(6.8)

I M=

Tfi+T

Tep = Teeq + 2,

set-up

1

Equation (6.8) is composed of the delay ;equired to get
out of and into the initial and final registers,
respectively, and the time required to propagate through N
stages of logic and N + 1 sections of interconnect. 1If

TREG represents the total register reiated delay, then

Tree = Te-q * Tset-up (7.1)

and equation (6.8) can be written as
N
Tep = Tree *+ I Tes (7.2)
Thus, the total time to move a data signal through a data
path is composed of the overhead requirements to get in
and out of the register as well as the time required to
perform the logical operations.

The maximum clock frequency at which a synchronous
digital system can move data is defined by equation (3.3),
where Tggpy is the clock skew between C; and C¢ and its
magnitude can be either positive or negative as discussed

in Chapter 3. The data path with the greatest Tpp + Tgggy

represents the critical path of the system.

Tpp + TgrEw £ Tclock period = 1/fcik (3.3)
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2) Definition of Data Throughput Paramctiters

The throughput of a synchronous digital system is
dependent upén the nature of its data paths. A
generalized example of a single data path is shown in
Figure 7.1. If a data path is composed of serially
cascadédlregisters and logic paths, it is defined in this
digssertation to be a global data path, typically
representing a signal path from the input of the system to
its output, Each individual data path within a global
data péth is described as a local data path and is
composed of an initial and £final register and typically,
n logical stages between them. Note that each register
within each local data path performs double duty, serving
as the initial (final) and final (initial) register of the
current and previous (next) local data path, respectively.

In order to analyze the problem of data throughput in
pipelined data paths, the following terms require
definition:

Dp - the time required to move a data signal
from the input of the system to its output.

f.ix - the clock frequency at which data is
moved from the initial register of one local data path to
the initial register of the next serially connected local
data path, Alternatively, it is the rate at which the

input data signals are sampled.
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L - the latency of the system is the number of
registers from the input of a global data path to its
output. Alternatively, it is the number of clock periods
required to move a particular data signal from the input
of the system to its output.

N - the number of logic stages per global data

path.

n - the number of logic stages per local data
path.

M - the number of leccal data paths per global
data path.

Tgy — the average delay of all of the logic and
interconnect stages per data path.

P, - the pipelining efficiency which is a

measure of the data throughput performance penalty
incurred by inserting a single register into a global data
path.

Nopt ~ the optimal number.of logic stages per

data path where the optimality criteria are discussed in
sections 5 and 6.

R - the optimal number of additional

opt
registers to insert into a global data path as defined by
Nopt.

fclkopt - the clock frequency of a local data

path composed of Ncpt stages between registers.
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The maximum permissible negative clock skew in
equation (3.3) can be represented by equation (7.3) where
To is the aggregate delay due to the initial and final
registers and the clock distribution network of a local
data path. T, can be used to represent the margin of error
or the acceptable tolerance of negative clock skew for

each local data path.

Te = Tree + Tgrew (7.3)

Note that when Tgggpy is zero, T, equals Tppg. Also note

e
that T, is typically positive for most circuit
configurations. Section 10 of this chapter discusses the
special case where T, can be made negative (-Tgggy > TRrEpg)
and describes how this approach can further improve
performance but only for restricted applications.

T_, can be described as the total effective delay of

e
the registers and clock distribution network per local
data path. Each local data path within a.global data path
provides its own T, where k is the kth local data path.
The average T, for a global data path is defined as T y,
where M is the number of serially connected cascaded data
paths,

Thus, the data throughput is the summation of the
total delay through the global data path due to the N

logic and interconnect stages, the L registers, and the M

local clock distribution networks.
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=N TfN + M TeM (7.4)

The minimum data throughput of a system occurs when
no registers exist in a global data path and is the
summation of the N individual logic delays as shown by

equation (7.5).

Te; = N Tgy (7.5)

Drpin = i

[ -]

i=1

3) Design Paradigm for Pipelined Synchronous Systems

Registers are inserted into global data paths in
order to increase the clock frequency of a digital system
with, albeit, an increase in the data throughput. This
tradeoff between clock frequency and data throughput is
graphically described in Figure 7.2. In this figure both
the data throughput and the clock period are shown as a
function of the number of pipeline registers M inserted
into a global data path. Thus, as M increases, the
throughput increases by T,y for each inserted register and
the maximum possible clock frequency increases, since the
critical bath is shortened (since there are less logic and

interconnect stages per local data path).
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Figure 7.2: Design Paradigm for Pipelined

Synchronous Systems

If no registers are inserted into the data path,

102

the

minimum data throughput Dq_ ;. is the summation of the

individual logic delays, N Tgy, as shown by equation

(7.5).

path,

As each register is inserted into the global data

Dy increases by T,y. Thus Dy increases linearly

with M as shown by equation (7.4) and depicted in Figure

7.2,

The average number of logic stages per local data

path n is given by equation (7.6) below:

n = N/M (7.6)
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From equations (7.2), (3.3), (7.3), and (7.6), the clock

period can be expressed as

Tclock period 2 Treg + » Tey + Tgxmw (7.7a)

0 (7.7b)

N TfN for M

Tem + N Tgy/M  for M > 1 (7.7¢)

This inverse proportionality with M is depicted in Figure
7.2, where the maximum practical clock frequency occurs
vhen n equals one as defined by T,y + Tg;. This assumes
that logical operations must be performed (i.e., not a
simple shift register). The MAX subscript is used to
emphasize that the critical local data path constrains the
minimum clock period (maximum clock frequency) of the
total global data path.

Most design requirements must satisfy some specified
maximum time for data throughput while satisfying or
surpassing a required clock frequency. The design
constraints due to Dpypy and f_.qpmpxy are shown in Figure
7.2 by the vertical dashed lines. Thus, for a given
Drympaxs the recommended maximum clock frequency and
pipelining is defined by the intersection of Dp and Dpypx.
If Dpypx is not specified and the desire is to make the
clock frequency as high as possible, then the recommended
fclk is defined by the intersection of the clock period
and the fclkMAX line. Thus, for a specified Dy and fo1ke

the possible design space is indicated by the horizontal
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arrow. If Dy and fclk are both of importance and no Drmaxy
or forgmax is specified, then some optimal level of
pipelining is required to provide a "reasonably high"
frequency while maintaining a "reasonable" data
throughput. This design choice is represented by a
particular value of M, defining an application specific
forg and Dy.

These design choices have been investigated and
quantitative design equations are presented which relate
the latency of a system to its data throughput and clock
frequency. Figure 7.2 depicts both the possible design
space and the constraints that exist in determining the
correct amount of pipelining in a synchronous digital
system.

The effect of clock skew and technology on data
throughput and clock period is graphically demonstrated by
Figures 7.3 and 7.4. If the clock skew is positive or if
a poorer technology (i.e., slower) is used, as shown in
Figure 7.3, then TeMm increases and Dy quickly reaches
DTMAX' In addition, the ﬁinimum clock period increases
(decreasing the maximum clock frequency) which, for large
positive skew or a very poor technology, eliminates any
possibility of satisfying a specified clock frequency
fCLKreq and decreases the entire design space as defined

by the intersection of Dy and Dqy,yx.
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Figure 7.3: Effect of Positive Clock Skew and

Technology on Design Paradigm

If the clock skew is negative or a better technology
(i.e., faster) is used, as showan in Figure 7.4, TeM
decreases, permitting the data throughput to be 1less
dependent on M, In addition, the minimum clock period
decreases, satisfying fCLKreq more easily and fppgymay With
minimal pibelining. The optional design space,
represented by the intersection of DT and DTMAX' is much
larger, permitting higher levels of pipelining if very

high clock rates are desired.
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Technology on Design Paradigm

It should be noted, as mentioned in section 2, that
T, can be less than or equal to zero for restricted
circuits. In this case, Dp would be flat for T, equal to
zero and actually have a negative slope for To less than
zero. This result is elaborated on in greater detail in
section 10 of this chapter. Thus, Figures 7.3 and 7.4
graphically describe how both clock skew and technology
affect both the data throughput and the maximum clock

frequency of a pipelined synchronous digital'system.
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4) Degion Fauationg Describing Data Throughput

The data throughput of a synchronous digital system
can be described as the time required to move data from
the input of a system through cascaded local data paths to
its output. For a pipelined global data path Dy is given
by the relation

"Dy = L/fclk (7.8)

The latency of a global data path camn also be
described by equation (7.9) below, where M is the number
of local data paths per global data path and the plus one
term includes an added register at the beginning of the
data path.

If one writes

Te

e =

i

where TfN is the average stage delay of all the stages
within the data path, then the clock frequency of a
pipelined data path is given by
£ < 1 (7.11)
1k & ————
c NTpy/M + T,
By combining equations (6.8), (3.3), (7.9), and

(7.10), the total data throughput of a partitioned global

data path can be expressed as
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DT = [M + l]'[anN + Te] (7.12)

In applications where the maximum data throughput of
a system is specified and Dpyux constrains the design
space, the clock frequency and latency can be determined
from equations (7.13) and (7.14), respectively, where Ty
is the average Tgpg + Tgggy delay of all of the M

pipelined data paths of an N stage data path.

fo 2 Dp - N Tey (7.13)
TeMDT

M < Dp - N Tgy (7.14)
TeM

In applications where the maximum clock frequency is
specified and fopgmax constrains the design space, the
latency and data throughput can be determined from
equations (7.15) and (7.4), respectively.

NT¢ey

M= ‘ (7.15)
TClock Period ~ TeM

Thus, as shown in Figure 7.2 for a given maximum data
throughput (maximum clock frequency) and knowledge of the
average logic, register, and clock delay characteristics
of a global data path, the minimum clock frequency (data
throughput) and the required latency of a pipelined

synchronous data path can be directly determined.
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5) Performance Cost of Latency

Every register added to a data path decreases the
data throughput of a system by the added time required to
move the data signal in and out of the register, Tppg.
This is typically accepted in order to increase the system
clock frequency [43,62,65-67]. However, as added stages
of pipelining are inserted into a data path, the marginal
utility of the increased clock rate is approached. This
occurs when the time required to move data in and out of
the register becomes comparable to or greater than the

time incurred performing the logic functions.

Each register added increases Dq by Tppg and
decreases the maximum clock period by the decreased logic
delay. Equation (7.16) represents the point where the
increase in latency costs the system (in increased data
throughput time) more than the increase in clock frequency
benefits the system. In order to quantify this, an
arbitrary performance criterion is defined to describe the
performance cost of latency or the efficiency of
pipelining, Pe. Pe is a measure of the relative
performance penalty incurred for n stages of logic per one

pipelined local data path and describes the cost in

performance (increased data throughput time) incurred by
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the insertion of a single additional pipeline register.
This normalized function is the ratio of the total logic
delay to the total path delay, thereby defining what
percentage of the data path delay is logic related and
what percentage is register related. As n increases, the
ratio. of the total logic delay to the total data path
delay increases toward one and reaches one when n is
infinite (or practically, when the total logic delay is

much greater than the register delay).

1 (7.17)

The benefit of inserting a register into a data path is
increased clock frequency as described by equation (3.3)

and redefined below:

foax £ L

TREG + Te; + Torew

[
I~
e

= 1 (7.18)
n
lefi + Te

1

Thus, the cost/benefit of inserting registers into an N
stage data path can be represented by the function Pefclk’

where P, increases for increasing n and f_ ;) decreases for
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increaging n, P

efcix is thus a figure of merit for
representing the performance advantages and disadvantages
of pipelining. A different function could be applied if
the effects of increased area were also of significant
importance [65-67,69]. However, this result emphasizes an
optimal data throughput and clock frequency over
area/speed optimization., If equation (7.10) is combined
with equations (7.17) and (7.18), then the figure of merit
P.f.1; can be described as

Pofe1k = (7.19)

(nTgy + Tree)  (Trpe + nTey + Tggew)

The clock frequency and data throuéhput of a
pipelined data path can be described in terms of its
performance efficiency and delay and skew characteristics,

as given by equations (7.20) and (7.21),

£o1k = 1 = 1 (7.20)
P.Tppt Tree + TSREW Po(Trpg+nTey) +T,

DT = [N/n + l]'[Pe(TREG + DTfN) + Te] (7.21)

6) Optimal Number of Logic Stages

An optimal number of logic stages Nopt in terms of
maximizing the product P_fnyy is obtained from equation
(7.22).

d(Pf 1) =0 (7.22)
—
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Equation (7.22) represents the point where the
cost/benefit of pipelining in a high performance
synchronous system reaches a maximum. From equatioas
(7.19) and (7.22), the thimél number of logic stages
between registers Nopt which maximizes the function P X
fclk can be derived. Thus Nopt is the optimal number of
logic stages per local data path for a high speed design
where both clock frequency and data throughput are of
importance and no constraints om Dypy,x or fopgMmax are

specified.

Nope = =L JTREG(TREG + TSKEW) (7.23)
fN

Note that Tppg is defined in equation (7.1), Tgy is the
average stage delay of the entire data path, and Tgggy can

be zero, negative (assuming TSKEW < TREG)’ or positive.
Under the condition of an ideal clock distribution
network with zero clock skew, equation (7.23) simplifies
to equation (7.24).
N = Tpee/Tey (7.24)

Nopt is simply a ratio of the register delay overhead

opt

to the average stage delay of the data path. If Tppe <<
Tens which occurs when the stage is a large high level
function, then the cost of inserting registers is small
and Nopf should be as small as feasible (since Nopt is

discrete, its smallest realizable value is one stage) or
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ne should pipeline ag cften as the system permits. If
TReg >> Tgys which is more common when operating at the
level of individual logic stages, then the cost of
inserting registers is high and Nopt is some large number
defined by equation (7.24). Another interpretation of
equation (7.24) is that the optimal number of logic stages
between registers occurs when the total logic path delay
NTe¢y equals the total register delay Tpggs thereby
maximizing Pefclk'

Thus, knowing NOpt and the average gate delay Tgy,
the optimal frequency at which a particular data path (and
system) should operate at is given by equation (7.25)
where N, .. in an actual application should be rounded to

op
an integer value.

£ < 1 (7.25)
clkopt =~ —
TrEG *+ Nopt Ten + Tskew

The number of additional registers Ropt which should
be inserted into a high performance global data path

(composed of two registers, R, and R., as shown in Figure
f

i
7.1) is given by equatiom (7.26) below:
R

= N/N 1 (7.26)

opt

vhere N is the total number of stages, Nopt is given in
equation (7.23), and the minus one is due to the condition

that the original global data path is assumed to have two

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



114

registers before the insertion of any additional pipeline
registers. Also, NOpt represents the maximum number of
logic stages within a critical data path and therefore if
N/Nopt is not an integer then some of the data paths

should contéin No -~ 1 logic stages.

pt

7) Effect of Clock Skew on Optimal Number of Logic Stages

Clock skew, the difference in delay between two
sequentially adjacent clock peths, is amn dimportaat
determinant of the maximum operating frequency of a
synchronous digital system. As shown in Figure 7.1 and
described in Chapters 3 and 4, bounds on the minimum and
maximum clock delay of each clock path determine the lead
or lag nature of the clock skew as well as its magnitude
for any particular synchronous data path. If the time of
arrival of the clock signal at the final register of a
data path (Cf) leads that of the clock signal at the
initial register of the same sequential data path (C;),
then the clock skew is defined as positive; this condition
degrades the maximum attainable operating frequency. If Cg
lags C;; the clock skew is defined to be negative; this
can be used to improve the maximum performance of a
synchronous system. This is shown by equation (3.3) in
which Tpp is the total delay of the critical data path
from the initial register to the finmal register., The

maximum permissible negative clock skew of any data path,
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however, is dependent upon the previous data paths, since
the earlier C; is for a given data path, the earlier that
same clock signal, now Cg¢, is for the previous data path.

Tgggy in equation (7.23) can be zero, negative, or
positive with the constraint that if TSKEW is negative,
then its magnitude must be less than or equal to Tggg.
It is interesting to note that the effect of clock skew on
Nopt is relative to Tggg and Tgy. Thus, if Tygg is large
with respect to Tgggy, the relation essentially reduces
to equation (7.24), Also, positive clock skew adds
directly to Tpgg and increases the cost of pipelining,
thereby increasing the recommended number of logic stages
between registers and quantifying how the clock
distribution network affects the optimal design of a high

speed data path.

8) Example of Algorithm

In the design of most current synchronous digital
systems, one of two approaches is wused to partition a
high speed data path into multiply cascaded data paths,
each isclated by a pipeline register. The first approach
assumes there is a target specification for clock
frequency, thus defining a maximum clock period. Time is
allocated to move the data signal in and out of the
register and account for any positive clock skew, leaving

some remaining time to do useful logical manipulations of
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the data signal. As many stages of logic are then
included as possible, thereby defining where the next
register should be inserted.

The second approach assumes there is no target clock
frequency other than a goal of "as high a frequency as is
reasonably possible." In this approach, the overall data
path is usually partitioned into cascaded data paths that
are functionally convenient and a reasomable multiple of
the necessary register overhead. The time allocated for
the logic stages is typically one to two times the total
register delay, representing a heuristically defined
acceptable cost, typified by 3 to 4 logic stages or 1 to 2
bits of addition between registers [63,70].

The algorithmic approaches discussed here describe
how each of .the key design parameters interapts and define
an appropriate level of pipelining for synchronous
applications. The design equations discussed ian this

chapter are compared to the aforementioned ad hoc

approaches in the following example.

Figure 7.5 depicts a 30 stage global data path in
which each stage ig of varying delay, In this exzample,
the following characteristics are assumed:

Tc-Q = 3 ns,

Tget-up = 3 ns.

TsrEW 2 ns. (positive skew)
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Figure 7.5: 30 Stage Data Path

The delay of each stage Tfi' for i=1 to 30 (shown in
Figure 7.5), encompasses both the local interconnect delay
and the delay through the logic stage. It should be noted
that the classic ad hoc approaches typically assume
positive clock skew and therefore, this is assumed im the
example. Also, no data throughput or clock frequency
requirement has been specified and therefore the optimal
choice of Dep and foix will be determined by the approach

described in section 6.
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Ad Hoc Approach 1

Assuming a specified clock frequency of 50 Mhz,, 12
ns. per local data path is allocated to perform the
logical operations. From perusal of Figure 7.5, the
global data path is partitioned into 13 local data peths,
requiring 12 additional registers.

If a 100 Mhz. clock frequency were assumed, only 2
ns. would remain per local data path. In order to meet
this performance requirement, many of the logic stages
would require multiple individual subdivisions and a total
of 67 iocal data paths would be required for this global
data path to operate at 100 Mhz., providing a data
throughput of 670 ns. One can see the significance of P,

in this example (Note that Tgpe >> N Tgy).

Ad Hoc Approach 2

If the goal is as "high a frequency as is reasonably
possible,” then each local data path would typically be
composed of three to four stages., This would decompose
the global data path into eight local data paths, thereby
requiring seven additional registers and operating at a
maximum clock frequency of 38.5 Mhz. since the minimum

clock period is 18 ns. + Tgagg + Tgggy = 26 ns.
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Alporithmic Approach

Since the total delay of the 30 logic stages is 120
ns., the average delay per stage Tgy 1is 4 ns./stage.
Using equation (7.23) and the aforementioned register and
clock skew characteriétics, Nopt equal 1.56 stages per
local data path. Thus, a logic delay of 6.3 ns. per
local data path optimally trades off the maximum clock
frequency against the data throughput efficiency. Thus,
based on the characteristics of the global data path, a
clock frequency fclkopt of 70 Mhz. is recommended for this
systenm.

These results are summarized in Table 7.1 below:

ek nTey M Dy
Ad Hoc Approach 1
A: 50 Mhz. 12 ns, 13 224 ns.
B: 100 Mhz, 2 ns. 67 656 ns,
Ad Hoc Approach 2 38.5 Mhz. i8 ns. 8 184 ns.
Algorithmic Approach 69,9 Mhz. 6.3 ns, 18 264 ns.

Table 7.1: Comparison of Pipelining Approééhes

in Example Data Path

Thus, for a design problem in which the design space
is unconstrained (no Dpy,y or forgMax 18 specified), the
algorithmic approach provides a technique for determining

the appropriate level of pipelining M which optimizes both
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forx and Dg and in terms of the specific performance
characteristics of each global data path. As shown in
Table 7.1, the algorithmic approach, optimized for speed
efficiency, provides a pipelined data path with relatively

high clock frequency (70 Mhz,) while yet maintaining

reasonable data throughput (264 ns.)

9) Maximum Performance of Optimized Data Path

The performance of a pipelined syachroancus system can
be maximized when the cost of the registers is minimal,
thereby permitting the frequent insertion of pipeline
registers and a higher overall system clock rate. As
shown in equation (7.23) and Figure 7.4, if Tgggpy is
negative, the overall performance cost of pipelining

decreases.

N

opt = —L— [TRE¢(TREG * TsKEW) (7.23)
| £N

The maximum permissible negative clock skew in
equation (7.23) can be represented by T,, where T, is the
margin of error or acceptable tolerance as defined by
equation (7.3). Equation (7.23) can then be rewritten as

equation (7.27) below:

Nopt = TrecTe (7.27)

Ten
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Since N_,,, must be an integer number of 1logic
opt

stages, Nopt is used to designate a rounded integer value
of equation (7.27). The optimal clock frequency can now

be represented by equation (7.28).

felkopt < 1 (7.28)

NoptTfN + Tq

The following example is helpful ia the

interpretation of these results.

Assume

TREG = Tc-q + Tset—up = 0 ns-

TfN = 2 ns.

Using an ad hoc approach and assuming an ideal clock
distribution network, (i.e., TSREW = 0 ns.), the maximum
clock frequency is 83.3 Mhz. for a three stage logic path
and ‘125 Mhz. for a single stage fully pipelined data path
with the aforementioned delay characteristics. This
compares to the algorithmic approach which, for T, = 0.5
ns. (TSKEW = =5,5 ns.),'—opt equals one and, from equation
(7.26), a maximum clock frequency of 400 Mhz. is possible.

Depending upon the magnitude and lead/lag behavior of

TSKEW' T, can range froma small positive number to a very

large value, severely limiting the maximum clock frequency
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of the system. Figure 7.6 depicts the maximum clock
frequency as a function of T, for specific values of Tggg
and Tgy. Note that if negative clock skew is used, the
maximum clock frequency becomes significantly larger. For
the previously cited example, by using negative clock skew
the maximum clock frequency increased from 83 Mhz., to 400

Mhz. (500 Mhz. with no tolerance, i.e., T, = 0). Two

curves are provided, one discontinuous since N is an

opt
integer and the second continuous since a continuous Nopt

is assumed.

w ||

Tope =6 ns.
400 . REG
* Tn =2ns.
f<:L|< 300 - - continusus values of Nop
(MHz) + discrete values of Ngp,
m -
100
n
- U L DL LA B i

T,ns) T,= Tree + Tskew

Figure 7.6: Maximum Frequency as a Function of

Relative Clock Skew
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When Te = 0, equation (7.28) represents the clock
frequency, fclko; when Tpgpg = - Tggrwe Thus,
fclkopt/fclko represents the normalized optimal clock
frequency and can be described as solely a function of the
acceptable tolerance T, and the register delay Tppg. This
function is shown in equation (7.29) and plotted in Figure

7.7.

fclkopt/fclko = -

1+ Te/TREG

0.3
07
feikopt

" 0.6
fc:lkmax

0.5

0.4
03
0.2

0.1
0.0

Figure 7.7: Normalized Optimal Clock Frequency
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10) Theoretical Maximum Clock Fregquency

The absolute maximum frequency of a data path in a
synchronous digital system is only constrained by the
resolution of its device and design technologies and the
speed at which the input daﬁa signal is changing. If
Tggpw is designed to be negative and just less than Tpp of
each local data path, the absolute maximum frequency is
only limited by how close in negative magnitude each local
Tgggw can be designed to the individual Tpp of each local
data path. If any feedback exists between the local data
paths, this approach would be compromised in order to
consider the additional feedback paths. Also, for signals
which feed out to multiple ports, this design approach
must account for the variation in Tpp between data
signals., However, in this case the critical worst case
path could be improved with negative clock skew with the
constraint that the fastest signal path of each local data
path would have a negative clock skew smaller than the
signal path with the smallest Tpp. Also, additional delay
could be added to the fastest path of each 1local data path
to minimize this minimum constraint relationship [see
equation (3.57)].

Assuming these conditions are observed, the maximum
clock frequency of a data path is given by the following

relation:
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fcilkmax = lim lle+ (7.30)
e+-0
where
e+ = Tpp + Tggmy (7.31)

and e+ is the time difference between Tpp and the negative
clock skew and it must be positive for the circuit to
operate correctly [see equations (3.5) and (3.6)]. The
minimum vélue of e+ is established by the practical
tolerances of the device and design technologies being
used to implement the synchronous system. The closer the
negative Tggpy approaches Tpp, the higher the probability
that maloperation of the system will occur.

The clock delays of this system would become large as
negative clock skews are accumulated along each local data
path; however, the clock frequency of a data path can be
made infinitely high with infinitely good resolution. If
the performance of a system were measured sclely by its
clock frequency, this system would be considered to be
operating at extremely high performance levels.

This technique of designing in negative clock skew to

" approach Tpp is described in the following example. The
global dat; path shown in Figure 7.8 consists of three
local data paths connected serially. The clock signal
driving each register is designed in such a way that Cj
elways leads C;, forcing the clock skew to.be consistently

negative. In this circuit, if 01 reaches R1 at 0 ns., C2
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at R, at 49 ns.;, C; at Ry at 94 ns., and C, at R, at 129

P
9

w

2
ns., the clock skew of each local data path would be 1 ns.
less than its iﬁdividual Tpp. Thus, this system could be
continuously clocked every 1 ns., providing a clock rate
of 1 Ghz., even though the critical path with zero clock
skew would imply a maximum clock frequency of only 20 Mhz.
If Tggpy could be designed to approach even closer to Tpy,
the maximum frequency would further increase. If the
negative clock skew could be reliabhly designed to approach
Tpp within 0.1 ns., the maximum frequency at which data

could be moved through that data path would be 10 Ghz.

g =50 0. A }_“.“\
- "'G HO O
2\ 2\ paN N\
T=z0ns. T = 49 ns. T = 94 ns. =129 ns.

{Ciocks

Fignre 7.8: Example of Theoretically Maximum

Clock Frequency
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the accumulated clock delays, 2) the severe tolerance
requirements on the device technology, 3) the design
precision and design time required, 4) the requirement
that each cascaded local data path cannot have any
feedback, and 5) the requirement that each of the data
signals within a data path must be designed to have

minimal differences in delay between their minimum and

maximum Tpp.

11) Summary

In the design of high speed synchronous digital
systems, global data paths are often partitioned into
local data paths, thereby decreasing the delay of the
critical paths and increasing the clock frequency, albeit
with an increase in system latency. Data throughput is
therefore compromised for increased clock rate. This
chapter reports on an investigation of this tradeoff and a
design paradigm is described which analyzes how the
performance behavior of a synchronous system is affected
by its degree of pipelimimg. This perspective permits the
development of analytical design equations for describing
pipelined digital systems in terms of the logic and
register delays, clock skew, the performance efficiency of
pipelining, and the total number of logic stages per local

data path,
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Three types of problems are described which can be
solved using these design equations: 1) Drmpx constrains
the design space, 2) fgopgmayx constrains the design space,
and 3) the design space is unconstrained and an optimal
choice of Dg and fpop g must be determined. Design
equations have been described which permit each type of
problem to be analyzed and a solution determined. In
order to solve the unconstrained design problem, an
algorithm for partitioning global data paths into local
pipelined data paths is developed which optimizes the
effects of increased latency and increased clock frequency
on data throughput. This algorithm defines an optimal
number of logic stages between pipeline registers in terms
of the average logic stage delay of a data path, the
delays inherent to the register, and the clock
distribution skew characteristics. Examples are provided
which quantify how this algorithm is used to design
optimal high speed data paths. Finally, a limiting case
is described showing that for restricted classes of
circuits, the maximum clock frequency- is only limited by
the resolution of its device and design technologies and

the rate at which the input signal is changing.
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CHAPTER 8
APPLICATION OF THEORETICAL RESULTS

The two primary goals of this research are to develop
the underlying principles and relationships describing the
integrated synchronous system composed of the logic path,
the registers, and the clock distribution network and to
develop a design approach for building high performance
synchronous digital éystems based on these underlying
principles.

This chapter describes a design procedure, using the
various theories, algorithms, and equations developed in
Chapters 2 through 7, for analyzing and designing high
performance synchronous digital systems. This design
procedure, which embodies these principles, assumes the
following conditions: .

A) the digital system is composed of multiple
parallel data paths, each composed of a variable number of
logic stages with a single initial register and final
register at the ends of each data path, as represented by
Figure 8.1.

B) the desired functional requirements of the

system are known and understood.

129
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C) the timing ig fully synchronous (i.e.. there
is a single global clock pulse defining a time reference
for the entire systenm).

D) the system must be optimized to meet

extremely high performahce goals,
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Figure 8.1: Representative Synchronous Digital System
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1) Representative Design Problem

As described throughout this dissertation, the focus
of all high performance synchronous digital systems is to
move data as quickly as possible from one register through
some logical elements and latched correctly into the next
register. All data paths can be represented by the simple
diagram shown in Figure 8.1, no matter where the data
signal originated, where its destination 'is, or what
combination of logical circuitry it propagates through.

The désign problem described in this dissertation can
be described at different levels of functional
abstraction:

1) system design - to partition the functional
blocks of each system into appropriate data paths which
accomplish the functional and reliability goals while
satisfying the performance (data throughput and clock
frequency) requirements of the system.

2) logic design - to select the logic functions
that implement the functional requirements of the system
while optimizing tﬁ; flow of data signals from the initial
register to the final register of every critical data
path.

3) circuit level - to optimally design the
waveform shapes and absolute and relative delays of the

key data and clock signals so as to maximize the data flow
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through the critical paths and successfully latch the data
into the final register.

4) device level - to choose a device and
interconnect technology which permits the design of an
integrated system which, with the aforementioned
approaches, will satisfy the functional, reliability, and

performance goals of the total synchronous system.

2) Systematic Design Approach

The design of most systems uses a two-pronged
approach: 1) a top-down design flow in which each
functional level of abstraction is designed, based on
estimates of the characteristics of the lower levels, and
then, upon completion, transferred to the next lower level
and 2) a bottom-up approach in which the lower levels are
implemented, based on a general understanding of the
overall goals of the system, in qrder to satisfy specified
density, power, and performance requiréments of the total
system. Most high performance design efforts utilize both
approaches concurrently, constantly feeding back, both up
and down, useful coastraining infermation until the total
design reaches an optimal implementation. Sophisticated
design systems are currently in existence to accelerate
the design flow, permitting designers to focus on the
optimal design and implementation of their respective

design tasks.
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The following five subsections describe the design
steps appropriate for the implementation of a high
performance synchronous digital system. Initially, the
system is partitioned into pipelined data paths based on
certain assumed systems requirements. This is described
in the first subsection, If underlying circuit
characteristics must be determined, then a bottom-up
approach, discussed in the next three subsections, should
be applied to determine the local logic stage, register,
and clock skew characteristics of the specific circuit.
Further enhancements to the operating speed of the system
can be derived by detailed optimization of the clock and
data signals, These are discussed in the final two
subsections. Thus, this chapter provides a summary of the
important design equaticns developed within this
dissertation. More detailed information of each of the
design equations has been provided in the previous

chapters.

Partitioning the Data Paths

As discussed in detail in Chapter 7, synchronous data
paths are commonly partitioned into multiply cascaded data
paths in order to increase the clock frequency of the
synchronous system. The limiting equations quantifying
the meximum clock frequency are described in Chapter 3 and

are given by equations (3.2) and (3.3) below. The maximum
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£requency of a syachronous digital gsystem is congtrained

yachronous di gital
by the data paths with the greatest Tpp + Tggpy delay.
These data paths are defined to be the critical worst case

timing paths of the system.

Tpp = Te—Q + T1ogic * Tint * Tset-up (3.2)

Tpp + TsxEw £ Telock period = Y/fcik (3.3)

All data paths and their clock skew which limit the
maximum clock frequency of the system should be
partitioned into smaller, faster data paths when designing
high performance synchronous digital systems. As shown in
Figure 7.2, design equations are described in Chapter 7
which determine the clock frequency for a specified data
throughput, thereby defining the correct level of
pipelining of a performance limited data path. Equations

describing this design paradigm are shown below:

Design Space Constrained by Maximum Data Throughput

feik 2 Dp - N Tgy (7.13)
Tem D

M < Dp - N Tgy (7.14)
Teum
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Desion Snace Constrained by Maximum Clock Frequeacy

N T .
M = N (7.15)

TClock Period — TeM

DT =N TfN + M TeM (7'4)

Optimal Choice of Data Throughput and Clock Frequency

Nope = =L JVTREG(TREG + TSKEW) (7.23)
£N

Additional equations relating the data throughput, clock
frequency, and pipelining efficiency are provided in
Chapter 7. Implicit to all of these equations is the
assumption that the performance characteristics of the
registers, logic stages, and clock distribution network
are known, If these attributes must be determined, then

the following three subsections should be followed.

Determining the Logic Path Delays

As discussed in Chapter 6, the total delay through an

N stage data path can be described by equation (6.8) where

N
Tpp = Te—q +iE1Tfi + Toet-up (6.8)

Tgy is the time delay of each individual logic stage

composed of a lumped RC interconnect section and a single

stage of logic. Each Tfi can be determined either
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transcendentally by equation (6.4) or approximated by

equation (6.6).

Once the delay of each individual logic stage has
been determined, the average logic delay per stage per

data path, TfN' can be determined.

Determining the Register Delay Characteristics

As discussed in Chapters 5 and 6, the clock-to-Q and
set-up characteristics can be determined for each data
path., In section 3 of Chapter 6; design equations for

T are shown to depend upon whether the data signal

set-up

leads or lags the clock signal at the final register.

These design equations are given below:

Positive Data-to-Clock Skew

Tset-upp 2 |TD-C + [Vrpf ke - Tene1 + Tqurw (6.19)

Negative Data-to-Clock Skew

(6.21)

Tset-upC 2 llTD-Cl+ Tenel ‘IVTkac

The clock-to-Q delay is determined from the summation
of the time delays derived from equations (5.1), (5.2),
and (5.9) satisfying the threshold requirements of the

first logic stage defined by equation (6.2),
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Vlogl é VTn +j§ VDSj (6.2)

Determining the Clock Skew Characteristics

As discussed in Chapters 3, 4, 6, and 7, the clock
distribution network can either hinder or help the flow of
data in a synchronous digital system. Depending upon the
nature of the cascaded data paths, one can design-in
additional negative clock skew tco improve the speed of the
critical paths while insuring that 1) no minimum
constraints occur (TPD < negative TSKEW) and 2) no new
maximum constraints occur (the previous data path doesn't
become the critical worst case path with the addition of
positive clock skew).

To determine the magnitude and lead/lag behavior of
the clock distribution netﬁork, one must determine the
clock delay of each clock path as discussed in Chapter 4

and summarized by equation (4.5).

Tepii = % TBa + X Tiymh along path i (4.5)
a

The clock skew between any two clock paths, i and j,
within the same clock distribution network is given by

equation (4.6).

Tsrewij = Tcpii — Tepjj (4.6)
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negative by adding delay elements to the clock path to the
final register, separate from the clock path to the
initial register, Tggy [see equations (4.7) and (4.8)].
For a specific data path with data flowing from the
initial register to the final register, the'magnitude and
lead/lag behavior of the clock skew is given by equation
(8.1}, where TS"EW can be negative or positive as shown in
Figure 3.3 and Tppji is the clock delay to the initial

register and TCfo is the clock delay to the final

register for each local data path.

Tsgew = Tcpii - Tepss (8.1)

Thus, once the delay and clock skew characteristics
of the data path have been determined, the data path can
be partitioned into multiply cascaded data paths for
optimal data throughput. Additional performance can be
achieved by shaping the waveforms to minimize the set-up
and clock-to-Q times., Finally, the overall throughput can
be improved by using clock skew when appropriate as
described in the previous subsection. Greater speed
enhancements are possible by shaping portioans of certain
signal waveforms for maximum performance improvement.

These are discussed in the following subsection.
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As discussed in Chapters 5 and 6, the clock and data
input waveforms at the final register can be designed to
perform the functional requirements of these two signals
as quickly as possible, The primary purpose of the
register is to latch the data signal upon arrival of the
clock signal., Necessary and sufficient conditions for

latching data into a bistable register are repeated below:

1: Vg < Vpp + Vpp (5.39)
2:Vp,ury > v;ogRF (6.14)
3t AqVyoue + AgVcrLg > O (5.41)
4: ByVyoue + BaVpara > O (5.42)

From this result, the shape of the data signal at the
input of the register, ky,;, is given by equation (6.11),
where vlong is given by equations (6.2) and (6.14).
Thus, equation (6.11) describes how the output waveform of

v
s logRf
KNyl = (

[«))
.
(=
=
~

Tys1lexp(-Teni1/Tye1) + Teng1/Tygr - 11

the final logic stage should be designed so as to satisfy

a specific Tgy,1., assuming vlong and Ty, are known.
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The clock signal during region 1, Vpp to Vpp + Vrpe
is also of key importance since this time represents
wasted time, Therefore, the slope of the waveform in this
region of interest, represented by the ramp k. in equation

(5.1), should be as large as possible.
Ty = [Vrp/k (5.1)

Analyzing Svynchronous Data Paths

The approach used to determine the maximum clock
frequency of & pipelined data path is as follows:

1) For each interconnect and logic stage in a
data path, calculate Tg; from equation (6.6) by using
equations (6.2) to determine Vlogi' T; is determined from
the RC interconnect impedance (and discussed in more depth
in Chapter 2), and equations (6.12), (4.21), amd (4.22)
are used to determine kj.

2) Calculate Tset-up from equation (6.17) by
using equation (6.10) for Tgy,; and equations (6.18) and
(5.1) for Tiatche

3) Calculate Tc—Q from equations (5.2) and
(5.9).

4) Combine the results of 1, 2, and 3 above to
give the total data path delay Tpp, as defined by equation
(6.8).
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5) The delay of each of the two clock signal
paths are determined by summing the interconmnect and
buffer delays along each path as described by equation
(4.9). The interconnect delay is derived from equations
(4.10) and (4.12) to (4.18) and the buffer delay from
equations (4.11), (4.20), (4.23), and (4.24). This will
provide the minimum and maximum delay of each clock path,
If an estimate of the clock path delay is preferred over a
bounded range of values, then the average of the minimum
and maximum delay caﬁ be used to approximate the clock
delay.

6) Once each of the clock delays have been
determihed, the magnitude and lead/lag behavior of the
clock skew is given by equation (8.1).

7) With Tpp and Tgggy determined, the maximum
operating frequency of a data path is derived from
equation (3.3L

By adding delay to either the initial or fimal clock
signal path, the characteristics of the clock distribution
network can be changed, as described by equations (4.9)
and (8.1). Thus, if negative clock skew is desired in
order to increase the clock frequency of a particular data
path, additional delay elements should be added to the
clock signal path driving the final register of the data

path. Once Teopgg is increased, steps 5 through 7
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deécribed above should be followed to determine the

increased clock frequency of the data path.

Thus in section 2 of this chapter, a procedure for
designing and analyzing high performance synchronous
digital systems has been presented. In order to further
dramatize the value of these research results, in the
following section some example systems are designed and
analyzed with this procedure for designing integrated high

performance synchronous systems.

3) Illustrative Design Examples

In this section, four different examples are
described and solved using the integrated design approach
discussed in this chapter., The first example is analyzed
to determine its circuit characteristics and validated by
comparing the results of the design procedure developed in
this chapter to that of SPICE; thereby, quantifying the
relative accuracy of this design approach by comparing it
to exact numerical solutions of the nonlinear differential
equations describing the circuit. The second example
describes how our design approach can be used to improve
smaller subsolutions as described in the recent
literature. In the third example, a systems level
specification is defined for data throughput, requiring

the maximum latency and minimum clock frequency to be
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determined while the fourth example quantifies how
negative clock skew can be used to further improve

synchronous performance.

Example 1: Use of Design Procedure to Analyze

Synchronous Data Paths

In this example a representative data path, shown in
Figure 8.2, is analyzed to determine its performance
characteristics, permitting the maximum clock frequency of
the data path and its related clock distribution network
to be determined. The relative accuracy of these
calculations have been validated by comparing the
algorithmically derived performance characteristics with
that of SPICE using Level 1 Shichman-Hodges device
equations [54]. Note that this example is composed of an
initial register Ry, four stages of‘logic and
interconnect, and a final register Rf. Typical values of
interconnect resistance and capacitance for a 1 to 3
micrometer interconnect technology are used. The data
path is composed of four serially cascaded logic stages: a
two input NAND gate, an inverter, a three input NOR gate;

and a second inverter,
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Figure 8.2: Example of an Integrated Synchronous Data Path

The following parameter values were used to

characterize the device technology: ’

k! = 2.158 X 1073 Amperes/volt2
A = 0,05 Volts~!

U, = 500 cn?/volt-second

L = 2 micrometers

W = 20 micrometers

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



[y
n

C = 0.005 picofarads
Cy = 0.001 picofarads
Vop = 1 Volt

va = -1 Volt

kopg = 2.5 Volts/ns

The steps described in the subsection on analyzing
synchronous data paths were applied in the analysis of the
four stage data path depicted in Figure 8.2. The
performance characteristics were compared with SPICE

simulations of the same circuit and are shown in Table

8.1.
Equation Algorithmic SPICE Error
Tpp (6.8) 5.37 ns. 5.53 ns. 3.0%
TSKEW (8.1) -0.87 ns. -0.81 ns. 6.97%
fo1k (3.3) 222,1 Mhz. 211.9 Mhz. 4.67

Table 8.1: Comparison of Algorithmic Results with

SPICE Simulation

Thus, as shown in Table 8.1, the percentage
difference between the algorithmically derived maximum
clock frequency and the SPICE generated maximum clock
frequency is under 53%. In addition, SPICE does not
directly provide the total delay of a path since the set-

up time of a register camnot be directly determined but
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instead must be "backed into" by decreasing the clock
period until the register no longer correctly latches the
data. Therefore, not only does the algorithmic approach
compare favorably with SPICE in analyzing the performance
characteristics of a data path but also the set-up time

can be directly determined and closed form solutions of

all of the key circuit delay characteristics of =2

]

synchronous data path are provided in terms of the

h

undamental material, geometric. and processing

characteristics of the device and interconnect technology.

Example 2: Performance Advantages of Integrated

Synchronous Design Approach

The approach of investigating how performance becomes
limited in synchronous digital systems by emphasizing the
interactions between the various subsysteﬁé_instead of
maximizing any one subsystem is novel and therefore
difficult to compare with examples published in the open
literature., Published efforts to improve synchronous
performance tend to focus on one portion of the problem,
typically the logic path, and reférence how the register
and clocking strategy must support their innovative
circuit, logic, or technology impro#ements. Thus, a
variety of excellent circuit techniques have been
described, too numerous to mention individually, which

recommend ways to improve the performance of a logic path.
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Recently, in a paper by Yuan and Svensson [71], the
importance of the total synchronous system is mentioned;
however, emphasis is still placed on their improved
circuit design technique for implementing circuit
functionality over the optimization of the entire
synchronous problem. In order to compare and quantify the
value of the research results described in this
dissertation to that of the op;n literature, our results
will be applied to the approach described in [71]. 1In
this paper, they develop a circuit technique named TSPC-2
(True Single-Phase-Clock) which statically implements a
classical dynamic circuit design approach by inserting
fully latching registers into the data path and replacing
the multi-phase precharge clock signals with a single-
phase clock signal., They compare this circuit design
approach to previously published dynamic circuit design
techniques [72,73] and show significant improvement in
logic delay.

The research results developed in this dissertation
can further extend their performance improvements by
considering the interactions of the integrated synchronous
system. Thus, concepts such as 1) shaping the clock and
data signals to minimize the set-up time and clock-to-Q
delay by latching the data signal as quickly as possible,
2) using negative clock skew to decrease the required

clock period, and 3) applying pipelining techniques to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



148

ontimize the system data flow are either not considered
or only summarily mentioned. In addition, no quantitative
design equations or relationships are provided and all the
performance data describing their technique are generated
directly from SPICE.

Since no technology parameters are provided in [71],
it is difficult to quantitatively extend their results.
‘However, an effort to quantify possible performance
improvements has been made and is described below.

In their paper, the maximum extrapolated performance
of their 3 micrometer 5 volt CMOS technology is 400-500
Mhz, as derived from their SPICE simulations. Accepting
their estimated minimum single stage delay of 0.8 ns. and
pipelining every logic stage, the register delay (clock-
to-Q and set-up) and clock skew of their circuit, Tey is
in the range of 1,2-1,7 ns,

As described in Chapter 5, all static registers have
a minimum time requirement for latching data which is a
function of the register and its input waveforms. If we
combine this minimum latching time with negative clock
skew, then, for the limiting case where Te=0, the maximum
performance of their 3 micrometer CMOS technology is a
theoretical 1.25 Ghz. (1250 Mhz.). This represents a 250-
312.5%2 improvement over their scaled simulated clock
frequency assuming the same technology. It also retains

the logic delay of 0.8 ns. as a margin of error for
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rocess and design varieticn. If we increase T, to 2
practical value of 0.5 ns;, the maximum possible clock
frequency is 769.2 Mhz., representing an improvement in
speed of 153.8-192.37 over the authors' ultimate
achievable maximum performance.

Thus, this example descibes how an integrated
synchronous system design approach which considers the
interactions between the logic stages, the registers, and
the clock distribution network could be used to

significantly improve the performance gains achieved

solely by optimizing the delay through the logic stages.

Example 3: Derivation of Clock Frequency for a Specified

Data Throughput

This example assumes that the delay characteristics
of a pipelined data path are known and the focus of the
-problem is to determine the'frequency at which a systen
should be clocked while not exceeding a specified data
throughput goal. This example can be explained in the
context of Figure 7.2 where Dqpy,y cannot be exceeded while
providing as high & clock frequency as possible. Thus,
the appropriate level of pipelining to maximize fgopg while
satisfying the constraint on Dy is determined by the
intersection of the Dy and Dypypx curves, defining both M

and fCLK'
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Equations (7.13) and (7.14) can be used to determine
the appropriate clock frequency and latency, respectively,
where it is noted that T,y is the average Tpgg + Tgggy of

each local data path along the global pipelined data path.

TeMDr

o4 £ DI - N TfN (7.14)
T ..
“eM

Thus, for a 100 stage data path where the average
stage delay Tgy and average register and skew delay TeM
are both 2 ns., fCLK and M can be directly determined for

a given target Dy as shown in Figure 8.3. If Dy must be

VPP IIIIIIINIIIIIZIN T
i MAX

Time

NTy=200ns.

GBS e o e e m— e — e

I

I

!

1

I

1

|

i

!

1
lT.uoTalm-M&//l//l///I//l//I//I/I//I//l/,i’/

50

5 10 15 20 25 30 a5 40 45

M, #of Loca! Date Daths
Figure 8.3: Example of Design Paradigm with Constraining

Maximum Data Throughput
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iess than 300 ns., then the maximum latesncy,
(7.14), is 50 local data paths, M (51 pipeline registers).
Thus, two logic stages per local data path, n = 2, is
appropriate for this system. In order not to exceed the
target data throughput of 300 ns,, the data must flow from
register to register a maximum of every 6 ns, (T; + 2

Tgy)s for e minimum clock frequency of 166.7 Mhz,

Example 4: Derivation of Data Throughput for a Specified

Clock Frequency

This example describes how the data throughput is
determined for a specified clock frequency (or maximum
clock frequency)., This example can be explained in the
context of Figure 7.2 where in this case the maximum clock
frequency, not the maximum data throughput, constrains the
design space, The appropriate level of pipelining to
minirize Dp while satisfying fCLKMAX'iS determined by the
intersection of the clock period and the fgpgMpxy curves,
defining both M and Dq.

Equations (7.4) and (7.15) can be used to determine
the specific data throughput and latency, respectively,

for a given maximum clock frequency.

Dp = N Tey + M Ty (7.4)
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NT
Y - £N

= (7.15)
TClock Period ~ TeM

Thus, for a 100 stage data path where the average
stége delay Tgy is 2 ns. and the average register and skew
delay T,y is 5 ns., Dy and M can be directly determined
for a specified clock frequency as shown in Figure 8.4.
If the maximum clock frequency is 40 Mhz. (the clock
period is 25 ns.,), then the latency, given by equation
(7.15), is 10 local data paths, M (11 pipeline registers).
These ten local data paths a&d 50 ns. to the data

throughput of the global data path, defining a total Dp of

250 ns.
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Figure 8.4: Example of Design Paradigm with Constraining

Maximum Clock Frequency
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Example 5: Use of Negative Clock Skew to Improve Maximum

Clock Frequency

This example quantifies how negative clock skew can
be used to increase the maximum clock frequency of a
synchronous digital system composed of multiple parallel
data paths. Figure 8.5 depicts two parallel data paths.
The first consists of 25 logic stages with an average
stage deiay of 2 ns., while the second requires 45 logic
stages and has an average stage delay of 2.5 as. The
register delay of these circuits is 5 ns. 1In order to
maximize the speed of these circuits, a negative clock
skew of 4 ns. is built into these data paths. Thus from
equation (7.23), Nopt for path 1 is approximately one
logic stage per data path és is also path 2. If we make
the assumption that the averagelstage delay is the actual
individual logic and interconnect delay of each stage,
then path 1 requires an additional 44 registers. Thé
overall system clock frequency is given by equations (6.8)
and (3.3) and is constrained by path 2, since the average
stage deley is larger. The clock period is Tppeo + Tey +
Tgggw for a total of 3.5 ns. Thus, the maximum possible
clock frequency of this synchronous digital system, using
a negative clock skew of 4 ns., is 285.7 Mhz. For an
ideal clock distribution system, where TSKEW equals O ns.,

the maximum clock frequency is 133.3 Mhz. If the clock
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skew is further increased in the positive direction, the

maximum clock frequency will decrease further.
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Figure 8.5: Example Circuit with Two Parallel Data Paths

4) Summary

The use of an integrated synchronous system design
approach which considers the interactions among the logic
path, the registers, and the clock distribution network
has been summarized and demonstrated with four examples.
Close agreement (less than 57 error) between the design
equations developed in this dissertation and SPICE was
demonstrated for a representative circuit analysis problem

as shown in Table 8,1, Examples depicting how synchronous
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performance can be improved over standard or even
aggressive circuit design approaches were described.
Design equations relating system level requirements in
terms of circuit and device characteristics were
demonstrated. Thus, this chapter has outlined and
exemplified many of the various design principles,
equations, and relationships described in this
dissertation for applying an integrated synchronous system
approach to the design and analysis of high spsed

synchronous digital systems.
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DIRECTIONS FOR FUTURE RESEARCH

This research has focused on the underlying
principles of high performance synchronous digital systems
and their systematic application to engineering problems.
Areas for possible extensions of the research described in
this dissertation are discussed in this chapter,
Improvements to this research are possible by applying
these results to a more general class of applicabile
systems using more sophisticated models with greater
accuracy. In addition, the insertion of these design and
analysis algorithms into structured design tools would
greatly accelerate their use in the engineering community.
Specific fertile areas for possible research are described

below:

1) Extension of Class of Applicable Systems

The research results presented in this dissertation
assume fully synchronous systems with a single phase clock
driving a bistable NAND gate register. Extensions to this
work are possible by considering more general systems such

as described below.
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Asvnchronous Timed Svstems

Asynchronous or self-timed systems [74-78] are
commonly used with synchronous systems to create partial
synchronous/asynchronous systems in which 1) the global
synchronization is asynchronous, communicating with a
fully synchronous local system (e.g., parallel processors
such as systolic arrays [79-811) or 2) the global
synchronization is fully synchronous, communicating with
local asynchronous peripheral modules (e.g., classical Von
Neumann architecture computers). In systems which require
communication between synchronous and asynchronous
subsystems, additional performance constraints occur in
which incoming data signals compete with the synchronizing
clock pulses in defining the state of a register. This
condition of metastability [82-97] can severely degrade
the systenm performancé; therefore, special purpose
arbitration circuitry [98-104] is commonly used to
"arbitrate" between the two incoming signals, thereby
significantly decreasing the probability of entering the
metastable state. These issues represent an entirely new
class of performance limitations caused by the

synchronization of a system.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



158

Generalization of Clocking Strategy to Multi-Phase Clocks

The research results described in this dissertation
assume a single phase clock, as shown in Figure 3.3. The
bistable register, discussed in Chapter 53, requires only a
single phase clock to latch the datg signals, Both of
these types of circuit strategies represent the most
common form of synchronization and data storage
methodologies used in current industrial applications
However, 3in certain companies, multi-phase clocking
strategies (either two or four independent clock signals)
are used [38,72,105,106]. In these designs, typically two
non-overlapping clock signals are globally distributed
throughout the system with their opposite polarity
generated and distributed locally. These clock signals
drive special registers, each synchronized by different
clock phases, permitting the logical manipulation of
portions of the data stream to occur at different times;
thereby, potentially improving the overall synchronous
performance of the digital system. Multi-phase clocking
strategies, however, require a non-activity time since the
clock phases are not permitted to overlap. This lost time
as well as the additional complexity and control
requirements on the clock distribution circuitry due to
the added,clock signals can potentially compromise the

possible performance advantages of the multi-phase
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clocking strategy. The research results developed and
described in this dissertation have significant
applicability to the multi-phase clocking problem and
would provide a useful starting place for investigating
the problem of how multi-phase clocking interacts with the
data path and registers to affect the performance of

synchronous digital systenms.

Wider Variety of Register Circuits

Chapter 5 describes limitations to latching data into
a register in terms of the feedback latch mode (region 3)
in a register. Im order to analyze these characteristics,
a specific implementation of a register was used (a CMOS
bistable NAND gate). Other register circuit designs and
device technologies are also commonly used in industrial
applications. Therefore, extensions to this work would
analyze the register latching behavior of other commonly
used device technologies (e.g., ECL, TTL, NMOS, E/D GaAs)
with different register circuit configurations (e.g.,
master/siave, JK) or non-latching registers such as

dynamic registers [73].
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2) More Sophisticated Models

Throughout this dissertation, models are used to
represent the behavior of various circuits and devices.
Further accuracy can be attained and more general problems
can be anélyzed by extending these research results to
more sophisticated models, Specific examples are provided

below.

More Accurate CMOS Device Models

Models representing the device behavior of CMOS
transistors were used in both Chapter 4 and in Chapter 5.
Classical Shichman-Hodges current-voltage equations [54]
were used to model the cascaded buffers in the clock
distribution networks as well as the bistable NAND gate
register. Additional accuracy can be attained by using
more sophisticated current-voltage and capacitance models
[107]. These more accurate models would tighten the clock
skew bounds as well as provide 2 more precise small
signal representation of the bistable register.
Unpublished work by this author indicates that for values
of gamma from O to 0.37 V'S, the percentage error
increases by only 1.27%. However, when the effect of
transistor capacitances is analyzed, the percentage error
increases from 3,77 to 16,17 (éor the range of parameter
values used), depending upon the relative magnitude of the

device and load capacitaances.
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Tightening of Clock Skew Bounds

The tightness of the bounds on clock delay, as
discussed in Chapter 4, is dirgctly dependent upon the
tightness of the individual interconnect and buffer delay
bounds making up the clock signal path. Recent work by
Wyatt and others [108-118] describe extensions to the
Penfield-Rubinstein algorithm [49,50] which both tighten
and generalize the interconnect delay bounding problem.
Improved algorithms for tightening the delay bounds of a
CMOS buffer, as well as generalizing the CMOS buffer to
other technologies, are also possible and worthy of
further investigation, With tighter bounds on both the
interconnect delay and the buffer delay, the overall clock
skew bounds are improved, thereby permitting greater
accuracy in the analysis of critical worst case paths in

synchronous digital systems.

Improved Models for Data Throughput

The model for data throughput used in Chapter 7,
equation (7.1), represents a straight forward expression
for the data throughput of a synchronous digital system.
This equation models the system as a bit-serial
architecture in which the data throughput is the time
required for data to serially propagate through a
pipelined data path. More sophisticated expressions for

the data throughput of a system exist which consider the
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nature of the specific functional behavior of the system
[68,69,116-121]. For example, system characteristics such
as floating point vs. fixed point architectures in terms
of operations per cycle could be used to express the data
throughput of a system and provide more sophisticated

relationships between clock frequency and data throughput.

3) Implementation of Algorithms in Desien Tools

A practical extension of these research results is
the integration of certain design and analysis algorithms
described in this dissertation into specific types of CAD
tools. As discussed in Chapter 4, the clock skew bounding
aléorithm would have immediate utility in many general
purpose timing analyzers [55-59]. These tools evaluate
whether a synchronous digital system satisfies its clock
frequency specifications by determining exhaustively the
critical paths and comparing the delay of these paths with
their specified minimum clock period. These timing
analyzers typically don't consider clock skew and, as
described throughout this dissertation, clock skew, both
negative and positive, can considerably affect system
performance.

The data throughput, clock frequency, and latency
algorithms developed in Chapter 7 would also be
appropriate for integration into certain types of CAD

tools, specifically in the emerging area of behaviora
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synthesis [122-124]., Minimal research has been done on
partitioning high level systems for maximum performance.
Much of the current research in this area concentrates on
the worthwhile activity of maintaining functional
correctness in minimal area. Therefore, the algorithms
developed in Chapter 7 could potentially enhance the
performance optimization of these behavioral synthesis

tools.
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CHAPTER 10

CONCLUSIONS

The primary contributions of this research involve
the analysis and integration of the limiting factors
affecting the performance of synchronous digital systems.
Specifically, the underlying principles and relationships
constraining the performance of an integrated synchronous
system were established. Furthermore, the application of
these principles into an integrated desiga approach
focusing on the design and analysis of high performance
synchronous digital systems was demonstrated.

These results were developed by partitioning
synchronous digital systems into three components: the
logic path, the memory elements, and the clock
distribution network., The development of an integrated
approach to the design and analysis of high speed
synchronous digital systems was made possible by
investigating how these subsystems interact with each
other. The three components were first analyzed
individually and their behavior quantitatively described.
Then, the interactions of the individual components on
each other were investigated in terms of how each

component limits data flow.
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Relationships were developed which describe how the
clock distribution network constrains the flow of data.
Two regimes were shown to exist: positive clock skew,
which occurs when the clock signal at the final register
Cg of a data path leads the clock signal at the initial
register C; and negative clock skew, when C; leads Cg.
Design equations gquantifying how positive clock skew can
degrade the maximum clock frequency of a data path were
described. Negative clock skew was shown to increase the
maximum clock frequency as long as specific minimum timing
constraints are satisfied.

In order to include the effects of clock skew on the
design and analysis of high speed synchronous data paths,
an algorithm was developed which bounds the minimum and
maximum delay of each clock signal path, thereby bounding
the clock skew of each local da£a path, Delay bounds of
the distributed interconnect associated with each clock
path were determined by following tﬁe pattern of the
FPenfield-Rubinstein algorithm for RC networks. In order to
determine‘£ounds on the delay of the cascaded buffers
along each clock signal path (assumed for specificity to
be a CMOS inverter), minimum and maximum values of output
conductance were determined for each buffer stage. The
maximum delay occurs when one of the transistors is in
saturation and the other is in cut-off. The minimum delay

occurs when both devices operate in the linear region.
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These two conditions provide the smallest and largest
conductance values, thereby bounding the buffer output
conductance, Delay bounds of the individual distributed
interconnect sections and cascaded buffers along a clock
signal path are summed, providing a bounded range of clock
skew for each local data path.

In order to examine how the memory element affects
the performance of high speed data paths, the behavior of
a bistable register was analyzed. It was shown that the

~transient response of a bistable NAND gate register can be
separated into four different regions., This permits
analytical exprezsions to be developed for each region in
terms of the small signal parameters of the register, Once
the register enters its regenerative latching mode,
necessary and sufficient conditions for latching data into
a register~can be defined. From this result, the limiting
condition for latching data into a bistable register can
be analytically expressed.

A general approach for determining the total delay of
a data path, including the effects of the interconnect,
the logic stages, and the set-up and hold times of the
final register was developed in terms of the data and
clock signal waveforms, This integrated approach to
designing and analyzing synchronous systems merges the
latching conditions of the register and the waveform shape

and skew characteristics of the clock signal with the data
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signal propagating through the interconnect and logic
stages. From this perspective, equations for designing
and analyzing high speed synchronous data paths were
developed which merge the waveform and technology
characteristics of the key circuit components into an
integrated synchronous system design approach.

The goal of all high performance synchronous digital
systems is to move data as quickly as possible from the
input of the system to its output. A design paradigm
relating data throughput and clock frequency as a function
of the level of pipelining was developed for studying the
performance behavior of synchronous systems. This
perspactive permitted the development of design equations
relating data throughput, latency, and clock frequency in
terms of the logic and register delays, clock skew, the
performance efficiency of pipelining, and the number of
logic stages within a data path. An algorithm was
described for partitioning a global data path into local
pipelined data paths and is based on a figure of merit
derived from the performance efficiency of pipelining and
the clock frequency. This algorithm optimizes the effects
of increased latency and increased clock frequency on data
throughput and can be used to determine the optimal number
of logic stages between pipeline registers as a function
of the average stage delay of the global data path, the

delays inherent to the register, and the clock skew.
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These results have utility to systems level design by
permitting high level performance and functional
partitioning requirements to be defined in terms of low
level circuit details.

A structured design procedure was described which
summarizes and integrates the primary design equations
developed throughout the dissertation. Specific emphasis
was placed on integrating the results into a coherent
design and analysis methodology. This design procedure
was used to solve a variety of engineering problems for
which significant performance improvements were achieved.
These equations for the design and analysis of high-
performance dat; paths were demonstrated by their
application to representative example circuits and
exhibited reasonable accuracy while providing significant
insight into how the performance of synchronous systems is
affected by circuit and material characteristics. Design
equations relating system level requirements such as clock
frequency and latency for a specified data throughput and
set of circuit characteristics were demonstrated and
considered in terms of its effect on the design paradigm.

Further extensions to this research effort were also
discussed which will permit performance gains to be
applied to a greater variety of systems. Recommended

future areas of investigation would extend these results
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to a wider class of clocking strategies and provide more
accurate models describing data throughput and device
behavior.

These results provide a perspective for designing
high speed synchronous digital systems which combines
circuit level details such as waveform shapes and signal
skew with systems level information such as latency and
data throughput. This perspective was merged into an
integrated synchronous system design approach which
considers the interactions among the various component
subsystems, thereby permitting the design and analysis of
high performance synchronous digital systems.

The integrated synchronous system design approach was
shown to be instrumental in maximizing the performance of
synchronous digital systems, This approach can be used to
extend the performance gains achieved by the enhancement
of the individual components of a syachronous system and
thereby permit the system to operate at its maximum
performance capability. This result, coupled with the
detailed analyses of clock distribution networks and
register latching characteristics, permits the design of
synchronous digital systems which can approach their

fundamental performance limitationms.
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10 REM Linear Model using Laplace Transforms -- V1(t)

20 REM Two Parallel Bistable NAND Gates with a Ramp Input Signal

30 REM Small Signal Analysis-Changing Clock and Data Input Signals

40 REM ’ VIOUTCD.BAS 5/16/88

50 READ VTP,VTN,VDD,E,C1,C2,K1,K2,TAU

60 DATA -1,1,5,5,.152-12,.15e-12,1¢+3,10+9,1e-9

70 REM Region 1: Input clock signal above Vdd + Vtp and no current can flow
80 TD! = ABS(VTP)/K1

S0 REM
100 REM Region 2: Open Loop System (One Time Constant System)
110 REM Operating Point at 2.0 ns (Velk = 3.00 volts)

120 READ GMN,GN1,GN2Z2,GMP

120 DATA 2.762e-5,3.9200-4,8.5100-4,2,1580-4

140 DELTA2 = S5E-11

150 GDS = GNI+GN2/{GN1 + GN2)

160 GMPRIME = GMN/(1 + GN1,/GN2) '

170 A = GMPRIME + GMP - GMPRIME=*GMN/(GN1 + GN2 + GMN)
180 B = GDS - GMPRIME=2GN1/(GN1 + GN2 + GMN)

190 FOR T = 0 TO 2.5E-08 STEP DELTA2

200 VDATA = K2+ (T+TD1-TAU)

210 IF VDATA < 0 THEN VDATA = 0

220 E2 = VDD + VTP

230 VOUT1 = (K1+A*C1/B~2)+(EXP((-B/C1)»T) + (B/C1)+T - 1)
240 PRINT "Voutl(*T+TD1*) = *VOUT1,VDATA

250 TD2 - T :

260 VOUT23 = VQUT1

270 IF VDATA < VTN GOTO 290

280 IF VOUT! >« VTN GOTO 320

290 IF VOUT! >= VDD + VTP GOTO 800

300 NEXT T
310 REM .
320 REM Region 3: Closed Loop System (Two Time Constant System)

330 REM Operating Point at 3.35 ns (Velk = 1.65 volts, Vout = 2.5 volts)
340 READ GMP1A,GMP2A ,GMN1A,GMN2A,GN2A .
350 DATA 3.237e-6,1.720e~4,2.158e-7,1.942¢-6,6.422e-4

360 READ GMN1B,GMN2B,GN2B,GMP1B,GP1B,GMP2B,GP28B

370 DATA 1.444e-4,2.851e-4,4.061¢-4,2,1580~4,0,2.190e-4,1.07%¢~-6

380 A1 = (GMN1AGMN2A/(GN2A + GMN1A)) - GMP1A

390 A2 = (GMN1A*GN2A/(GN2A + GMN1A)) - GMP2A

400 GA 0

"410 B1 = (GMN2B/(1 + (GN2B/GMN1B})) -~ GMPIB
420 B2 = GMN1B+GN2B/(GMN1B+GN2B) - GMP2B
430 GB = GP1B + GP2B

440 Q = SQR((GA/C1)*2 + (GB/C2)"2 - 2+GA=G8/(C1+C2) + 4»A1+B1/(C1+C2))}
450 ALPHA1l = (-(GA/Cl + GB/C2) + Q)/2

460 ALPHA2 = (-(GA/C1 + GB/C2) - Q)/2

470 D = GB/C2

480 DELTA3 = 5E-11

430 FOR T = 0 TO 2.5E-08 STEP DELTA3

500 VDATA = K2+(T + TD1 + TD2 - TAU)

510 €3 = E2 - TD2#K1

5§20 UT = 1

530 EPSILON3 = DELTA3/4

540 IF T < E3/K1~-EPSILON3 THEN UTK=0 ELSE UTK=1

5§50 R1A = (ALPHA1-D)*EXP(-ALPHA1+T)/(ALPHA1»(ALPHA2-ALPHAL))
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R2A = (ALPHA2-D)*EXP(-ALPHA2+T)/(ALPHAZ*(ALPHA1-ALPHA2)})
R3A = D/(ALPHA1#ALPHA2)
VOUT1A = VOUT23#1E+09+(R1A + R2A + R3A)
R1C = ((-ALPHA1+D)*EXP(-ALT"HA1+T))/(ALPHA1"2+(-ALPHAL+ALPHA2))
R2C = ((-ALPHA2+D)*EXP(-ALPHA2+T))/(ALPHA2*2+(-ALPHAZ+ALPHAL})
R3C = (ALPHAl=ALPHA2+(1+D»T)-Ds (ALPHA1+ALPHAZ2))/(ALPHAL1"2eALPHAZ"2)
REM R1DC = ((-ALPHA1+D)*EXP(-ALPHAl»(T-E3/K1)))/(ALPHA1"2=«(-ALPHAI+ALPHAZ))
REM R2DC = ((-ALPHA2+D)*EXP(-ALPHA2#(T-E3:71)))/(ALPHAZ"2»(-ALPHAZ+ALPHAL1))
REM R39C = (ALPHA1#ALPHA2#*(1+D*(T~E3/K1))
-D»(ALPHAT+ALPHA2)) /(ALPHA1*22ALPHA2"2)
YOUTIC = =~{A2/C1Y*K1s((R1IC+R2C+R3C)+UT - (RiDC+R2DC+R3DC)sVUTK)
R1D (EXP(-ALPHAL1=T) ) /(ALPFA1- 2+ (-ALPHAL+ALPHAZ2))
R2D = (EXP(-ALPHA2eT))/(ALPHA2"2»(-ALPHA2+ALPHAL})
(ALPHAL1=ALPHA2=T-(ALPHAL+ALPHA2) ) /(ALPHATI"2¢ALPHAZ2"2)

no Ml d 1IN

REM RI1DD = (EXP(-ALPHAle((f~VDATA/K2)))/(ALPHA1"2+(-ALPHAL1+ALPHA2))

REM R20D = (EXP(-ALPHA2+(T~VDATA/K2}))/(ALPHA2"2+(-ALPHA2+ALPHAL))

REM R30D = ((ALPHAl=ALPHA2+(T-VDATA/K2))
-(ALPHA1+ALPHA2))/(ALPHA1~2»ALPHA2"2)

VOUTID = -(Al-BZ/(CliCZ)OKZ'((RID+RZD+R3D)-UT - (RIDD+R200+R3DD)4UTK))

VOUT] = VOUTEA + VOUTIC + VOUTID

PRINT “"Voutl1(®T+TD2+TD1®) = ®"VOUT! + VOUT23,VOUT1A,VOUTIC,VOUTID,VDATA

REM PRINT R1,R2,R3

T3 = T

VOUT34 = VOUT1 + VOUTZ23

1F VOUTtT + VOUT23 >= 3.5 GOTO 810

NEXT T

VouT34 = VOUT23

REM .

REM Region 4: Closed Loop System (Two Time Constant System)

REM Operating Point at 4,00 ns (Velk = 1.00 volts, Vout = 4.28 volts)

READ G14A,G24A '

DATA 5.158e-5,4,920e-4

GA4 = G14A + G24A

DELTA4 = [E-10

FOR T = 0 TO 2.5E-08 STEP DELTA4

VOUT! = VDD - (VDD-VOUT34)«EXP(-T+(GA4/Cl1))

PRINT "Vout1(*T+TD3+TD2+TD1"} = “VOUT1

IF vDD ~ VOUT1 < .001 GOTO 939

NEXT T

PRINT

REM Region 2 Parameter Values

PRINT *GMPRIME is "GMPRIME", Gds i~ "GDS", A is "A", and B is "B
PRINT
REM Region 3 Parameter Values
PRINT "Al is "A1", A2 is® A2%, and GA is“GA
PRINT “BY i ¥“B1", B2 is "B2", and GB is"GB
PRINT “Q is “Q", ALPHAl is"ALPHAl", ALPHA2 is "ALPHA2", and D is"D
PRINT )
REM Region 4 Parameter Values
PRINT " GA4 is"GA4
PRINT
PRINT €2,E3,E4,TD1,TD2,TD3
END
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