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ABSTRACT

A link breaking methodology is introduced to reduce voltage degra-
dation within mesh structured power distribution networks. The
resulting power distribution network combines a single power dis-
tribution network to lower the network impedance, and multiple
networks to reduce noise coupling among the circuits. Since the
sensitivity to supply voltage variations within a power distribution
network can vary among different circuits, the proposed methodol-
ogy reduces the voltage drop at the more sensitive circuits, while
penalizes the less sensitive circuits. The proposed methodology is
evaluated for two case studies, demonstrating a reduction in the
voltage drop in sensitive circuits. Based on these case studies, the
voltage is improved by, on average, 4% at those nodes with the
highest sensitivity. The voltage after application of the link break-
ing methodology is, on average, 96% of the ideal power supply
voltage. Lowering the noise on the power network enhances, on
average, the maximum operating frequency by 11% by utilizing
the proposed link breaking methodology.

Categories and Subject Descriptors
B.7.1 [Hardware]: Integrated Circuits—7ypes and Design Styles

Keywords

Power Distribution Networks, Power Integrity, Power Noise

1. INTRODUCTION

The increasing density and performance of integrated circuits
(IC) requires advancements in design methodologies for the global
interconnects, particularly the on-chip power networks, clock net-
works, and long distance on-chip signals. The on-chip power distri-
bution network typically provides hundreds of amperes to the load
circuits while utilizing up to 40% of the overall metal resources [1,
2]. With advancements in technology, higher current is required;
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Figure 1: Mesh structured power distribution network. (a) sin-
gle power distribution network focused on reducing the net-
work impedance. (b) multiple power distribution networks
lower the noise at the expense of increasing the network
impedance.

therefore, more efficient on-chip power distribution networks have
become an essential element of modern IC design flows.

A change in voltage at the power node of a gate can significantly
increase the delay of a logic gate [3, 4], degrading the overall per-
formance of a system [5]. Since different circuits are affected dif-
ferently by a drop in the power supply voltage, the power distri-
bution network should be designed to satisfy multiple constraints.
The voltage level for those gates along the critical path can tolerate
the least voltage degradation, while the gates along a non-critical
path may satisfy speed constraints despite a higher voltage drop [6].
Circuits such as PLLs (phase lock loops) and VCOs (voltage con-
trolled oscillators) are highly sensitive to changes in the power sup-
ply [7], while digital logic circuits can tolerate much higher varia-
tions in the power supply voltage.

Separate power networks can be designed to independently sup-
ply current to different parts of a circuit; thereby shielding different
parts of an IC from each other. Separate power networks are widely
used in mixed-signal circuits, where the current is supplied by dif-
ferent power networks to the analog and digital circuits [8]. For
systems requiring the same voltage level, this approach however
may inefficiently utilize metal resources due to the additional area
and routing constraints [6]. The number of I/O pads is also a lim-
iting resource, preventing the use of an excessive number of sepa-
rate power networks [9]. In Fig. 1, a single and multiple separate
power networks are illustrated. With a single network, as shown in
Fig. 1(a), the sensitive circuit (for example, a PLL) and aggressor
circuit (exemplified by a large digital logic circuit) share the same
power network, thereby lowering the power network impedance. A
sensitive circuit can however be highly affected by the noise gen-



Figure 2: Aggressor and victim circuits sharing a mesh struc-
tured power distribution network. The objective is to increase
Zsp, while insignificantly increasing Z,, resulting in shielding
the victim from an aggressor.

erated from an aggressor circuit. With multiple power networks,
as shown in Fig. 1(b), one network can be dedicated to an aggres-
sor circuit while another network can be dedicated to the sensitive
circuits, minimizing noise coupling between the aggressor and sen-
sitive circuits. This approach however results in an increase in the
power network impedance and routability constraints. The method-
ology proposed in this paper utilizes a single power network to pro-
vide a low network impedance and reduced routability constraints,
while disconnecting (or breaking) links within the on-chip power
network between an aggressor and sensitive circuit, thereby reduc-
ing noise coupling to the sensitive circuits.

The paper is organized as follows. The primary design objective
for reducing voltage variations is formulated in Section 2. The sen-
sitivity of the victim circuits to variations in the voltage within the
power network is characterized in Section 3. In Section 4, the pro-
posed link breaking methodology is described. An algorithm for
breaking links for a large number of aggressor and victim circuits
connected to a common on-chip power distribution network is also
described in this section. In Section 5, two design cases are evalu-
ated. The degradation in the supply voltage and propagation delay
before and after applying the proposed link breaking methodology
is summarized. Additional discussion related to enhancing the volt-
age levels within an on-chip power distribution network and the
computational runtime of the algorithm is presented in Section 6.
Finally, the conclusions are summarized in Section 7.

2. REDUCTION IN VOLTAGE VARIATIONS

Every circuit connected to the power distribution network can
be considered as an aggressor and a victim. Two parameters are
therefore assigned to each circuit, one characterizing the aggres-
siveness and the second the sensitivity of a circuit. The aggressor
parameter is directly related to the current sunk by a circuit. Si-
multaneously, every circuit exhibits a different sensitivity to varia-
tions in the power network voltage. For example, a PLL is highly
sensitive to voltage variations as compared to digital logic. Two
circuits with a different critical path may also exhibit a different
sensitivity to voltage variations: a slower critical path requires a
smallest power drop, while a fast critical path can better tolerate
a large voltage drop on the power network. A sensitivity factor is
therefore assigned to each circuit connected to the power network.
A more detailed discussion of the sensitivity factor is presented in
Section 3.

In a system with multiple aggressors and victims, the objective
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Figure 3: 20 x 20 node mesh structured network. The effective
resistance is between the two bold nodes. The links are num-
bered based on the location along the x-axis.
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Figure 4: A change in the effective resistance between the left
and right nodes within a 20 x 20 mesh structured power distri-
bution network (see Fig. 3) as a function of a specific location of
a disconnected link between two nodes.

LINK-BREAKING
. Determine voltage drops at all k nodes
Calculate initial delay;,; function based on (2)
Generate x randomly perturbed systems
Determine voltage drops at k£ nodes for x systems
Calculate delay function based on (2) for x systems
For every x systems
Generate six different networks,
where a link is broken at every direction
Determine new delay values, maintaining network
with lowest delay
Goto 7, if enchantment is achieved
. Select system with lowest delay
. If delay;,; > delay, delay;y; < delay and goto 3

=20 0 Nonkwe

—_—

Figure 5: Pseudocode for link breaking algorithm.
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Figure 6: Nine circuit blocks are connected to a mesh struc-
tured power distribution network. Four power supplies pro-
vide the current. The numbers indicated within the blocks rep-
resent the sensitivity factor (s) and propagation delay in ps (d)
when applying one volt to the block. Note that the minimum
propagation delay is achieved when applying a full power sup-

ply.

is to minimize the effect of the voltage drop over the entire system.
To improve the performance of an IC, the voltage drop is reduced
in those circuits with high sensitivity at the expense of increasing
the voltage drop in the less sensitive circuits. Three specific nodes,
the victim, aggressor, and power supply, within a mesh structured
power distribution network, are illustrated in Fig. 2. The objective
is to increase the network impedance between the victim and the
aggressor nodes (Z4p), thereby reducing the influence of the ag-
gressor on the victim node, while only minimally increasing the
effective impedance between the aggressor and the power supply
(Z4)-

A 20 x 20 node mesh structured network is illustrated in Fig 3.
The normalized effective resistance between the left and right nodes
as a function of a specific disconnected link at a particular location
(along the x-axis) is depicted in Fig. 4. The x-axis describes the lo-
cation (or link number depicted in Fig. 3) of the disconnected link
between two nodes. The largest increase in the effective resistance
is achieved when breaking the link closest to either node. An 11%
increase in the resistance is caused by breaking a single link. This
change confirms that breaking links within a mesh structured power
distribution networks may result in a large change in the effective
impedance; effectively shielding the victim from the aggressor.

3. SENSITIVITY FACTOR

The sensitivity factor describes the relative importance of a change
in voltage on the performance of a circuit. A method to describe
the sensitivity factor is to investigate the sensitivity of the supplied
voltage on the performance (for example, the propagation delay) of
a particular circuit. The sensitivity factor is [10]

Adelay
_ delay(x) _ Adelay ) Via )
AV .0
6} s AV delayyin

where Adelay and delay,;, are, respectively, the change in the de-
lay and the minimum delay of a circuit. The minimum delay is
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achieved assuming a full V,; at the power rail of the circuit. AV is
the change in the supply voltage at the node supplied to the circuit.
The sensitivity factor is dependant on the type of circuit.

4. LINK BREAKING METHODOLOGY

An algorithm for determining which links should be removed,
thereby shielding the sensitive circuits, is described in this section.
Since each circuit within a network can be characterized as both
an aggressor and a victim, each node of interest is associated with
a matrix composed of two parameters [i,s]. Parameter / is an ag-
gressor related parameter, and is equal to the current sunk from
the network. Parameter s is related to the victim, expressing the
sensitivity of the circuit connected to the node. The objective is
to enhance overall performance, such as minimize the worst case
delay.

delayorst = max(delayy,delays,...,delayy) , )

where

delay; = delaymin_ ;- {i LAV + 1} . 3)
Vaa

AV is a change in the voltage at node j due to load currents and

the impedance of the mesh structured power distribution network.

delaypin— j is the minimum propagation delay of circuit j achieved

by applying the maximum supply voltage V;,. s; is the sensitivity

factor of circuit j.

Pseudocode of the LINK-BREAKING algorithm for the pro-
posed methodology is provided in Fig. 5, with the objective of min-
imizing the worst case propagation delay.

In line 1, the voltage drop at k nodes (all aggressor/sensitive
nodes) is determined. Based on the voltage and sensitivity of the
circuits, the initial value of the delay function delay;,; is deter-
mined, as listed in line 2. The revised number of power networks x
is generated, where each network is perturbed by removing a ran-
dom link. In lines 4 and 5, the voltage drop and delay function are
determined for each of the perturbed networks. A search for a lo-
cal minimum is evaluated for each perturbed system in lines 6 to 9.
The network with the lowest delay value is selected in line 10. The
process is repeated until the value of the delay function cannot be
further reduced.

Since k nodes of interest are typically lower than the overall num-
ber of nodes in a system, a random walk procedure can be used to
efficiently determine the voltages [11], trading off accuracy with
runtime. The number of parallel random walk procedures is based
on the target accuracy.

S. CASE STUDIES

Two study cases are presented in this section. In both cases, the
circuit is composed of nine blocks. For the first case, one block
sinks significantly greater current, representing the case of a single
dominant aggressor. In the second case, the current and delay of
the nine blocks are varied, representing general circuits. The design
objective is to minimize the worst case propagation delay.

A mesh structured power distribution network with 20 x 20 num-
ber of nodes is considered. A block diagram of the circuit is schemat-
ically illustrated in Fig. 6. Four one volt power supplies are con-
nected at the center of the four edges (left, right, top, and bottom).
The maximum permitted degradation in supply voltage is 0.3 V.

The current is different among the circuit blocks (see Table 1)
for both study cases. The supply voltage map before and after ap-
plication of the link breaking methodology, as well as the resulting
power network, is illustrated in Fig. 7. The current sunk for each



Table 1: Sensitivity factor, sunk current, minimum delay, supply voltage, and propagation delay before and after application of the
link breaking methodology for the nine circuit blocks. The improvement or degradation in the supply voltage, propagation delay, and
maximum operating frequency are also listed. Case 1 represents the case where a single block sinks significantly higher current as
compared to the other blocks. In Case 2, the sunk current, sensitivity factor, and delay are different for different blocks, representing

a general design case.

Block number 1 2 [ 3] 4]5 6 7 8 9 | fonr = gy
Sensitivity factor (s) 5 1 1 2 2 1.3 3 1.2 4 —_—
Delay [ps] @ Vy; =1V 670 | 300 | 650 | 710 | 200 | 690 | 300 | 300 | 300 —
Case 1 (see Figs. 7(a) and 7(b))
Sunk current 1 1 1 1 1 1 1 10 1
Voltage before methodology [mV] || 945 | 944 | 944 | 937 | 922 | 934 | 925 850 | 924 —_—
Voltage after methodology [mV] 966 | 934 | 924 | 947 | 936 | 906 | 939 | 700 | 909 —_—
Voltage improvement [%] 21 | -11|-20]|-10] 16 |-3.0] 15 |-17.6 | -1.6 e
Delay before methodology [ps] 904 | 336 | 727 | 847 | 245 | 794 | 390 375 | 413 1.11 GHz
Delay after methodology [ps] 855 | 349 | 762 | 857 | 243 | 844 | 387 445 | 446 1.17 GHz
Delay improvement [%] 54 | -39 -48]|-121] 0.8 | -6.3 0.8 -18.7 | -8.0 54
Case 2 (see Figs. 7(d) and 7(e))
Sunk current 1 5 5 2 2 3 1.3 4 1.2 —_—
Voltage before methodology [mV] || 907 | 861 | 850 | 901 | 874 | 875 | 907 876 | 901 —_—
Voltage after methodology [mV] 958 | 825 | 781 | 928 | 838 | 864 | 852 | 716 | 890 —_—
Voltage improvement [%] 55 |43 |-81|29 |-41|-12| -6.1 |-182 ] -1.3 —_—
Delay before methodology [ps] 1050 | 366 | 800 | 910 | 268 | 860 | 411 369 | 448 0.95 GHz
Delay after methodology [ps] 870 | 378 | 847 | 870 | 283 | 869 | 463 430 | 463 1.15 GHz
Delay improvement [%] 171 | -32 | -58 | 45 | -6.0 | -1.1 | -12.7 | -16.5 | -3.3 17.1
0.95
095 09 1]
[
@ 0.85 11 ||
0.9 0.8 | I_ i
O] T
’ 0.75 B L
1 1 I
0.85 2 4 5 | E—

2 4 6 8 10 12 14 16 18 20

(a) Case 1: voltage before optimiza-
tion

1
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(d) Case 2: voltage before optimiza-
tion

8

10 12 14 16

18 20

(b) Case 1: voltage after optimiza-

tion
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(e) Case 2: voltage after optimiza-

tion

(c) Case 1: power network
after optimization

(f) Case 2: power network
after optimization

Figure 7: Map of voltage variations before and after application of the link breaking methodology for two case studies. The diamond
shapes represent the location of the aggressor/victim circuit blocks. The size of the diamond represents the relative sensitivity factor
of a particular block. The resulting power network after the link breaking methodology is also illustrated. The first case represents
the case where a single block sinks significantly higher current as compared to the other blocks. In the second case, the sunk current,
sensitivity factor, and delay are different for different blocks, representing a general design case.
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Figure 8: Change in voltage drop at the (a) victim and (b) ag-
gressor circuit. The darker shade represents a greater reduc-
tion in the voltage drop at the victim and a lower increase in the
voltage drop at the aggressor.

of the cases, voltage before and after application of the methodol-
ogy, sensitivity, propagation delay, and improvement in the supply
voltage and propagation delay are listed in Table 1.

Case 1 (Figs. 7(a) and 7(b)) illustrates the case where the current
sunk by block 8 (the aggressor) is significantly higher as compared
to the other circuit blocks. The highest degradation in the supply
voltage is within the aggressor circuit; however, the voltage drop is
reduced in those circuit blocks with a higher sensitivity and mini-
mum delay, resulting in a reduction in the worst case delay and a
higher maximum operating frequency. The increase in the supply
voltage at block 1 is 2%, achieving 97% of the ideal power supply
voltage and resulting in an improvement in the propagation delay of
5%. Note that the improvement in the propagation delay is greater
than the supply voltage due to the high sensitivity factor. In Case
2 (Figs. 7(d) and 7(e)), the voltage at block 1 is increased by 5%,
achieving 96% of the ideal power supply voltage and resulting in
an improvement in the propagation delay of 17%.

6. DISCUSSION

The voltage drop within a power distribution network is inves-
tigated for circuit blocks with different current levels and sensi-
tivities. The minimum propagation delay (delay,;,) is maintained
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Figure 9: Change in voltage within the power distribution net-
work for the victim and aggressor circuits as a function of the
ratio of the current sunk by the aggressor and victim circuits.
The sensitivity factor is assumed equal for both circuits.

the same. A 20 x 20 mesh structured power distribution network
with two power supplies and two current sources (one aggressor
and one victim) is considered. The voltage improvement at the vic-
tim and degradation at the aggressor are illustrated, respectively, in
Figs. 8(a) and 8(b). Note that by assigning a higher sensitivity to
the victim circuit, the voltage drop on the power network at the vic-
tim is reduced. Simultaneously, the voltage drop at the aggressor is
increased, while the aggressor is less sensitive to voltage variations.
The tradeoff between reducing the voltage drop at the victim while
increasing the voltage drop at the aggressor is an important aspect
of the proposed link breaking methodology.

The improvement and degradation of the voltage drop at, respec-
tively, the victim and aggressor are depicted in Fig. 9 for different
ratios of the current sunk by the victim and aggressor, assuming
the two circuits have equal sensitivity. Note that a higher change
in voltage is achieved at the victim when the current sunk by the
aggressor is greater. This effect is due to the dominance of the
aggressor on the victim circuit before applying the link breaking
methodology.

The computational runtime of the algorithm, depicted in Fig. 5,
is evaluated for differently sized power distribution networks. The
algorithm has been executed on a Linux eight-core with § GB RAM
system. The runtime as a function of the number of nodes in the
power network is depicted in Fig. 10. The runtime of the link break-
ing methodology can also be accelerated by utilizing multigrid-like
techniques [12] and ignoring those current sources located far from
the target nodes. The number of aggressor and/or victim circuits
is not a dominant factor affecting the runtime of the algorithm, as
illustrated in Fig. 11. Initially, the runtime increases exponentially
with the number of aggressor and victim circuits. With a further
increase in the number of circuits, the computational runtime de-
creases due to the smaller number of links that can be disconnected.
For those cases where only a small number of circuit are evalu-
ated within a large power distribution network, the random walk
method [11] can be used to estimate the voltage variations, signifi-
cantly accelerating the link breaking methodology.

The worst case voltage drop (located at the aggressor) cannot
be reduced by utilizing the link breaking methodology, since the

methodology always increases the worst case power network impedance.

However, the effect of the aggressor on other circuits with a higher
sensitivity and propagation delay can be reduced, resulting in en-
hanced overall system performance.
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Figure 11: Computational runtime of the link breaking

methodology as a function of the number of victim and aggres-
sor circuits. The runtime initially increases with a higher num-
ber of circuits. After reaching a peak, the runtime decreases
due to the smaller number of links that can be removed.

7. CONCLUSIONS

The design of the power distribution network is an essential part
of an IC design flow. The network is typically designed as a single
network or multiple separate networks. The advantages of a single
network are a reduced network impedance and fewer routability
constraints, while multiple separate networks have the advantage
of lower noise coupling. The proposed link breaking methodology
utilizes a single network, disconnecting links between the aggres-
sive and sensitive circuits; thereby, isolating the victim from the
aggressor. This approach reduces the noise, while maintaining a
low network impedance.

Sensitivity to changes in the supply voltage will vary for differ-
ent circuits. Voltage variations at the more sensitive circuits need to
be reduced at the expense of increased voltage variations at the less
sensitive circuits. A smaller voltage drop is also important in long
critical paths as compared to shorter less critical logic paths. The
aggressiveness and sensitivity of circuits are considered during the
link breaking process. The methodology is evaluated for two cases.
The objective for these case studies is reduced worst case propa-
gation delay by increasing the supply voltage at blocks with high
propagation delay. An average enhancement of 4% in power supply
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voltage at nodes with high sensitivity and high propagation delay is
achieved, resulting in, on average, 96% of the ideal power supply
voltage at these nodes. As a result, an average improvement of 11%
in the maximum operating frequency is achieved when utilizing the
proposed link breaking methodology.
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