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Abstract—The maturing of rapid single flux quantum (RSFQ)
circuits into a VLSI complexity technology has focused the need
for advanced design and analysis capabilities. The significant
temperature dependence of RSFQ circuits requires a thermal
analysis methodology. A methodology for evaluating the thermal
properties of RSFQ integrated circuits, targeting both small
and large scale systems, is presented here. This methodology
is comprised of a thermal model and a multi-stage partitioning
algorithm. The algorithm, based on a layout of the IC, separates
a circuit into blocks. The thermal model is applied to the
partitioned structure, producing a netlist for thermal simulation.
The algorithm is evaluated at several granularities and validated
using a numerical solver. An error of less than 1% between the
model and numerical simulations is achieved.

Keywords—Single flux quantum, thermal model, thermal anal-
ysis, superconductive integrated circuits, superconductive digital
electronics.

I. INTRODUCTION

Since the introduction of rapid single flux quantum (RSFQ)
in 1985, this technology has become the primary superconduc-
tive digital logic family [1]. In cryogenic superconductive inte-
grated circuits the heat is produced by Josephson junctions (JJ)
and resistors. Increasing frequencies and higher JJ fabrication
densities lead to an increase in on-chip ambient temperature.
The heating of Josephson junctions and niobium interconnects
results in reduced margins and/or functional failure, along with
heat load issues that affect the refrigeration characteristics [2]–
[4]. Due to the sensitivity of RSFQ circuits to temperature, a
methodology for exploring the thermal behavior of integrated
systems has become necessary. This methodology can be used
to predict the effects of heat on circuit behavior and avoid
operational failure while managing the heat transfer process
[1], [2], [5].

A compact thermal model of SFQ circuit structures has not
been included in early analytic models of superconductive
systems [3], [6]. The primary objective of this work is to
provide a sufficiently accurate, computationally efficient, com-
pact thermal model applicable to both small scale and large
scale RSFQ systems. The model is applied to large scale ICs
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and utilizes a multi-stage partitioning algorithm for evaluating
the thermal behavior. The algorithm receives a circuit layout
as an input, evaluates the peak temperature of each block,
and produces a netlist. A SPICE simulation of the netlist is
used to determine the average temperature of each block. The
methodology is calibrated for the MIT Lincoln Laboratory
SFQ5ee fabrication technology [7], [8] and is validated using
a 3-D numerical solver, COMSOL Multiphysics® [9]. The
geometric specifications of the fabrication technology and the
material parameters are described in [2].

The paper is organized as follows. In Section II, a thermal
model of small scale and large scale RSFQ integrated circuits
is presented. In section III, a multi-stage partitioning algorithm
for analyzing the thermal behavior of RSFQ ICs is proposed.
Validation of the model and algorithm is described in Section
IV. The paper is concluded in Section V.

II. THERMAL MODEL

Based on a thermal-electrical analogy [10], the model
describes heat flow rate as a current source, thermal resistance
as an electrical resistance, and temperature as a voltage.
The thermal model of small scale RSFQ circuits is used to
determine the temperature of each heating element. This model
is described in Section II-A. The thermal model of a block is
used within the thermal algorithm to determine the average
temperature of each block. This model is described in Section
II-B. The peak thermal model is described in Section II-C.

A. Thermal model of a small scale circuit

The analytic thermal model is based on a resistive mesh,
as shown in Fig. 1 [11]. The current sources represent the
power dissipated by each element. The heat flux of the bias
resistor – the source of static power - can be evaluated as Joule
heating. To evaluate the power dissipated by the JJs and shunt
resistors, the RMS voltage Vrms across a resistively shunted
junction is determined. This voltage can be obtained from
SPICE simulations of the circuit or approximated assuming
a triangular wave approximation [2], [12],

Vrms = 2cs

√
f
Φ0Vc

3
, (1)

where cs is the switching coefficient of a JJ, f is the operating
frequency, Φ0 is a single flux quantum pulse (2.07 mV·ps)



Fig. 1. Thermal model of a small scale SFQ circuit

[13], [14], and Vc is the characteristic voltage corresponding
to a critically damped Josephson junction [8].

The resulting analytic expression for the heat flux sourced
from a shunt resistor, based on Joule heating, is

qsh =
Vrms

2

RshAsh
. (2)

In (2), Ash is the area of the shunt resistor, and Rsh is the
resistance of the shunt resistor, evaluated assuming a critically
damped Josephson junction [2].

The heat flux due to heating a Josephson junction qJJ is
evaluated from the resistance of the junction in the normal
state Rn [15],

qJJ =
Vrms

2Jc
IcRn

. (3)

The thermal resistance of heating element el is

Rthel
=

1

κel

del
Ael

, (4)

where κel is the thermal conductivity of the material, Ael is
the area of the element, and del is the thickness of the element.
Convective cooling is modeled by the thermal resistance
between the element and the cryogen,

Rthel−He
=

1

heffel

1

αelAel
. (5)

In (5), heffel
is the effective heat transfer coefficient of the

element, estimated from the resistance of the vertical heat
paths [2]. Parameter αel is a unitless coefficient that describes
the increase in the effective area of an element cooled due to
the lateral dispersion of heat [2], [3].

The inter-node thermal resistance consists of three parts,

Rthel1−el2
=

Rthb

Ael1
+

Rthb

Ael2

+
1

κmat

sel1−el2(
del1+del2

2

)
·max (wel1, wel2)

.
(6)

The first two components of the thermal resistance are the ther-
mal boundary resistance at the interface between the elements
and the medium. The third component is the thermal resistance

Fig. 2. Block level thermal model of RSFQ ICs. PB1 represents the power
produced by block B1, RthB1

is the thermal resistance of block B1, and
RthB1−B2

is the thermal resistance of the path between blocks B1 and B2.
The temperature of block B1 TB1 is evaluated as the voltage at node B1.

of the material between heating elements. In (6), κmat is the
thermal conductivity of the material conducting heat between
elements el1 and el2, wel1 and wel2 is, respectively, the width
of element el1 and el2, and sel1−el2 is the distance between
the elements.

B. Thermal model of block

The thermal model of a block is portrayed in Fig. 2. The
power dissipated within a block is the total power dissipated
by all of the heating elements within the block,

Pblock = ΣPJJ +ΣPshunt +ΣPbias. (7)

The thermal resistance of each block, aggressor or victim, is

Rthblock
=

1

Ablockheff
, (8)

where Ablock is the area of the block.
To model heat conduction between blocks, the thermal

resistance between adjacent blocks is introduced. The thermal
resistance between two blocks, B1 and B2, either victims or
aggressors, is

RthB1−B2
=

1

κmat

sB1−B2

(dheating layers)w
. (9)

sB1−B2 is the physical distance between the center of the
blocks. dheating layers is the thickness of the material layers
where the heating elements (JJs and resistors) are located. w
is the width of the boundary between two blocks.

The thermal resistance between two adjacent blocks, where
B1 is an aggressor block and B2 is a victim block, is

RthB1−B2
=

1

κmat

selB1−B2

(dheating layers)w
. (10)

selB1−B2 is the physical distance between the boundary of the
nearest heating element within the aggressor block B1 and the
center of the victim block B2.



C. Peak thermal model

The peak thermal model of the aggressor blocks is based
on the thermal model of a small scale circuit, as described in
Section II-A [2]. The increase in temperature of the largest
heater within a block is

∆Tel =
Pel

heffel
αelAel

. (11)

The heat in those victim blocks that do not contain heat
generating elements originates from neighboring aggressor
blocks. At the site of the highest temperature inside a victim
block, the increase in temperature is [17], [18]

∆T (x) = ∆Tels ∗ e
− x

η , (12)

where ∆Tels is the increase in temperature in the block
directly adjacent to the heating element, x is the distance
between the heating element and the edge of the victim block,
and η is the thermal healing length quantifying the decrease
in lateral temperature [2], [4], [18], [19].

III. MULTI-STAGE PARTITIONING ALGORITHM FOR
THERMAL ANALYSIS OF SFQ ICS

The objective of the thermal algorithm is to produce a netlist
to support the thermal simulation of large scale RSFQ ICs
[4]. The algorithm produces a thermal profile of an IC based
on a thermal model of the individual blocks, as well as a
thermal profile of the hotspots within a small scale circuit.
A flow diagram of the multi-stage algorithm is shown in
Fig. 3. The aggressor partitioning stage of the multi-stage
algorithm combines the heating elements into blocks. This
stage of the algorithm is described in Section III-A. The victim
partitioning stage of the algorithm, described in Section III-
B, places the remaining circuit elements within the blocks.
The average thermal algorithm, described in Section III-C,
produces a netlist for thermal simulation using SPICE. The
algorithm used to evaluate the peak temperature is described
in Section III-D.

A. Aggressor partitioning algorithm

The temperature is greatest in the area surrounding the high
power, heat generating elements. The primary objective of the
aggressor partitioning stage of the algorithm is therefore to
form aggressor blocks by partitioning a system into blocks
composed of those nearby heating elements. The circuit layout
is described as a weighted undirected graph Ga with the
heating elements forming a set of graph vertices Ua. Ea is
the set of edges connecting each pair of vertices. Each edge is
characterized by a weight representing the Euclidean distance
between nodes [20].

During the aggressor partitioning stage, the heating elements
within a specific radius are clustered. A smaller radius pro-
duces a smaller block and provides local information about
temperature, while increasing the granularity (and computa-
tional complexity) of the resistive mesh for SPICE simula-
tion [4]. Once Ga is formulated, a parameter describing the

Fig. 3. Flow diagram of multi-stage thermal analysis algorithm for large scale
RSFQ systems

minimum radius of an element rel is used to characterize the
complexity of a block, where subgraph GS

a ∈ Ga ensures that
each pair of vertices ui, uj ∈ US

a ,

w({ui, uj}) < rel. (13)

The computational complexity of the aggressor partitioning
stage of the algorithm is O(|Ua|2). This stage of the algorithm
produces a set of aggressor blocks Q. An example of the
output of the aggressor partitioning stage of the algorithm is
illustrated in Fig. 4a, depicting the boundary of the heating
blocks.

B. Victim partitioning algorithm

After grouping the heating elements, the remaining portion
of the circuit is clustered into blocks. This process is per-
formed within the victim partitioning stage of the algorithm.
The structure is represented by the set of vertices Γ formed
from the coordinates of the heating blocks produced by the
aggressor partitioning algorithm.

The lower coordinates of the new victim block are found
from the minima of the x- and y-coordinates of the vertices.
The upper coordinate of the new victim block is set by finding
the nearest subsequent partitioned region [4]. After the vertices
of the new victim block are added to Γ , any duplicate pairs
(x, y) ∈ Γ are deleted. The algorithm continues to partition
the circuit into blocks until no remaining vertices in Γ exist.
The computational complexity of the victim partitioning stage
of the algorithm is O(|Q|2). An example of the output of
the victim partitioning stage of the algorithm is illustrated in
Fig. 4b, depicting the boundary of the victim blocks.



(a)

(b)
Fig. 4. Partitioning structure into blocks, (a) location of heating blocks from
the aggressor partitioning stage, and (b) location of victim blocks from the
victim partitioning stage

C. Average thermal algorithm

Once the boundary of all of the blocks is determined, the
thermal algorithm formulates a graph from the partitioned
structure. The structure can be described as a loopless undi-
rected simple graph G(B,R), where each block is represented
as a node within the set of nodes B, and R is the set of thermal
resistances connecting the nodes [21], [22].

The algorithm produces a netlist for thermal simulation.
The temperature is evaluated by extracting the node voltages
from a SPICE simulation. The computational complexity of
the thermal stage of the algorithm is O(|Ua|+ |B|2).

D. Peak thermal algorithm

An algorithm is presented here to evaluate the peak temper-
ature, specifically, for hotspot detection [4]. To evaluate the
peak temperature of a block, a subset of N elements C[0...N -
1] is extracted. The elements in C contribute to the peak
temperature of a block. For each aggressor block, C is the
set of heating elements within that block. For those victim
blocks that do not contain heating elements, C is based on
the proximity between the aggressor and victim blocks.

For each block within the partitioned structure, C is used
to determine the set of element temperatures, T [0...N -1]. The
peak thermal algorithm finds the element k within each set
such that T [k] is the maximum temperature within that set.

Fig. 5. Comparison of the analytic thermal model with COMSOL

Fig. 6. Thermal profile of a D flip flop simulated in COMSOL Multiphysics.
For visibility, the color bar is limited to between 4.2 K and 4.26 K. The
minimum and maximum temperature is, respectively, shown at the bottom
and top of the color bar.

The computational complexity of the peak thermal algorithm
is O(|Ua|+ |Q| ∗ |B\Q|).

IV. CASE STUDY

An RSFQ D flip flop is evaluated to validate the thermal
model of a small scale circuit. The layout is based on SFQ5ee
design rules [23]. The results of the thermal simulation are
shown in Fig. 5. For clarity, the values on the right vertical
axis are attributed to the bias resistors. The thermal profile of
the D flip flop, simulated in COMSOL, is shown in Fig. 6.

The accuracy of the thermal model is listed in Table I, where
|D| = |Tnumerical − Tmodel| is the absolute difference, and

δ =
|Tnumerical − Tmodel|

average(Tnumerical, Tmodel)
(14)

is the relative difference between the thermal model and
a numerical simulator. Note that the greatest discrepancy
between numerical simulation and the thermal model is 9 mK
(an error of 0.2%).



TABLE I
ACCURACY OF THERMAL MODEL OF SMALL SCALE RSFQ CIRCUITS AS

COMPARED TO THE NUMERICAL SIMULATOR.

Nr. of thermal
resistances

|D|ave
(mK)

|D|max

(mK)
δave
(%)

δmax

(%)

135 4.3 9.4 0.1 0.22

Fig. 7. Portion of the RSFQ AMD2901 used to validate the thermal model,
divided into aggressor and victim blocks. The aggressor blocks contain heating
elements - JJs and resistors.

The maximum increase in temperature within a D flip flop
is approximately 400 mK, as shown in Fig. 6. Although this
increase in temperature does not compromise the operation of
the D flip flop, it does increase the heat load. This thermal
model of small scale RSFQ circuits can therefore be used to
analyze local hot spots within RSFQ ICs.

A portion of the AMD2901 is evaluated to validate the
thermal algorithm and the block level thermal model for
large scale systems. The dimensions of the structure are
380 µm x 200 µm, and the circuit contains 18 gates (155 resis-
tively shunted Josephson junctions). The structure is divided
into blocks based on the element radius rel characterizing the
complexity of the blocks. Element radii, 7.5 µm, 10 µm and
50 µm, are chosen to evaluate the effects of the substantial
variations in block size considered in the case study. An exam-
ple of a structure partitioned into blocks based on rel = 7.5 µm
is shown in Fig. 7. The circuit is assumed to operate at 50 GHz
with a global switching coefficient of 0.5.

A comparison between the thermal model and a numeri-
cal simulator is listed in Table II. The greatest discrepancy
between the average thermal model and the numerical simu-
lation is 0.51%. Due to the averaging nature of the average
thermal model, higher accuracy is produced at larger block
complexities. Rather than averaging the temperature of all
of the heaters within the blocks, the peak thermal model
determines the temperature generated by the greatest heat
producing element. The accuracy of this model therefore
does not depend on the complexity of the block. The largest
discrepancy between the peak thermal model and numerical
simulation is 0.92%. A thermal profile depicting the average
temperature for rel = 7.5 µm is shown in Figure 8a. Note
that for enhanced visibility the color bar in this figure is

(a)

(b)
Fig. 8. Thermal profile of a portion of the RSFQ AMD2901 (rel = 7.5 µm),
(a) average temperature, and (b) peak temperature.

limited to between 4.2 K to 4.25 K. A thermal profile of the
same structure depicting the peak temperature is portrayed in
Figure 8b. The minimum and maximum temperature is shown,
respectively, at the bottom and top of the color bar for both
thermal profiles. The increase in average temperature for this
structure is 160 mK. The increase in peak temperature for this
structure is 1.66 K.

V. CONCLUSIONS

A methodology is presented in this paper for analyzing the
thermal behavior of RSFQ integrated circuits, important due
to the sensitivity of cryogenic RSFQ to temperature and heat
load. The approach includes a compact thermal model and a
multi-stage algorithm, validated against numerical simulations,
to predict the thermal behavior, identify hotspots, and optimize
the design of both small scale and large scale RSFQ circuits.
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