Synthesis of clock tree topologies to implement nonzero

clock skew schedule
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Abstract: Designing the topology of a clock distribution network is considered for a synchronous
digital integrated circuit so as to satisfy a nonzero clock skew schedule. A methodology and related
algorithms for synthesising the topology of the clock distribution network from a clock schedule
derived from circuit timing information are presented. A new formulation of the problem of designing
the clock distribution network is given as an efficiently solvable integer linear programming problem.
The approach is demonstrated on the suite of ISCAS™89 benchmark circuits. Up to 64% performance
improvement is attained on these circuits by exploiting nonzero clock skew throughout the
synchronous system. Clock tree topologies that implement the nonzero clock skew schedule based on
the synthesis algorithms presented are described for each of the benchmark circuits.

1 Introduction

Most high performance digital integrated circuits imple-
ment data processing algorithms based on the iterative exe-
cution of simple operations. Typically, these algorithms are
highly parallelised and pipelined by inserting clocked regis-
ters at specific locations throughout the circuit. The syn-
chronisation strategy for these clocked registers in the vast
majority of VLSI/ULSI-based digital systems is a fully syn-
chronous approach. It is not uncommon for the computa-
tional process in these systems to be spread over hundreds
of thousands of functional logic elements and tens of thou-
sands of registers.

For such synchronous digital systems to function prop-
erly, the many thousands of switching events require a
strict temporal ordering. This strict erdering is enforced by
a global synchronisation signal, known as the clock signal.
For a fully synchronous system to operate correctly, the
clock signal must be delivered to every register at a precise
relative time. The delivery function is accomplished by a
circuit and interconnect structure known as a clock disiri-
bution network [1]. i

The nature of the on-chip clock signal has become a pri-
mary factor limiting circuit performance, causing the clock
distribution network to become a performance bottleneck
for high-speed VLSI systems. The primary source of the
load for the clock signals has shifted from the logic gates to
the interconnect, thereby changing the physical nature of
the load from a lumped capacitance C tec a distributed
resistive—capacitive RC load [2, 3]. These interconnect
impedances degrade the on-chip signal waveform shapes
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and increase the path delay. Furthermore, statistical varia-
tions in the values of the circuit elements along the clock
and data signal paths, caused by imperfect control of the
manufacturing process and the environment, introduce
ambiguity into the signal timing that cannot be neglected.
All of these changes have a profound impact on both syn-
chronous design methodologies and circuit performance.
Among the most important consequences are increased
power dissipation in the clock distribution network as well
as increasingly challenging timing constraints that must be
satisfied to avoid clock hazards [1, 4-7). The majority of
the approaches used to design a clock distribution network
target minimal or zero global clock skew [8-10], which can
be achieved by different routing strategies [11-14], buffered
clock tree synthesis, symmetric #-ary trees [5] (most notably
H-trees), or a distributed series of buffers connected as a
mesh {1, 4].

This paper addresses the issue of synthesising the topol-
ogy of a nonzero skew clock distribution network that sat-
isfies the tighter timing constraints required in high
performance VLSI-complexity systems.

2 Background

In this Section important properties of a synchronous dig-
ital system are outlined, the model used in this paper to
describe these systems is formulated, and the notations and
definitions used are introduced. Specifically, in Sections 2.1
and 2.2, the fundamental operation of a synchronous sys-
tem and of clock scheduling, respectively, is reviewed. In
Section 2.3, the tree structure of the clock distribution net-
work is described and analysed.

2.1 Operation of synchronous system

A digital synchronous circuit is a network of functional
logic elements and globally clocked registers. A single-phase
clock signal and edge-triggered registers are assumed
throughout this paper. For an arbitrary ordered pair of
registers (R, Ry}, one of the following two situations can
be observed: either the input of R, cannot be reached from
the output of R; by propagating through a sequence of
logic elements only; or there exists at least one sequence of
logic elements only that connects the output of R, to the
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input of R;. In the former case, denoted by R + Ry,
switching events at the output of R; do not affect the input
of R, during the same clock period. In the latter case,
denoted by R; — R,, signal switching at the output of R,
propagates to the input of R,. Tn this case, (R, R,) is called
a sequentially-adjacent pair of registers which make up a
local data path.

An example of a local data path R; — R, with flip-flops
is shown in Fig. 1. The clock signals C; and Csynchronise
the sequentially-adjacent pair of registers R; and Ry, respec-
tively. Signal switching at the output of R; is triggered by
the clock signal C; and after propagating through the logic
block Lj this data signal appears at the input of R, and is
successfully latched. The minimum and maximum delays
through this local data path are called the short path and
long path delays, respectively, and are denoted by d(, )
and D(i, /), respectively. Note that both d(i, f) and D(, )
are due to the accumulative effects of three sources of delay
[1]. These sources are the clock-to-output delay of R, a
delay introduced by the signal propagating through L, and
an interconnect delay due to any wires along the signal
path R, — Ry
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Fig.1  Local data path with flip-flops
ati,n  &H
teqli)
ca' _/T

) output of L X:
to4lf)

cd
*‘—“_/——\L

a
YRS
8s
. ci
r Ci
tcdff”f—\__l‘\,( A\ “f
Ct
nonsafe safe

b

Fig.2 Clocking hazards of local dati path
& Daouble clocking due to excessive negative clock skew
b Zero clocking due to cxcessive positive clock skew

The clock signals C; and C; originate at the clock source
and are delivered to R; and R, by the clock distribution net-
work with delays 7,4i) and ¢.{f), respectively (positive edge-
triggered registers are assumed) Formally, the difference

Lopew(t, ) = tfci(i) = tealf) (1)
is defined as the clock skew T, (i, /) between the registers
R; and R: In addition, note that T,/ /) as defined in
eqn. 1 obeys the antisymmetric property

Tskew (Z f) = 7Tskew (f @) (2)
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The clock skew can be either negative or positive, as illus-
trated in Figs. 2 and b, respectively. Negative clock skew
may be used to effectively speed-up a local data path R; —
R; by allowing an extra T, (i, f} time for the signal to
propagate from R, to R, However, excessive negalive skew
may create a clock hazard or a race condition, known as
double clocking [1, 15]. Similarly, positive clock skew effec-
tively decreases the clock period T¢p by Ty, (i /), thereby
limiting the maximum clock frequency (note clock signals
(%, Cyin Fig. 2b). In this case, a clocking hazard known
as zero clocking may be created [1, 15].

The clocking hazards illustrated in Fig, 2 are avoided if
the following timing relationships are satisfied for each
local data path R; — Re[1, 15]:

tea(i) + d(i, ) > tea(f) + 6u(f) (3)

tea(i) + D(i, f) + 0s(f) < tea(f) +Ter  (4)
The quantities Sx(f} and Js(f) denote the register hold time
and set-up time of R respectively. Accounting for eqn. 1
and making the substitutions

dii, f) = u(f} = d(i, f) (5)

D, f) +és(f) = DG, f) (6)
yields a simplified form for the constraints of eqns. 3 and
4.

Tske'w (i: f) > _d(iv f) (7)
Tskew (19 f) < T(/'P - D(@s f) (8)

2.1.1 Modelling of synchronous digital systems
as graphs.: Certain properties of a synchronous digital
system may be better understood by analysing a graph
model of such a system. A synchronous digital system can
be modelled [16, 17] as a directed graph G with vertex set
= {¥), - Vgt and edge set E = {ey, .., epb € VX VL An
example of a circuit graph G is illustrated in Fig. 3a. The
number of registers in the circuit is |V] = N and vertex v,
corresponds to the register R,. The number of local data
paths in the circuit is |F] = Np. An edge is directed from v,
to v;iff R, — R;. In the case where there are multiple paths
between a sequentially-adjacent pair of registers R; — R,
only one edge connects v; to v The underlying graph G, of
the graph G is a nondirected graph that has the same ver-
tex set ¥, where the directions have been removed from the
edges. In Fig. 3 an input or an output of the circuit is indi-
cated by an edge incident to only one vertex.

b
Fig.3 Graph G of circuit with N = 5 registers
@ Diirected graph G
b Underlying graph G, corresponding to graph G in ¢
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2.2 Clock scheduling

Examining the constraints of eqns. 7 and 8 reveals a proce-
dure for preventing clock hazards. Assuming eqn. $ is not
satisfied, a suitably large value of Tp can be chosen to sat-
isfy eqn. 8 and prevent zero clocking, This technique is
illustrated in Fig. 25; the clock signals C; and C} have the
same delays as C; and C; but an increased period. Also
note that unlike eqn. 8, eqn. 7 is independent of Tpp.
Therefore Tcp cannot be varied to correct a double clock-
ing hazard, but rather a redesign of the clock distribution
network may be required [10].

Both double and zero clocking hazards can be eliminated
if two simple choices characterising a digital circuit are
made. Specifically, if equal values are chosen for all clock
delays and a sufficiently large value (larger than the longest
delay) is chosen for Typ, neither clocking hazard will occur.
Formally

V{Ri, Ryf) : teali) = tea(f) = const. and R; — Ry
= D{i, fy < Tep (9)

and, with eqn. 9, the timing constraints of eqns. 7 and 8
for a hazard-free local data path R; — R, hecome

di, f) > 0 (10)

DG, f) < Tep (11)

The choice of the clock period Tp must satisfy eqn. 11
and typically, d(i, /) > 0 (or equivalently d(i, f) > (/) for
a properly designed local data path, thereby satisfying
eqn. 10,

The application of eqns. 9-11 has been central to digital
synchronous circuit design methodologies for decades
[L, 18]. By requiring the clock delays to each register to be
approximately equal, these design methods are known as
zero clock skew methods. As shown by previous research
[1, 8-10, 19-21], both double and zero clocking hazards
may be removed from a synchroncus digital circuit even
when T, (i, /) # 0 for some (or all) local data paths R; —
R As long as eqns. 7 and 8 are satisfied, a synchronous
digital system can operate reliably with nonzero clock
skews, permitting the system to operate at higher clock fre-
quencies while removing all race conditions.

The vector column of clock delays Tep = [1.41),
£, 42), ..]7is called a clock schedule [1, 15]. If Ty, is chosen
such that eqns. 7 and 8 are satisfied for every local data
path R; — Ry, Ty s called a consistent clock schedule. A
clock schedule that satisfies eqn. 9 is called a trivial clock
schedule. Note that a trivial Ty implies global zero clock
skew since for any { and f, ¢.{)) = .4/, thus Ty, f} = 0.

Fishburn first suggested [15] an algorithm for computing
a consistent clock schedule that is nontrivial. Furthermore,
it was shown in [15] that by exploiting negative and positive
clock skew on the local data paths R; — R; a circuit can
operate with a clock period 7pp less than the clock period
achievable by a trivial clock schedule that satisfies the con-
ditions represented in eqn. 9. In fact, Fishburmn [15} deter-
mined an optimal clock schedule by applying linear
programming techniques to solve for Ty 50 as to satisfy
eqns. 7 and 8 while minimising the objective function
Fobjeclive = TCP'

The process of determining a consistent clock schedule
T¢cp can be considered as the mathematical problem of
minimising Tp under the constraints of eqns. 7 and 3.
However, there are important practical issues to consider
before a clock schedule can be properly implemented. A
clock distribution network must be synthesised such that
the clock signal is delivered to each register with the proper
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delay so as to satisfy the clock skew schedule T¢y. Further-
more, this clock distribution network must be constructed
50 as to minimise the deleterious effects of interconnect
impedances and process parameter variations on the imple-
mented clock schedule. Synthesising the clock distribution
network typically consists of determining a topology for the
network, together with the circuit design and physical lay-
out of the buffers and interconnect within the clock distri-
bution network [1].

2.3 Structure of clock distribution network

The clock distribution network is typically organised as a
rooted tree structure [1, 8, 16], as illustrated in Fig. 4, and
is often called a clock tree [1]. A circuit schematic of a clock
distribution network is shown in Fig. 4e. An abstract
graphical representation of the tree structure in Fig. 4a is
shown in Fig. 4b. The unique source of the clock signal is
at the root of the tree. This signal is distributed from the
source to every register in the circuit through a sequence of
buffers and interconnect. Typically, a buffer in the network
drives a combination of other buffers and registers in the
circuit. An interconnection network of wires connects the
output of the driving buffer to the inputs of these driven
buffers and registers. An internal node of the tree corre-
sponds to a buffer and a leaf node of the tree corresponds
to a register. There are Ny, leaves in the clock tree labelled
£} through Fy,, where leaf F; corresponds to register R;.

N R

L
—|>_
>_{>_' I: }JOUHQF

SOoUrce

R

o

buffers ___—» to buffer

clock source

b

Fig.4  Tiee structure of clock distribution network
a Cirenit structure of clock distribution network

b Clock tree structure corresponding to circuit shown in &
@ buffer

3 register

A clock tree topology that implements a given clock
schedule Top must enforce a clock skew T, (7, /) for cach
local data path R; — Ry of the circuit to ensure that both
eqns. 7 and 8 are satisfied. This topology, however, can be
profoundly affected by three important issues relating to
the operation of a fully synchronous digital system.

2.3.1 Issue 1: An important corelary related to the con-
servation property [1] of clock skew is that there is a linear
dependency among the clock skews of a global data path
that form a cycle in the underlying graph of the circuit.
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Specifically, if vy, ¢, v & vg), s Vi1s € ¥ = vy is a cycle in
the underlying graph of the circuit, then

0 = [tea(0) — toa(1)] + [tea(l) — tea(2)] + . ..
k—1
=3 Terewliri+1) (12)

=0

The importance of this property is that eqn. 12 describes
the inherent correlation among certain clock skews within a
circuit. Therefore these correlated clock skews cannot be
optimised independently of each other. Returning to
Fig. 3, note that it is not necessary that a cycle exists in the
directed graph of a circuit for eqn. 12 to hold. For exam-
ple, v, v3, ¥ 1s not a cycle in the graph G in Fig. 3a but v,,
v, ¥4 i8 a cycle in the graph G, in Fig. 3. In addition,
T.s'kew(zﬂ 3) + Ts‘kcw(S’ 4) + Ts‘kew(‘l’ 2) = 0. ie. the skews
Taew2, 3% T3, 4), and Ty, (4, 2) are linearly depend-
ent. A maximum of [V] - 1 = Np - t clock skews can be
chosen independently of each other in a circuit, which is
easily proven by considering a spanning tree of the underly-
ing circuit graph G,. Any spanning tree of G, will contain
Ngr — 1 edges (each edge corresponding to a local data
path) and the addition of any other edge of &, will form a
cycle for which eqn. 12 holds. Note, for example, that for
the circuit modelled by the graph in Fig. 3, four independ-
ent clock skews can be chosen such that the remaining
three clock skews can be expressed in terms of the inde-
pendent clock skews.

2.3.2 Issue 2: Previous rescarch [10, 21] has indicated
that tight control over the clock skews rather than the
clock delays is necessary for the circuit to operate reliably.
Eqns. 7 and 8 are used 1n [21] to determine a permissible
range of the allowed clock skew for each local data path.
The concept of a permissible range for the clock skew
Tyo i, /) of a local data path R; — R, is illustrated in
Fig. 5. When Ty, f} € [ 1, Tep— DG, )] as shown in
Fig. 5eqns. 7 and 8 are satisfied. Ty, (4, f} is not permit-
ted to be in either the interval (—ee, —{i, f)) because a race
condition will be created or the interval (Tp — DG, f), +oo)
because the minimum clock period will be limited.

race clock period

permissible range

conditions limitations
negative -d{i, f) TCP~D(i,f) positive
skew skew

Fig.5 Permissible range of clock skew of local duta path R, — Ry
Titalis ) = 1) ~ Lo f)
A clock hazard exists if Ty 0 N € [ ), Tep— DG S

2.3.3 Issue 3: The clock signal delay z,4) from the clock
source to R; is equal to the sum of the propagation delays
of the buffers on the unique path that exists between the
root and F. Furthermore, if R; — Ryis a sequentially-adja-
cent pair of registers, there is a portion of the two paths
denoted P, between the root of the clock tree and R; and
Ry, respectively, that is common to both paths. Similarly,
there is a portion of the path to any of the regsters R; and
Rpin a sequentlally adjacent pair, denoted by Py and P,
respectively, that is unique to this register. Therefore the
clock skew Ty, (), f) between R; and Ryis equal to the dif-
ference between the accumulated buffer propagation delays
between Py and Pl i 16 Tgenlds f) = delay(Py) — delay(P ).
Therefore any variations of circuit parameters over PU« w111
not affect Ty, {7 /).
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This differential feature of the clock tree suggests an
approach for minimising the effects of process parameter
variations on the correct operation of the circuit. This
approach 1s based on choosing a structure for the clock tree
that restricts the possible variations of those local data
paths with narrow permissible ranges, and tolerates larger
delay variations for those local data paths with wider per-
missible ranges. 1t is advantageous to maximise Pf for any
local data path R; — Ry with a narrow permissible range,
such that the parameter variations on P would have no
effect on T, (i, /). Similarly, when the permissible range
Fdii, ), Tep— DU, f)] is wider, P,/ may be permitted to be
only a small fraction of the total path from the root to R;
and R respectively.

3 Solution and experimental results

3.1 Description of algorithm
The algorithm presented in this Section is based on the fol-
lowing assumption: the signal propagation delay through a
node and all of its children nodes is a constant, denoted by
A, Therefore the propagation delay & of the clock signal
from the clock source to the register R; at depth &; is 1,4/} =
& = b, Note that A, includes the delay through both a
buffer and the interconnect branches connected to the
buffer output. There can be considerable difficulty in prac-
tically achieving a constant A, throughout all levels of the
clock tree. Therefore current research is focused on remov-
ing this constraint by providing variable branch delays.
After substituting & = £A,, into eqns. 7 and 8, the neces-
sary conditions to avoid either clock hazard can be rewrit-
ten as follows:

Tske'w ('L; f)

Tskew( ) (bf - b )Ab > D(’& f)

Therefore the problem of designing the topology of the
clock distribution network can be formulated as the optimi-
sation problem of minimising 7Tp subject to the constraints
eqns. 13 and 14

The quantities b; and by are integers, since these terms
denote the number of branches (buffers) from the root of
the clock tree to a particular leaf (i.e. register). In the gen-
eral case this optimisation problem can be described as a
mixed-integer linear programming problem (since Tpp can
be any real positive number), and is difficult to solve. How-
ever, previous research has demonstrated [22] that if a fixed
value for the clock period Typ is chosen, the problem
changes as follows. Given a value for Tep, find a set of
integers {by, by, ..., by, ...} such that

(bi — b} A > —dl4, §)
and (b; — b;)Ay > D(3,5) — Tep {15}

for every sequentially-adjacent pair of registers R; — Ry or
determine that no such set of integers exist. Once eqn. 15
has been solved for a particular circuit, a clock tree topol-
ogy such as the network shown in Fig. 4 can be imple-
mented.

Each register R; of the circuit receives its clock signal
from a leaf F; of the clock tree at a branching depth & = b,
where b; i3 the integer obtained from solving eqn. 15. In
addition, Leiserson and Saxe describe in [23] an algorithm
for efficiently solving similar optimisation problems such as
represented by eqn. 15. The run time of this algorithm is
O(VE), where ¥V and E denote the number of registers and
the number of sequentially-adjacent pairs of registers,

= (bs = bp) Ay > —dfi. f) (13)

Top (14)
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respectively. This algorithm is the algorithm applied in this
synthesis methodology for constructing the topology of the
clock tree.

The sequence of operations is as follows. A feasible range
for the clock period [7,,,;,, T, to be searched is deter-
mined intially; the bounds T, and T}, are determined as
described in [21]. A binary search for the optimal clock
period Ty, is then performed over the feasible range of the
clock period.

After computing the clock schedule, a mapping AL ¢, —
B is produced such that each clock delay ¢,() is mapped to
a nonnegative integer number b)) € B = {1, 2, ..., b}
The integer A(i) is the required depth of the leaf in the clock
tree driving the register R,. Typically, b,,,. < Ng, since there
may be more than one register with the same value of the
required depth b, In addition, note that the set B can be
redefined as {1 + &, 2 + k, ..., b, + k} without affecting
the validity of the solution (k is any integer). For example,
if the solution for a circuit with ten registers is A(1), ..., b(10)
={3,5,8,10,-2,0,0,5, 5, 4}, this solution can be changed
to {5,7,10,12,0,2,2,7,7, 6} by adding two branches (or
buffers) to each of the numbers 5(1) through 5(10).

The clock distribution network is implemented recur-
sively in the following manner. An integer value called the
branching factor f'is initially chosen. The branching factor
determines the number of outgoing branches from each
node of the clock tree. By maintaining f constant through-
out the clock tree, the requirement for constant A, can be
satisfied. A specific number of registers #; is driven at a spe-
cific depth b(j) of the clock tree. Therefore at least rn/ﬂ
buffers at depth b(j — 1) of the clock tree are required to
drive these m; registers at depth B(). The number of
required buffers and branches in the clock tree is deter-
mined by beginning at the bottom of the tree (those leaves
with the greatest depth) and recursively computing the
number of buffers at each preceding level.

3.2 ISCAS'89 benchmark circuits results

The algorithm described has been implemented in a 3,300
ting program written in the C++ high-level programming
language. This program has been executed on a Sun
UltraSparc 1 workstation (170MHz) for the ISCAS89
suite of benchmark circuits. A simple delay model based on
the load of a gate is used to extrapolate the gate delays
since these benchmark circuits do not contain delay infor-
mation. A summary of the results for the benchmark cir-
cuits is shown in Table 1. These results demonstrate that
by applying the proposed algorithm to schedule the clock
delays to each register, up to a 64% decrease in the mini-
mum clock period can be achieved for these benchmark
circuits while removing any race conditions. Due to the rel-
atively larpe number of buffers required in the clock tree
this approach is only practical for circuits with a large
nuimber of registers. Achieving zero clock skew in smaller
circuits is usually not a significant problem.

One example implementation of the clock tree topology
of the circuit is shown in Fig. 6 for the circuit s400. The
branching factor for this clock tree example is /= 3. The
circuit 5400 contains 21 registers. As shown in Table 1, the
minimum clock period of the circuit 400 can be improved
by 37%.

A second example implementation of the clock tree
topology of the circuit $1423 is shown in Fig. 7. The
branching factor for this clock tree is /' = 3. The circuit
51423 contains 74 registers. A 14% improvement in the
minimum clock period is demonstrated on this circuit by
applying the methodology described in this paper.
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Table 1: ISCAS'89 Suite of circuits. Name number of regis-
ters, bounds of searchable clock period, optimal clock
period (T,,,), and performance improvement are shown for
each circuit

%

Circuit Bun Regs Tmin  Tmax  Top Imp

time & B

s1196 0.03 18 780 2080 1300 17% 21 14
$13207 1589 669 6040 8560 6045 29% 681 348
51423 114 74 7580 9220 7900 14% 80 45
51488 0.05 6 31.00 3220 3100 4% 5 4
s15850 5884 597 8360 11600 8398 28% 614 320
5208.1 0.02 8 520 1240 548 56% 10 9

827 0.04 3 540 660 540 18% 3 3
$298 0.04 14 940 1300 1048 19% 13 8
5344 008 15 1840 2700 1865 31% 16 11
5349 0.04 15 1840 2700 1865 31% 15 10
535932 — 1728 3420 3420 3420 0% 3457 2595
$382 0.06 21 800 1420 888 3% 25 14

s38417 407.81 1636 4220 63.00 4282 38% 1647 832
538584 196.17 1452 6760 9420 6765 28% 1466 743
5386 0.01 6 1700 1780 1780 O% 12 10
5400 0.07 21 B840 1420 888 3% 2% 14
$420.1 0.04 16 520 1640 7456 55% 21 15
s444 0.06 217 840 1680 1017 39% 23 15
s510 0.02 6 1480 1680 1520 10% 7 5
8526 0.06 21 940 1300 1048 19% 21 10
8526n 0.08 21 940 1300 1048 19% 21 10
s5378 184 179 2040 2840 2229 22% 182 93

5641 0.06 19 7100 8800 7103 19% 30 22
s713 0.05 19 7920 89.20 7223 19% 31 23
s820 — 5 1820 1920 1920 0% 11 9
s832 — 5 1980 1880 1980 (% 1 9

$838.1 0.25 32 520 2440 876 64% 40 24
s9234.1 441 211 5420 7580 5424 28% 220 113
s9234 496 228 5420 7580 5424 28% 237 123
$953 0.07 29 1640 2320 1896 18% 3 8

Last two columns, labelled B; and B, respectively, are number of
buffers in clock tree for £= 2 and f = 3, respectively. Shown in sec-
ond column from left is run time for execution of program

O
{) ()
Q) &b & D D
)
@
() @ D
& O D D D 3
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) a¥ > o N aw N, 7

i D b
Fig.6 Buffered clock tree for benchmark circuit s400
Circuit s400 has a total of 21 registers and clock tree consists of 14 buffers when
branching factor is =3
@ dummy load
O internal node (buffer)
@ leafl (register)
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Citcuit 1423 has total of 74 registers and clock tree consists of 45 buffers when
branching factor is f = 3

@ dummy load

O internal node (buffer)

@ leaf (register)

4 Conclusions

The problem of synthesising the topology of a buffered
clock distribution network from a clock skew schedule has
been examined. A new, integer linear programming
approach based on local timing information has been pre-
sented for simultancously determining an acceptable
nonzero clock skew schedule and a topology of the clock
distribution network that minimises the clock period and
efficiently builds the clock tree.
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