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An exploratory modeling methodology is presented for estimating power noise in advanced technology nodes.
The models are evaluated for 14, 10, and 7 nm FinFET technologies to assess the impact on performance. The
power noise is composed of three parts, noise related to the global power grids, via stacks, and local power rails,
based on the hierarchical nature of power distribution networks. In 14 nm technology, the global power noise
dominates the total power noise. The power noise is lower and more evenly distributed in 10 nm technology.
7 nm technology is shown to be more sensitive to local power noise. To decrease the global power noise, extra
metal layers are added to the global power grid. A 75% reduction in global power noise is observed in 14 nm

technology. Stripes between local track rails are evaluated to reduce the local power noise, exhibiting up to 57%
improvement in local power noise at the 7 nm technology node. As a promising alternative material for power
network interconnects, few layer graphene is shown to exhibit good potential for reducing local power noise.
The effects of different scaling scenarios of the local power rails on power noise are also discussed.

1. Introduction

The increasing demand for high density, high performance inte-
grated circuits leads to aggressive technology scaling, enabling billions
of transistors [1]. Due to the area and leakage current advantages as
compared to planar CMOS, FinFETs have become the standard CMOS
structure as technology is scaled below the 22 nm technology node [2].
While significant research effort is focused on deeply scaled transistors
and emerging technologies, the RC interconnect impedance is challen-
ging performance improvements brought by technology scaling. The
parasitic capacitance of the local metal lines is less due to the adoption
of low-k dielectrics and air gap interconnects [3]. The significantly
increasing resistance of the local interconnects has however become
the dominant limitation to performance improvements despite faster
devices and greater levels of integration [4]. Scaling the cross sectional
area of the local interconnects however quadractically increases the
resistance. The resistivity of copper, used in traditional on-chip
interconnects, sharply increases as the metal line pitch decreases [5],
as illustrated in Fig. 1. In this case, the local power network is also
highly resistive, leading to significant on-chip power noise.

Replacing copper interconnect with lower resistivity material inter-
connect is one way to reduce the effects of the “resistivity wall.” Silver is
one of these materials whose bulk level resistivity is lower than copper.
Due to the excellent conductivity of both heat and electricity, and the
negative temperature coefficient of carbon-based material graphene, few
layer graphene (FLG) and graphene nanoribbons (GNRs) have been
considered as an alternative material for on-chip interconnects [6,7].
Graphene material has been listed in the technology roadmap from ITRS
2015 [4] and many industrial research centers [8]. The thin film resistivity
of three materials, silver, FLG, and GNRs, has been investigated,
respectively, in [9-11]. A comparison of the resistivity of different
materials with interconnect width scaling is also illustrated in Fig. 1.
The thin film resistivity of silver increases significantly at 50 nm, and
eventually becomes larger than copper as the metal line pitch is scaled to
10 nm. By intercalating FLG with ferric chloride, a sheet resistance of
8.822/[] has been reported [11]. Based on the thickness of five layer
graphene, the resistivity of FLG is lower than copper, particularly when
the metal line pitch is small, making FLG a promising material for a highly
resistive local power network. GNR exhibits a higher resistivity compar-
able to copper when the metal line pitch is small (from 40 nm to 10 nm).
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Fig. 1. Interconnect resistivity of different materials versus line width.

The “resistivity wall” phenomenon also leads to a more challenging
power network design process due to the significantly resistive local
power and ground rails. Reliable and energy efficient power distribu-
tion networks are necessary in high performance computing systems
[12]. Decreasing supply voltages lead to smaller noise margins. Higher
current densities and clock frequencies increase both resistive and
inductive power supply noise. Moreover, a primary source of power
noise is due to the highly resistive local power metal lines and vias
between adjacent metal layers in advanced technology nodes. Poorly or
overdesigned power networks either damage the reliability or decrease
the performance of integrated circuits. Early assessment of the effects
of the structure and material of the power networks supports tradeoffs
among power noise, performance, and technology choice.

The rest of this paper is organized as follows. The structure of a
typical standard cell based power distribution network is presented in
Section 2. A modeling approach is discussed in Section 3. The
components of power noise in advanced technology nodes is described
in Section 4. Power noise suppression methods are presented in
Section 5, followed by some conclusions in Section 6.

2. Standard cell based power network

The structure and impedance characteristics of power grids are
presented in Section 2.1. The topology of a standard cell circuit
influences the design of the power network, and therefore an overview
of the structure is provided in Section 2.2.

2.1. Hierarchy of power grids

The resistance of the power metal lines is affected by the structure
of the power grids. An on-chip power grid is a hierarchical structure
consisting of a global interdigitated mesh, local power and ground rails,
and a via stack connecting the global power grid to the local power
rails, as illustrated in Fig. 2. A typical global power grid for high
performance ICs uses two layers of orthogonal metal lines to form a
mesh structure, as illustrated in Fig. 2(a). Adding global metal layers
decreases the grid impedance, reducing power noise in the global
power grid. The total number of on-chip metal layers is however
limited by the technology. A mesh structure increases the reliability
and robustness of a power network due to the multiple redundant
paths. The mesh structure also reduces the resistance and parasitic
capacitance of the power grids. Each metal layer in a mesh consists of
parallel P/G pairs separated from adjacent pairs by tens of micrometers
[4]. The pitch of each adjacent P/G pair is a design tradeoff between the
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Fig. 2. Topology of a standard cell based power network: a) planar view, b) profile view.

power distribution network and signal/clock routing. The impedance of
the global power network typically exhibits low resistance and sig-
nificant inductance due to the mesh structure. As the current density
and clock frequency increases with technology scaling, inductive L di/dt
noise becomes comparable to the resistive noise [13,14]. The power
noise contributed by the global power grid should therefore be carefully
evaluated to satisfy the strict power noise requirements in advanced
technology nodes.

2.2. Standard cell based power rails

An individual standard cell track is structured as a row with a
substrate region patterned between the power and ground rails, as
illustrated in Fig. 2(a). Gates within a cell library are structured to fit
within a constant height track with transistors patterned within the
substrate. The height of a standard cell is typically controlled by
lithographic limits introduced by double and quadruple patterning
processes [15]. Standard cell gates are mirrored to ensure that two
tracks share a common power rail, doubling the effective current load
on the line. After the gates are placed, the interconnections are routed
among the internal gates, constraining the available metal resources.
The power rail impedances are dominated by the metal resistance and
decoupling capacitance. On-chip power noise is caused by current
switching on the track rails with the greatest contribution arising from
the clocked gates and buffers [16]. Most notably, local power noise is
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contributed by the IR drop within the power rails when multiple loads
simultaneously switch. Reducing the resistance of the local power
network is therefore an effective approach to mitigate resistive power
noise. Early impedance characterization and power noise analysis can
therefore be used to evaluate different metallization schemes and
material alternatives in advanced technology nodes. The local power
rails are typically not connected to each other to alleviate routing
congestion in local metal layers. The global power grid is connected to
the local power rails by a via stack, as illustrated in Fig. 2(b). The size
and resistance of these vias are determined by the overlap area between
metal lines and the thickness of the metallic barrier. The via is assumed
to be cylinder shaped with a layer of metallic barrier, where the
diameter is the same as the width of the adjacent power line. As
technology is scaled, notably, the resistance of the via increases
significantly due to the smaller cross sectional area and highly resistive
metallic barrier of the via. The impedance characteristics of the on-chip
power network affect the power noise generated in the three different
parts of a power network.

3. Circuit models

The overall grid model consists of a load model, a local rail model,
and a global mesh model, as illustrated in Fig. 3. Due to the symmetric
characteristics of power distribution networks, only the V,,, portion of
the power network is illustrated in Fig. 3. The digital load is modeled as
a current source. The local power rail is modeled as a system composed
of distributed resistors and capacitors. The global grid is modeled as an
interdigitated mesh with the parameters described in [17]. The mesh
size is based on the space between the pads. The model considers the
physical area, supply current, and stage delay for each technology node
(14, 10, and 7 nm). The load models, track rail, and stripes across the
power rails are discussed in the following sections.

3.1. Load model

The peak power noise is dependent on the clock network [18]. The
load model is based on the current demands of a register and adjacent
gates within a standard cell track. A model of an interdigitated power
and ground distribution network is discussed in [19]; however, only a
global power network is considered. On-chip power noise in a high
performance system-on-chip based IC is evaluated in [20]. A lumped
model is utilized where the load is modeled at the block level. A
distributed on-die power grid model is introduced in [21], where the
on-die power noise is dependent on the microarchitecture and current
profile within different blocks. An individual load on a track rail is
modeled as a current source with a triangular load characteristic
[22,23].

Those gates are spatially adjacent to the register and are likely to
switch at approximately the same time as the register, thereby
contributing to the local current. If an adjacent gate at the load
switches before the track rail is recharged to the supply voltage, the
magnitude of the noise increases [24]. If the gate does not switch
before the voltage is restored to Vj,,, the gate does not contribute to the
peak noise [25,26]. Recharging determines the noise window (z,,,;,4)
during which the loads that switch within the window are summed and
the gates that switch outside of the window are ignored. The noise
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Fig. 3. Model of power network.
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window, which determines the recharge time of a track rail, is
approximated by three RC time constants,
A2
il

lwindow R 3%R(‘EII(Q‘E” + Cdecap)’ (1)
where N,,; is the number of cells between each P/G pair, R, and C,;
are, respectively, the resistance and capacitance of the track rail within
a standard cell, and G,,,, is the decoupling capacitance per cell. No
additional decoupling capacitors are considered in this work. The
placement and optimization of decoupling capacitors have been
investigated in [24,27].

Only those adjacent logic gates that switch within the noise window
contributes to the peak power noise. The delay of the adjacent gates is
approximated by the delay of an inverter. The load current is

a2t

window I
invl

ILnad = + 2'Iinvd4’

2
where 7,4, 15 the noise window, 7, and 1, are, respectively, the
delay and peak current of a 1X inverter, ,,,, is the peak current of a 4X
inverter, and a is the switching factor of the circuit. Note that the
intention of the load model is not to precisely emulate billions of load
changes across the entire power network, but rather to mimic the peak
power noise under realistic conditions when detailed block or load
information is not available.

invl

3.2. Rail model

Each local rail is modeled as a distributed resistor-capacitor with
multiple loads, with the length of the rail determined by the space
between two P/G pairs in the global power network. At least one load is
placed at the center of the rail to model a single register assuming the
worst case position. The number of loads and the space between loads
are determined by the target clock frequency. An individual logic gate is
modeled with an inverter delay (z;,) where the logic depth (D) at a
target frequency (f,,,,) is

1
j;lock ti”"(l + U),

lock

(3

where U is the delay uncertainty. The logic depth is the number of gates
between adjacent loads on a rail. The width of an inverter is used to
estimate the size of a standard cell. The physical distance between loads
on a local rail is therefore known. Based on this assumption, the total
number of active loads and the impedance between each active load can
be estimated. The logic depth is also used to determine the decoupling
capacitance,

Cde('up = Cgutr(l - ﬂ )D,

C)]
where C,,,, is the gate capacitance of an inverter, and f is the fill factor
of the standard cell layout. The fill factor, the fraction of silicon area
occupied by the standard cells, is a common metric for characterizing

the efficiency of standard cell circuits [28].

3.3. Striping of power rail

Each track rail is typically distinct. Recently, however, low im-
pedance connections between adjacent track rails have been used to
reduce the local rail resistance and any associated power noise, as
illustrated in Fig. 4(a). These connections between the power and
ground rails, called stripes, ensure that loads on the adjacent rails
interact. For any interaction, however, the worst case power noise of a
single local power rail (described as local power noise in the following
section) occurs when the power rail is not connected with striping. The
greatest reduction in power noise from striping occurs when the
adjacent rails are not affected by simultaneously switching signals.
These two conditions, therefore, bound the noise generated by a circuit.
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Fig. 4. Circuit models and physical structure of striping between the local power rails. a) comprehensive circuit model, b) Ry, approximated circuit model, and c) physical structure of

a stripe.

The number of interacting rails is determined by approximating a set of
rails as a resistive tree, as illustrated in Fig. 4(b). The resistance from
the center load to the edge of the track rail is

-1
1 1
Rypanct®) = R, + @R+ | == + —————|
hranch( ) v ( tham-h(x + 1)]

a*R (5)
where R, is the resistance of a stripe, x is the number of additional
branches, and a is the scaling factor of the resistance. As x increases,
the error decreases. Note that (5) is used to estimate the maximum
number of rails that minimizes the error. A distributed resistance
across the rail is included in the model.

The proposed power methodology produces a general circuit model
to evaluate peak power noise during the early exploratory design stage
when floorplan and placement information is unavailable. This power
network model is not intended to be integrated within a power network
synthesis and optimization flow [29-31] or to compete with fast
simulation algorithms within power network solvers which support
many billions of nodes [32,33].

14

4. Evaluation of power noise

The model has been evaluated for power networks in 14 (N14), 10
(N10), and 7nm (NO7) CMOS FinFET technologies with a clock
frequency ranging from DC to 5 GHz. The global power grid dimen-
sions are based on the 14 nm technology node. The pitch of the global
grid is subsequently linearly scaled to N10 and NO7 based on the global
grid in 14 nm technology. Model generation and simulation are based
on MATLAB and Cadence Spectre. The contribution of power noise in
advanced technology nodes is discussed in Section 4.1. A comparison of
the local power noise for different technology nodes is provided in
Section 4.2.

4.1. Power noise components

The power noise is assumed to be the peak power noise due to
simultaneously switching loads. The total on-chip power noise is the
voltage variation from the power pad to the local V;,,. The entire power
distribution network structure, including the global power grids, local
power rails, and via stacks, contributes to the power noise. To
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Fig. 5. Comparison between on-chip and off-chip power noise in 14, 10, and 10 nm
technology nodes.

comprehensively evaluate the power noise from the perspective of
technology scaling, the total power noise considers the hierarchy of the
power network. The global power noise consists of /R and L di/dr noise
introduced by the mesh grid and high density transient currents. The
local power noise is due to the highly resistive power rails and is
dominant in advanced technology nodes. The via stack power noise is
due to IR drops across stacked vias connecting the global power grid to
the local power rails. The resistance of each local via is significant. The
resistance of a via between metal 1 and metal 2 in the 10 nm
technology node can reach 30 2 [4].

The package inductance is important not only at the package and
board levels but also at the IC level. A comparison between on-chip and
off-chip power noise for different technology nodes is illustrated in 5.
Note that the assumed package impedance is based on [21]. The power
noise is averaged across clock frequencies ranging from DC to 5 GHz.

The total on-chip power noise ranges from 14.2% to 18.5% in 14,
10, and 7 nm technology nodes with a trend of increasing power noise
with technology scaling, although the 10 nm node exhibits lower power
noise than the other two nodes (see Fig. 6). The reason is that the
reduction in power noise in global power grids is larger than the
increase in power noise in local power rails and via stacks.

The distribution of the three power noise components vary with
technology scaling, as illustrated in Fig. 6. The power noise is averaged
across clock frequencies ranging from DC to 5 GHz. The via stack
power noise and local power noise exhibit the same trend of increasing
noise as technology scales due to the significant resistance of the vias
and local power rails. The global power noise, however, decreases 4.6%
and 4.0%, respectively, in N10 and NO7 as compared with N14, which
is 10.8%. This reduction in global power noise is due to the lower
resistance and inductance of the global power grid in N10 and NO7 due
to the decreasing global power/ground dimensions. Notably, global
power noise in N14 is 10.8%, which dominates the total power noise, as
compared with 6.2% and 6.8%, respectively, in N10 and NO7. A
metalization scheme which reduces the global power noise is therefore
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Fig. 6. Components of on-chip power noise in 14, 10, and 10 nm technology nodes.
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preferable in N14. For NO7, local power noise is the largest contributor
to the total power noise, indicating methods to reduce local power
noise are needed in NO7. As an effective method to mitigate local power
noise, the effects of graphene interconnects on power noise suppression
are discussed in the following section.

4.2. Different technology nodes

The local V},, rails exhibit a peak power noise that ranges from 3%
to 10% of V,,, with a trend of increasing power noise with technology
scaling. As the clock frequency supported by the track increases, the
power noise increases in discrete steps, as illustrated in Fig. 7. Each
step is due to the larger number of loads that simultaneously switch on
a track rail, which corresponds to a relative decrease in logic depth.
Local noise levels also increase with each technology node, although
the magnitude of the noise is strongly dependent on the clock
frequency and number of loads per rail. At lower frequencies with
only a single load switching per rail, N10 and NO7 exhibit, respectively,
power noise increases of 0.7% and 1.8% as compared to N14. At higher
frequencies with two loads per rail, the power noise increases,
respectively, by 1.8% and 4.1%. This behavior is expected as the width
of a standard cell gate is proportionally larger with scaled technologies,
producing a larger track resistance per cell.

To measure the effects of power noise on circuit performance, a five
stage ring oscillator (RO) is driven with power noise injected into both
the power and ground rails. The per cent reduction in ring oscillator
frequency is depicted in Fig. 8. As the power noise increases with
frequency, the performance of the ring oscillator decreases. As ex-
pected, the RO performance increases with each technology generation
and drops discretely with increasing clock frequency. Notably, the
magnitude of the decrease in oscillator frequency is much higher in
NO7 than in N10 and N14, indicative of the higher sensitivity to power
noise with device scaling. At frequencies above 3 GHz, the performance
of the NO7 ring oscillator drops below the performance of the N10 ring
oscillator operating at a lower clock frequency. Intuitively, the delay of
an NO7 circuit degrades, losing the advantages of scaling. Maintaining
the same performance requires a proportionally smaller P/G pitch that
is more aggressive than a linearly scaled grid.

5. Power noise suppression

The dependence of power noise on additional global power metal
layers, stripes, graphene interconnect, and local interconnect scaling is
discussed in this section. Methods to suppress power noise in power
distribution networks are discussed in the following subsections. The



K. Xu et al.

35¢
g BD- \55-—----h~_-_‘__‘
\
‘Ef 25+ \
i+ s 1
N
o 2ot “ .
el " i
& 1sf| N0z e
= i "
E N10 Y
c [ N14 =
=
> 5Sf
(8]
c
TR e itkereiid
o
o LT TTTI
g st T
-10 1 L 1 1 L 1 |‘ J
1 15 2 25 3 35 4 45 5
Clock frequency (GHz)

Fig. 8. Per cent decrease in performance of average power noise of a five stage ring
oscillator in 14 nm, 10 nm, and 7 nm technologies normalized to an N14 ring oscillator.

effectiveness of additional power metal layers to reduce global power
noise is presented in Section 5.1. The striping technique is discussed in
Section 5.2. Reductions in power noise due to graphene is evaluated in
Section 5.3. The scaling scenario for local power rails affects the local
and via stack power noise, which is discussed in Section 5.4. A
preferable metalization scheme for different technology nodes to
reduce the total power noise is discussed in Section 5.5.

5.1. Additional global power metal layers

As technology is scaled, the number of on-chip metal layers
increases, resulting in multiple metal layers available for the global
power network [34]. Adding metal layers to the global power grid
introduces more paths for the current to flow, lowering the grid
impedance. In this section, reductions in global power noise due to
adding layers is evaluated for different advanced technology nodes.

These additional power metal layers are oriented orthogonal to the
adjacent metal layers to lower inductive coupling, thereby producing a
mesh structure [35]. The size of the metal line and the pitch between
adjacent metal lines are assumed the same. As expected, global power
noise decreases as more global metal layers are added, as illustrated in
Fig. 9. The rate of global power noise reduction however decreases with
increasing number of additional global layers. Further increase the
number of dedicated layers is not efficient to reduce global power noise.
Note in Fig. 9 that the baseline of the global power grid is two layers.
The greatest reduction in global power noise for N14, N10, and NO7 is,
respectively, 8.1%, 4.6%, and 5.2% when an additional six metal layers
are dedicated to the global power grid. Adding power layers is shown to
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be more advantageous in N14 as compared with N10 and NO7 where
global power noise is less significant.

5.2. Stripes technique

One method to reduce local power noise is applying multiple stripes
to adjacent track rails. As a primary component of on-chip power noise,
local power noise become dominant in the NO7 node. To reduce local
power noise, an individual track rail can use multiple stripes to the
adjacent rails, each with a variable width. The noise exhibited by a
3.6 GHz circuit with striping for variable width and count is illustrated
in Fig. 10. For reference, the peak noise of a 3.6 GHz circuit without
striping for the N14, N10, and NO7 technology nodes is, respectively,
4.6%, 5.7%, and 7.1%. The stripe count is the number of stripes per
track rail, and the stripe width is the pitch of a stripe with additional
vias. The stripe count and stripe width are both normalized to the
minimum metal pitch of the technology node.

Introducing striping reduces power noise by almost a factor of two
for each technology node, with a slight increase in noise reduction with
each technology generation. The maximum stripe width and count,
with nine stripes at a stripe width of ten, is impractical in conventional
circuits for any technology node. In these cases, ten cells are between
each stripe, and each stripe is approximately the size of four inverter
cells. These additional interconnects cause significant routing conges-
tion and area overhead.

Much benefit, however, can be achieved with wide stripes. A single
stripe with a stripe width of ten reduces the power noise by almost a
third for N14, N10, and NO7. This reduction in noise is due to the
relatively large resistance of the via for each stripe. As the stripe width
increases, additional vias can be added, reducing the effective resis-
tance of the stripe, thereby lowering the resistance of the path to the
power supply. At stripe counts greater than five, there are diminishing
returns on the reduction in power noise. In this case, a stripe width
above six reduces much of the power noise without incurring excessive
overhead.

5.3. Graphene interconnects

Another method to reduce power noise is exploiting lower resistiv-
ity material in power grids to reduce the effects of the “resistivity wall.”
As illustrated in Fig. 1, the resistivity of GNRs is comparable to copper,
and the resistivity of FLG is lower than copper in deeply scaled metal
lines [10]. Although integrating graphene with CMOS technology is not
yet practical, graphene as an interconnect replacement significantly
reduces power noise.

Power noise is evaluated for the 7 nm technology with five stripes
across the power ground rails for three different materials. The
resistivity of GNRs is extracted from experimental data based on the
local interconnect width used in 7 nm technology [10]. The resistivity
of FLG is determined based on the sheet resistance reported in [11]
and the thickness of typical five layer graphene. The third material is
copper. As illustrated in Fig. 11, a large difference in power noise
between FLG and copper is exhibited since the difference in resistivity
is significant in 7 nm interconnect technology. A 59.1% reduction in
peak noise is achieved with FLG as compared with copper. The
bottleneck is the vias between two adjacent metal layers, which is
highly resistive in advanced technology nodes as compared to the
resistance of the metal lines.

5.4. Scaling of local power rails

For a global mesh structured power grid, the pitch of each power/
ground pair decreases with technology scaling. The width of the global
power/ground interconnect is however fixed in advanced technology
nodes to prevent an increase in the impedance of the global power grid.
Widening the global power grid significantly increases on-chip area
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Fig. 10. Effect of track stripe count and stripe width on normalized power noise, a) 14 nm, b) 10 nm, and ¢) 7 nm technologies. A 3.6 GHz frequency is assumed.
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Fig. 11. Peak power noise in GNRs, FLG, and copper power grids with increasing clock
frequencies in 7 nm technology.

while also introducing a larger parasitic capacitance between adjacent
metal layers. For interdigitated local power rails, the pitch of the
adjacent power and ground rail is proportional to the gate pitch to
match the standard cell height for each technology node. The width of
the local power rail is proportional to the minimum metal pitch of each
technology. This scaling process is a primary source of power noise due
to IR drops.

In evaluating power noise, the width of the local power rail is set to
three times the minimum metal pitch of each technology. A tradeoff
should be considered between the physical area and the impedance
characteristics of the local power rails to satisfy power noise budgets in
advanced technology nodes. A smaller standard cell height allows the
on-chip area of the local power rails to be increased while maintaining
performance improvements. As illustrated in Fig. 12, a 32.4% reduc-
tion in peak noise is exhibited after increasing the power rail width
from three times to five times the minimum metal pitch in a 7 nm
technology. As compared with Fig. 11, the reduction in power noise
with larger power rail widths is lower than exploiting new interconnect
materials. Changing the metal width is however more practical since
this change does not require novel fabrication and integration tech-
nologies. Increasing the width of the local power rail degrades
performance due to the large area overhead of the local metal layer.

5.5. Metalization schemes for advanced technology nodes
In this section, power noise is compared for four different scenarios

(A: baseline case, B: adding two extra metal layers for the global power
network, C: increasing the local metal line width to five times the
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Fig. 12. Peak noise in 3X, 4X, and 5X minimum metal pitch interconnect scaling
scenarios with increasing clock frequencies in 7 nm technology.

minimum metal pitch, D: adding five stripes to each power track). For
reference, in the baseline case, the power network utilizes two metal
layers for the global grid. The local metal width is three times the
minimum metal pitch without striping.

Comparing scenarios B, C, and D with A, the total power noise in
N14, N10, and NO7 is suppressed. The greatest reduction in power
noise is, respectively, 5.1% (case B), 4.6% (case C), and 1.1% (case D),
as illustrated in Fig. 13. An additional two power layers significantly
decrease power noise in N14 but has limited effect on N10 and NO7,
indicating in N14 that adding global power layers is preferable to
reducing power noise. A 5X metal line width achieves the greatest
reduction in power noise (5.1%) as compared with adding five stripes
(3.0%) in 7 nm technology. A wider local metal line more efficiently
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Fig. 13. Total power noise in 14, 10, and 7 nm technology nodes for four different
scenarios.
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suppresses power noise in NO7 than the stripping technique. Local
power noise is reduced by wider metal lines, as well as via stacking due
to the larger vias. As a result, widening the metal line has the greatest
potential to reduce the total power noise in 7nm technology.
Comparing scenarios B, C, and D for N10, a 5X metal line width is
less efficient in suppressing power noise than the five stripes technique.
Widening the metal line is less advantageous due to the relatively high
resistance via stack in N10 as compared with NO7.

6. Conclusions

An exploratory modeling methodology is proposed for assessing
power noise in standard cell digital circuits. Models are discussed for
14, 10, and 7 nm technologies to evaluate noise trends. Local resistive
noise is shown to increase with technology scaling and starts to
dominate the total power noise at the 7 nm node. The effects of local
stripes are evaluated on power grids, exhibiting a 2X reduction in local
power noise. Adding global power metal layers is an effective method to
reduce global power noise. Exploiting new materials in on-chip
interconnect exhibits good potential to lower power noise in advanced
technology nodes. Tradeoffs between power noise and performance
need to be carefully considered when scaling the width of the local
power rails. In 14 nm technology, providing additional global metal
layers is preferable to lowering power noise, where a 30.6% reduction
in power noise is exhibited. Below 10 nm, local power rails with wider
metal lines are effective in suppressing local and via stack power noise.
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