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Abstract 

Relentless scaling of integrated circuits has resulted in significant performance 

improvements. Although active devices mostly benefit from scaling, passive interconnect 

networks have degraded in performance with scaling. Interconnect parasitic effects therefore 

must be considered throughout the design process. Furthermore, novel and innovative design 

methodologies for interconnect networks are required to maintain high performance in these 

highly complex integrated circuits. 

The focus of this thesis is on three important interconnect networks: clock, data, and 

power generation and distribution networks. Design and analysis methodologies to improve 

the performance of these networks have been developed. Specifically, the following three 

topics have been addressed in this thesis. 

Exploiting resonance for distributing high frequency clock signals is a promising 

technology to reduce power dissipation, clock skew, and jitter. A comprehensive 

methodology for designing these resonant networks has been developed. A case study of a 5 

GHz clock signal within a resonant H-tree network has been demonstrated in a 180 nm 

CMOS technology, resulting in a substantial 84% reduction in power consumption as 

compared to a traditional H-tree network. 

On-chip resonance has also been used to design a novel data distribution network. By 

eliminating the need for traditional buffer insertion, a significant reduction in power and 

latency has been observed. A methodology for designing these networks has been developed. 

A case study of a 5 Gbps data signal distributed within a 5 mm long interconnect has been 



 vii

demonstrated, exhibiting 90% and 40% improvements in power consumption and latency, 

respectively, as compared to repeater insertion and several different exotic techniques. 

A distributed rectifier for a buck converter implemented in three-dimensional (3-D) 

technology has also been developed. The proposed rectifier eliminates the need for a 

traditional LC filter, enabling the on-chip integration of DC-DC converters. A test circuit of 

the distributed rectifier has been designed for manufacture in the MIT Lincoln Laboratories 

150 nm CMOS technology. Additionally, an on-chip hybrid buck converter based on 

switching and linear DC-DC converters has been developed, demonstrating superior 

efficiency and conversion range as compared to conventional buck converters. 

The development of these novel design methodologies will compensate for the 

detrimental effects of scaling on interconnect networks. High performance operation of 

highly complex integrated circuits has been demonstrated to be feasible. A combination of 

novel design methodologies, materials, and integration technologies, is required for future 

nanometer integrated circuits. 
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Chapter 1  

Introduction 

“So I toyed around in my mind: How can I do this experiment -- I was still 
being lazy; of course I could have evacuated the thing, but that was the sample 
that had been fixed up to put down in this thermos and it wasn't exactly 
conducive to evacuation; and it would have taken some time to do this. 

I think I suggested, 'Why, John, we'll wax the point.' One of the problems was 
how do we do this, so we'd just coat the point with paraffin all over, and then 
we'd push it down on the crystal. The metal will penetrate the paraffin and 
make contact with the semi-conductor, but still we'd have it perfectly insulated 
from the liquid, and we'll put a drop of tap water around it. That day, we in 
principle, created an amplifier." -- Walter Brattain, January 1964 [1] 

“This circuit was actually spoken over and by switching the device in and out 
a distinct gain in speech level could be heard and seen on the scope 
presentation with no noticeable change in quality.” -- Walter Brattain, 
December 24, 1947, lab notebook [1] 

 

Events that took place at Bell Laboratories between November 17 and December 23, 

1947 ignited the microelectronics era. Inventing the transistor led to the most important 

economic development of the 20th century: the information revolution. The driving force at 

the heart of what has proven to be an exceptionally productive industry is microelectronic 

integrated circuit technology. Since the invention of the integrated circuit in 1959 by 

Fairchild Semiconductor, the productivity of silicon integrated circuit technology has 

increased more than a billion fold while performance has increased more than one hundred 

thousand fold [2]. The accomplishments of the microelectronic integrated circuit technology 

can be attributed to the continuous scaling of semiconductor devices and the use of digital 

signal processing paradigms. Inevitably, the leading semiconductor technology, i.e., 
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complementary metal-oxide-semiconductor (CMOS), is approaching both physical and 

economic limits that will severely restrain the current rate of advance. 

The taxonomy of the current challenges of very large scale integration (VLSI) systems 

and the relations among the sub-networks are shown in Figure 1.1. Noise, power, and speed 

are the three vertices of the triangle, indicating the primary performance criteria of digital 

VLSI circuits. 
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Figure 1.1 Taxonomy of digital VLSI challenges 

 

The location inside the triangle of Figure 1.1 illustrating the primary design criteria in 

VLSI circuits, including clock networks, power/ground networks, interconnect, devices, and 

substrate, are analogous to the physical location within an integrated circuit. The arrows show 

the relationship among the different components and performance criteria, as well as the 

primary sources of performance degradation. Clock and interconnect distribution networks 
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(bold titles) and the related design issues (bold arrows) are the primary focus of this thesis 

with respect to noise, power, and speed. 

 

1.1 Where Are We Heading? Trends and Predictions 

The prediction of the international technology roadmap for semiconductors (ITRS) [3] 

ends in the year 2020 with more than a 100 billion transistors occupying a single IC with a 

typical transistor channel length of 10 nm. At this transistor size, semiconductor technologies 

have reached fundamental physical limitations, requiring the development of new 

technologies. In order to support a system with 10 nm length transistors, four requirements 

have been identified [4]: 

1) Develop a cost efficient 10 nm fabrication technology; 

2) Devise effective methods to handle low yield and defective devices; 

3) Manage power and heat dissipation; and 

4) Develop global interconnect technology to complement 10 nm transistors. 

Interconnect networks included in the requirements for future technologies since 

interconnects do not scale well, consume a significant amount of power, and place severe 

limitations on processor clock speeds.   

Clock signals in digital systems are simultaneously distributed to physically remote 

locations across an integrated circuit (IC). The clock signal provides a time reference that 

permits different parts of a circuit to operate in the correct order, thereby producing correct 

logical operation [7]. A clock signal is usually distributed from a common global source 

through metal interconnect networks and clock drivers, introducing delay. Unfortunately, the 

delay at every point on an IC cannot be precisely maintained, due to delay uncertainty [8]. 
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Clock skew, which is the difference in the arrival time of the clock signal between 

sequentially-adjacent registers, can lead to catastrophic logic failure [7]. Another undesirable 

effect is clock jitter which occurs when the edges of the clock signal fluctuate in time. This 

behavior occurs due to imperfections in the clock generator and power supply noise [18]. 

Changes in the coupling capacitance and variations of the input capacitance of the registers 

also add random noise while increasing jitter. 

Predictions regarding skew and jitter for different future technologies are depicted in 

Figure 1.2 [9]. Based on these trends, by the year 2013, at a critical node technology of 32 

nm, skew and jitter will dominate synchronous performance, consuming 62% of the total 

clock period. Furthermore, synchronizing digital circuits at high frequencies has become 

more difficult since interconnect geometries do not scale as easily as transistors, producing 

longer wire delays. 

Additionally, during each cycle, the entire clock capacitance is charged and discharged 

to ground, dissipating the stored energy as heat. In modern microprocessors, the largest 

portion of the power budget is consumed by the clock distribution network [20], as depicted 

in Figure 1.3. In this example, 40% of the power budget is consumed by the clock distribution 

network within the processor, such as the DEC Alpha 21164 [10] and the Motorola MCORE 

micro-RISC [11]. As technology scales, this trend will worsen, requiring the development of 

novel design methodologies and technologies for low power clock distribution networks. 
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Figure 1.2 Predictions of skew and jitter [9] 
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Figure 1.3 The power budget breakdown for several microprocessors [20] 

 

An alternative synchronization scheme has been proposed in the form of globally 

asynchronous, locally synchronous (GALS) systems [5]. In this scheme, individual digital 

modules are treated as synchronous networks, while the operation of the inter-module 

communication is not fully synchronous. Once the number of these multiprocessors increases, 

intra- and inter-module communication among the processors and the shared memory will 

require significant time [4]. An additional difficulty in GALS networks is the design of 
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reliable circuit interfaces to manage communication among the synchronized blocks while 

avoiding metastability between synchronous and asynchronous logic domains [6]. 

A related challenge in high performance, high complexity integrated circuits is the on-

chip interconnect [12]. Transmitting clock and data signals over large die areas requires long 

and thicker interconnections among the various circuit modules. Consequently, as technology 

scales, the interconnect cross section decreases while operating frequencies increase. The 

impact of these trends on high performance systems is significant. Long interconnects with 

smaller cross sections exhibit increased capacitance and resistance, resulting in greater power 

consumption, latency, and signal attenuation. Furthermore, wire inductance can no longer be 

ignored due to high signal frequencies and long wire lengths. Two figures of merit that 

determine the length of interconnect in which inductance effects are significant have been 

provided in [13]. 

Some of these challenges are evident in the international technology roadmap for 

semiconductors (ITRS) [12], as shown in Figure 1.4. According to ITRS predictions, the total 

on-chip wire length will increase linearly with technology, reaching above 2000 m/cm2 by the 

end of this decade (see Figure 1.4(a)). This trend is consistent with the assumption that long 

interconnects will occupy large die area in future technologies. The prediction for RC 

interconnect delay is depicted in Figure 1.4(b). Note that the RC delay increases quadratically 

with technology, reaching above 500 ps (for a 1 mm Cu global wire) by 2010. Since both R 

and C are proportional to the wire length, the RC time constant is proportional to the square 

of the line length, placing limitations on the bandwidth of the global interconnects. 

Additionally, as the width of the interconnects decreases, the RC time constant increases due 

to increased resistivity and a decreased cross-section. These trends demonstrate that long 

interconnects with small cross sections exhibit increasing latency and delay uncertainty. To 
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combat these phenomena, traditional repeater insertion methods have been widely developed 

[50]-[61]. Unfortunately, as interconnect lengths increase, a larger number of repeaters are 

required. This results in significant power dissipation, increased delay and delay uncertainty, 

and additional area. 

 

 

(a) 

 

(b) 

 

Figure 1.4 2005 ITRS predictions: (a) total interconnect length of Metal 1 and five 

intermediate levels, (b) interconnect RC delay for a 1 mm Cu global wire [12] 
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1.2 Thesis Outline 

This thesis is organized into ten chapters. Global clock and data distribution networks 

are described in Chapter 2. In this chapter, the characteristics and topologies of conventional 

clock distribution networks are discussed. Traditional design methodologies for high speed, 

low power, and low noise data transmission networks are also presented. Specifically, low 

swing interconnects, repeater insertion, shielding, differential interconnects, bus swizzling, 

and tapered interconnects are discussed and compared with respect to power consumption, 

noise, area, and transmission speed. Finally, to analyze the performance of these networks, 

design metrics such as clock skew, signal jitter, power consumption, and propagation delay 

are reviewed. 

Advanced clock and data distribution networks in the form of oscillatory clock and 

signal modulation, respectively, are presented in Chapter 3. To support the discussion of 

these networks, a brief introduction to transmission line theory is provided. Three approaches 

for multi-gigahertz clock distribution networks are reviewed: coupled standing wave 

oscillators, rotary traveling wave oscillators, and resonant distributed differential oscillators. 

Advanced communication links in the form of inductance dominated interconnects and pulse 

signal interconnects are discussed. A comparison between the two interconnect families is 

also provided. 

The importance of on-chip inductors for high speed analog and, recently, digital circuits 

require the development of high performance on-chip inductors. Therefore, insight into the 

characterization and analysis of on-chip inductors is provided in Chapter 4. Specifically, on-

chip inductors are classified into common families. Models of spiral planar inductors, design 

guidelines, and tradeoffs are also discussed. 
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The following two chapters propose novel design methodologies for clock and data 

distribution networks, respectively. A design methodology for global H-tree clock 

distribution network is presented in Chapter 5. In this chapter, the background and problem 

formulation of resonant clock networks are described, providing guidelines for designing 

these structures. A case study is presented to demonstrate the design of these networks. The 

sensitivity of a resonant clock distribution network to certain design parameters is also 

examined. 

A low power, low latency design methodology for quasi-resonant interconnects is 

presented in Chapter 6. Techniques for exploiting on-chip resonance in integrated circuits as 

well as the principle of resonance for data transmission are presented. A quasi-resonant 

interconnect design methodology is described, followed by a case study demonstrating a 5 

Gbps data signal distribution along a 5 mm interconnect. Simulation results and a comparison 

to other communication schemes are provided. 

A methodology for designing an on-chip distributed rectifier of a 3-D buck converter is 

described in Chapter 7, followed by a case study demonstrating a 3.3 to 1.2 volt conversion 

while providing a peak current of 700 mA to a designated plane. Performance analysis of the 

distributed rectifier as well as a comparison to conventional filters is also provided. 

In order to evaluate and validate the operation of the proposed rectifier, a test circuit has 

been designed in the MIT Lincoln Laboratories 150 nm CMOS 3-D technology. Several 

design issues related to the physical layout have been addressed and are described in Chapter 

8. 

A novel hybrid on-chip converter for application to 3-D circuits based on linear and 

switching converters is described in Chapter 9. The proposed buck converter provides high 

efficiency for a wide range of conversion ratios while distributing 1 Ampere of DC current. 
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The distributed rectifier described in Chapter 7 is included in the design methodology of the 

proposed hybrid buck converter. 

In Chapter 10, the research work described within this thesis is summarized. Future 

research directions are described in Chapter 11. Possible topics for future research include 

spectral analysis of jitter noise in resonant clock distribution networks. A resonant on-chip 

DC-DC converter circuit as a higher efficiency alternative to conventional converters as well 

as a novel approach for a buck converter filter is proposed. Finally, different topologies of 3-

D on-chip inductors in 3-D circuits are explored. 
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Chapter 2  

Global Clock and Data Distribution Networks 

Most modern VLSI circuits are synchronized by a clock distribution network that spans 

across the physical die area. Synchronizing a large number of registers is an effective method 

to simultaneously manage the data flow process. Clock distribution networks provide a 

common framework for synchronizing data signals within high speed processors. 

Transmission of data signals among the synchronized processing blocks results in 

complex interconnect networks. In modern processors, these interconnect networks have 

become a performance bottleneck, exhibiting high power consumption and long latency. To 

improve interconnect performance, novel methods for high speed, low power, and low noise 

interconnects have been proposed. 

In this chapter, the characteristics and topologies of conventional clock distribution 

networks are discussed in section 2.1. Traditional design methodologies for high speed, low 

power, and low noise data transmission networks are presented in section 2.2. To analyze the 

performance of these networks, design metrics are reviewed in section 2.3. Finally, a 

summary is provided in section 2.4. 

 

2.1 Clock Networks in Synchronous Digital Integrated Circuits 

Conventional on-chip clock distribution networks generally consist of a series of buffers 

and interconnects that distribute a clock signal while minimizing delay uncertainty and power 
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consumption. Most microprocessors utilize multiple distributed buffer stages that drive a 

small portion of the network load. A typical hierarchy of a high performance clock 

distribution network is shown in Figure 2.1. 
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Figure 2.1 Hierarchical topology of a clock distribution network 

 

A clock network is typically partitioned into three domains: global, semi-global, and 

local networks. The global clock distribution network spans the largest area and is driven by a 

global buffer at the root of the network. Design issues at the global level are mostly related to 

signal integrity and delay uncertainty due to the accumulation of clock skew and jitter over 

long signal paths. Global networks, therefore, introduce the highest skew and jitter to the 

clock signal. Global networks, however, exhibit smaller capacitance than local networks, 

relatively little power is dissipated at this level [23]. 

The semi-global distribution network may consist of several levels of buffering and is 

usually considered to be part of the global clock network. The semi-global level spans over 
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less area and drives less capacitance than the global network, resulting in relatively small 

power consumption. Skew and jitter are accumulated and propagated through the buffers due 

to power supply noise and process variations. Power dissipation, clock skew, and jitter are 

moderately affected by the semi-global network, as illustrated in Figure 2.1. 

The final level of a clock distribution network is the local network. This network drives 

the final load of the clock network (i.e., registers), dissipating a large portion of the power. 

The local clock network dissipates an order of magnitude more power than the global and 

semi-global networks combined [23]. Note that the clocked elements at the local level are 

typically connected by asymmetric interconnections if automated place and routing tools are 

used. 

The design of the different hierarchical levels within a clock distribution network 

depends upon the architecture and performance characteristics. In modern processors, the 

global level is commonly implemented as a symmetric H-tree structure [32] or a trunk [57], 

as shown in Figure 2.2. These topologies are advantageous at the global level of the clock 

distribution network due to the simple symmetric pattern that covers a large area while 

minimizing the distance between the PLL and the leaf nodes. 
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(b) 

 

Figure 2.2 Global level distribution networks: (a) H-tree, (b) trunk 
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Figure 2.3 Global and semi-global H-tree network 

 

In contrast to the global level, several alternatives are suitable for the semi-global 

portion of the clock distribution network. Numerous semi-global clock distribution networks 

are implemented in the form of an H-tree topology due to the simplicity of the structure, 

exploiting the inherent advantages of these structure [33], [34], [35], as illustrated in Figure 

2.3. Alternatively, it is common to connect a large mesh to the global H-tree as the semi-

global clock network [36], [37], [38], [39], as shown in Figure 2.4. The grid configuration 

provides a symmetric structure, reducing skew and jitter; however, a large capacitive load is 

introduced. 
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Figure 2.4 Global H-tree and semi-global grid network 

 

A different approach for controlling clock skew is to utilize length-matched serpentines 

to distribute the clock at the semi-global level [40], as shown in Figure 2.5. Similar to the H-

tree topology, the serpentine lines produce nominally zero skew; however, additional latency 

and load capacitance are introduced as compared to an H-tree. 

The design of the final portion of the clock distribution network at the local level is 

usually achieved by manual (or semi-automated) design methods due to the relatively limited 

span of these local networks. Since most modules incorporate irregular interconnect 

structures, local networks typically exhibit an asymmetric tree structure that can be length 

matched to satisfy specific skew specifications. 
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Figure 2.5 Global H-tree and semi-global length matched serpentine network 

 

2.2 Design Methodologies of Data Distribution Networks  

To satisfy high performance operation of on-chip interconnects in a high complexity 

VLSI environment, a variety of signaling techniques have been proposed. These techniques 

target a decrease in power consumption, coupling noise, and physical area while increasing 

signal transmission speed. Since these performance characteristics often exhibit opposing 

trends, optimizing for all performance requirements is difficult and sometimes not feasible. 

Tradeoffs in design to achieve different performance goals are therefore frequently 

encountered. 

The most common design techniques for interconnects are briefly described in this 

section. Specifically, low swing interconnects, repeater insertion, shielding, differential 
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interconnects, bus swizzling, and tapered interconnects are discussed and compared with 

respect to power consumption, noise, area, and transmission speed in the following 

subsections. 

 

2.2.1 Low Swing Interconnects 

The primary power consumption component in typical CMOS circuits is the dynamic 

switching power. During voltage transitions, dynamic power is dissipated while charging and 

discharging the parasitic capacitances within a circuit. The average dynamic power consumed 

by a CMOS gate driving a capacitive node during a time period Ts is 

 

1
,L DD swing

s

P C V V
T

  (2.1) 

 

where CL is the equivalent lumped capacitance of the drain-to-body junction capacitance of 

the driver gate, the equivalent capacitance of the interconnect, and the gate oxide capacitance 

of the load gate. The voltages Vdd and Vswing are the power supply and voltage transition 

across CL during a time period Ts, respectively. The power consumption can be reduced by 

increasing Ts or reducing CL, Vdd, and Vswing, as evident from (2.1). For high performance 

circuits, however, the most practical approach to reduce power consumption is to decrease 

Vdd and Vswing, resulting in low swing operation. 

The concept of low swing interconnects is illustrated in Figure 2.6. This scheme usually 

requires multiple power supply voltages to generate a low swing signal, as well as transmitter 

and receiver circuits at the near end and far end of the interconnect, respectively. The 
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transmitter and receiver are interface circuits that convert a full swing signal to a low swing 

signal and back to a full swing signal, respectively [41], [42], [43], [44], [45]. 
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Figure 2.6 Principle of low swing interconnects 

 

The primary inherent disadvantages of low swing interconnects are the lower speed and 

additional power consumption due to the interface circuits. Additionally, a low signal-to-

noise ratio is exhibited by the low swing signals propagating across long resistive 

interconnects. Careful design of low swing interconnect networks, however, can result in 

significant power savings, achieving up to 60% improvement in power [43], [44], [45]. 

 

2.2.2 Repeater Insertion 

Repeater insertion is a widely used technique for reducing propagation delay and 

coupling noise. As an example, consider the delay of an RC line, 0.38RCl2 [49], which is 

proportional to the square of the interconnect length l. By dividing the interconnect into m 

shorter segments, as shown in Figure 2.7, the delay is linearized with respect to the length 

0.38RCl2 / m. Furthermore, the coupling noise between interconnects is also reduced due to 

the shorter length between neighboring lines. These repeaters, however, introduce additional 

delay, as well as increased power consumption, area, skew, and jitter. 
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Figure 2.7 Repeater insertion in RLC interconnect 

 

A variety of design methodologies have been proposed for efficiently inserting repeaters 

in RC [50] and RLC lines [51], as well as in interconnect trees [56]. The primary goal of these 

repeater insertion techniques is to determine the optimal number (m) and size of the repeaters 

(h), while achieving multiple design goals. For example, optimization for minimum delay is 

proposed in [52], [53], [53], [54]. Repeater insertion for minimum delay while considering 

power consumption is presented in [55], [58], [59]. Minimizing delay and crosstalk noise is 

described in [60]. Optimization of power consumption considering thermal effects is 

proposed in [61]. 

 

2.2.3 Shielding 

Shielding techniques are widely used in integrated circuits to reduce capacitive and 

inductive coupling. By inserting a shield line between signals lines, changes in the effective 

interconnect capacitance is significantly reduced, resulting in less delay uncertainty. 

Inductive coupling and self inductance can also be reduced by inserting shield lines, since the 

shield line provides a nearby current return path [62]. 
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Figure 2.8 Shielded interconnect: (a) passive shielding, (b) active shielding 

 

Shielding techniques can be categorized into two types: passive shielding and active 

shielding, as shown in Figure 2.8. In passive shielding, the shield lines are typically 

connected to the power or ground networks. In active shielding, the signal switching activity 

on the shield lines is exploited to change the effective capacitance and loop inductance, 

thereby reducing delay and coupling noise [63]. Generally, switching the shield and signal 

lines in the same direction can reduce delay, improve slew rate, and increase the inductive 

coupling noise [62]. Note that clock distribution networks are usually shielded due to the 

reduced delay uncertainty and high speed and integrity requirements of the clock signals [64]. 

The primary disadvantage of shielding is the additional area occupied by the shield lines (and 

higher load capacitance in active shielding). 
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2.2.4 Differential Signaling 

The use of differential data transmission has been adapted from off-chip and chip-to-

chip communication to on-chip applications. The primary advantage of differential 

interconnects is the high signal-to-noise ratio due to the common mode noise rejection. 

Differential signaling, however, requires double the number of signal paths as compared to 

single-ended transmission networks. A typical topology is composed of a transmitter, 

differential transmission lines, and a receiver, as illustrated in Figure 2.9. The transmitter at 

the near end of the network converts the single-ended signal into an opposite polarity 

differential signal, while the receiver at the far end of the transmission lines converts the 

differential signal into a single ended form. 
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Figure 2.9 Differential transmission network 

 

A differential current-mode signal transmission network can achieve 65% and 51% 

improvement in delay and energy per unit length, respectively, as compared to inserting 

repeaters [65]. In this scheme, a transmitter produces a differential current, charging the first 

transmission line while discharging the second line. Once the current difference is sufficiently 

large to be sensed, control signals enable and disable the receiver and transmitter, 

respectively, reducing static power dissipation. To address the problem of crosstalk between 
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neighboring differential lines in buses, a methodology for optimal positioning of twists in the 

differential interconnects is provided in [66]. 

Since differential interconnects exhibit high signal-to-noise ratio, low swing techniques 

are commonly combined with differential interconnects. A possible implementation of a low 

swing differential interconnects is shown in Figure 2.10 [46]. In this circuit, the transmitter 

uses NMOS transistors for both the pull-up and pull-down networks. Since differential 

interconnects are used, the transmitter provides two complementary signals (i.e., VddL and 0). 

At the receiver end, a differential pair amplifies the signal (transistors M1 and M2). The cross 

connected transistors (M3 and M4) provide a positive feedback loop for the two N-type 

common source amplifiers (consisting of transistors M3, M1, and M4, M2), amplifying the 

signal until saturation occurs. The signals at the output of the differential pair are further 

amplified by the buffers, driving an SR flip-flop that stores the final digital state.  During 

each clock cycle, the clocked transistors (M5, M6, and M7) reset the output of the differential 

pair to zero voltage. When the clock signal is high, transistor M7 turns off, saving power. 
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Figure 2.10 Differential low swing interconnect 
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2.2.5 Bus Swizzling 

By intentionally permuting (or swizzling) the interconnects, capacitive coupling among 

the wires averages out, reducing both the worst case delay and delay uncertainty [47]. 

Intentional delay is introduced by the swizzled section of the interconnect, resulting in 

different arrival times of the signal, thereby improving the performance of the critical nets. 

This behavior occurs since capacitive coupling depends upon the relative arrival time and 

slew rate of the signals. An illustration of a four bit swizzled bus is shown in Figure 2.11. A 

maximum reduction of 25% in delay is achieved in a 65 nm technology for a four bit 

swizzled bus [47]. The bus swizzling technique can also reduce the mutual inductance, as 

described in [48]. 
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Figure 2.11 Example of bus swizzling 

 

2.2.6 Tapered Interconnects 

Non-rectangular geometric interconnect shapes can be used to reduce both power and 

delay. Specifically, exponential tapering has been shown to be the optimum shape function 

for minimum delay in RLC lines [67]. A tapered interconnect, shown in Figure 2.12(a), can 
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achieve the same delay with reduced power consumption as the uniform interconnect shown 

in Figure 2.12(b), due to the smaller capacitance. Furthermore, tapered interconnects reduce 

the coupling capacitance between neighbor lines, resulting in lower coupling noise. Tapered 

interconnects, however, exhibit greater resistance due to narrowing of the geometric shape, 

producing less inductive behavior [67]. The primary disadvantages of tapered lines are the 

increase in area and the added complexity of the CAD tools and fabrication processes that 

typically require strictly polygonal shapes. A comparison of trends among the different 

design methodologies with respect to power, noise, area, and speed is listed in Table 2.1. 

 

 

(a) 

 

 

(b) 

Figure 2.12 Example of shielded clock lines: (a) tapered interconnect, (b) uniform 

interconnect [68] 
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Table 2.1 Comparison of signal distribution networks 

Technique Power Noise Area Speed 
Low swing 

interconnects     

Repeater 
insertion     

Shielding     

Differential 
signaling     

Bus swizzling     

Tapered 
interconnects     

 

2.3 Criteria for Designing Interconnects and Clock Distribution 

Networks 

Clock skew, jitter, power consumption, and delay are the primary metrics for the design 

and analysis of interconnect and clock networks. These design criteria are characterized and 

described in this section. 

 

2.3.1 Clock Skew 

In synchronous digital circuits, two types of skew, i.e., local and global, are of 

significance. Local skew refers to the difference in the clock signal arrival time between two 

sequentially-adjacent registers [7], 

 

, ,
i jskew local C CT T T   (2.1) 
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where TCi and TCj are the clock delay from the clock source to the registers Ri and Rj, 

respectively, as shown in Figure 2.13. 
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Figure 2.13 Local data path 

 

The clock signals Ci and Cj synchronize the two registers Ri and Rj to ensure that the 

correct timing constraints are preserved for proper operation of the logic block. In an ideal 

clock distribution network, the local skew Tskew is zero. However, in certain cases, skew can 

be beneficial to the overall system performance. For instance, intentional skew can be 

introduced to decrease the delay in certain data paths. It is important to note that local skew is 

only relevant in local data paths, such as the path shown in Figure 2.13. Skew between 

nonsequentially connected registers, from an analysis viewpoint, has no effect on system 

performance [7]. 

Local skew can be positive or negative as illustrated in Figure 2.14. Positive skew occurs 

when the arrival of the clock signal at the final register Tcj leads the arrival of the clock signal 

at the initial register Tci of the same sequential data path. Positive skew is, therefore, the 

additional amount of time which must be added to the minimum clock period to reliably 

apply the following clock signal at the final register Tcj. Thus, positive skew decreases the 

maximum operating frequency of the circuit, thereby degrading circuit performance. 

Negative skew occurs when the clock signal arrives at Ri before arriving at Rj, i.e., the clock 

signal Tcj lags the arrival of Tci. As opposed to positive skew, negative skew can improve the 
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system performance by decreasing the delay of a critical path. However, if not designed 

carefully, negative skew can create race conditions [7]. 
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Figure 2.14 Clock timing diagrams 

 

Global clock skew refers to the difference in clock signal arrival time between any two 

registers connected to a global clock distribution network, as illustrated in Figure 2.15. Note 

that from a design perspective, global clock skew places constraints on the permissible local 

skew [7]. The maximum difference of the clock arrival times at any two different registers 

during the same clock cycle is [14] 

 

 ,
,

max max ,
i jskew global C C

i j
T T T   (2.2) 

 

where i and j are any pair of leaf nodes and Tci and Tcj are the corresponding clock arrival 

times, respectively. 

Local or global clock skew in synchronous digital systems occurs due to a variety of 

reasons [15]: 
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1) variations in line lengths from the clock source to the clocked register; 

2) variations in passive interconnect parameters, such as the line resistivity, dielectric 

constant and thickness, via/contact resistance, line and fringing capacitance, and line 

dimensions; and 

3) variations in active device parameters, such as the threshold voltage, channel 

mobility, and MOS geometric size, which affect the delay and power dissipation 

characteristics of the active buffers. 

It should also be noted that for a well designed and balanced clock distribution network, the 

distributed clock buffers are the primary source of clock skew. 
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Figure 2.15 H-tree with eight leafs 

 

2.3.2 Jitter 

The term jitter (also called phase noise) refers to a deviation in the time period (or 

frequency) of a clock signal from an ideal time period, as illustrated in Figure 2.16. 

Difficulties in modeling, designing, measuring, and eliminating clock jitter can lead to circuit 

failure. 
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Figure 2.16 Illustration of clock jitter 

 

Jitter can be classified into two primary categories: random (unbounded) and 

deterministic (bounded) jitter. Deterministic jitter is divided into three sub-categories as 

shown in Figure 2.17: periodic, data dependent (also known as inter-symbol interference), 

and cycle-to-cycle jitter. 

A random process characterizes random jitter since this form of noise is unpredictable. 

Random jitter exhibits a Gaussian distribution since the primary source of random noise in 

many electrical circuits is thermal noise, represented by a Gaussian distribution [16]. 

Additionally, the combined effect of many uncorrelated noise sources with different 

individual distributions approaches a Gaussian distribution according to the central limit 

theorem. A peak value of a Gaussian variable can theoretically reach infinity. While most 

samples of this random variable is clustered around the mean value, any particular sample can 

differ from the mean by an arbitrarily large amount, resulting in an unbounded peak-to-peak 

magnitude of the overall distribution. Taking a large number of samples of such a distribution 

produces a larger peak-to-peak value. 

Deterministic jitter is repeatable and predictable. The peak-to-peak value of this jitter is 

therefore bounded, and the bounds can be predicted based on a low number of observations. 

Jitter that repeats in a cyclic fashion is called periodic jitter. Since any periodic waveform can 

be decomposed into a Fourier series composed of sinusoidal functions, periodic jitter is also 

referred to as sinusoidal jitter. Periodic jitter is assumed to be uncorrelated with any other 
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periodically repeating pattern in the data stream, and is typically caused by an external 

deterministic noise source coupling into the system. For example, power supply noise, RF 

signals, or an unstable clock-recovery PLL are typical sources of periodic jitter. 

 

 

Figure 2.17 Taxonomy of different jitter forms 

 

The maximum cycle jitter is the change in the time period of a clock signal as compared 

to the ideal time period. This form of jitter is shown in Figure 2.18. In this case, the actual 

time period of the signal can vary from Tideal - tj1 to Tideal + tj2. Note that tj1 and tj2 are random 

variables and are not necessarily equal. The maximum period jitter is 

 

Tcycle,max max tk Tideal . (2.3) 
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Figure 2.18 Cycle jitter 
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Contrary to the maximum cycle jitter, the average cycle jitter is the root-mean-square 

(RMS) over a large number of clock cycles, 

 

Tcycle,RMS  lim
N

1

N
tk Tideal 2

k1

N

 . (2.4) 

 

This type of jitter is the most practical form of jitter for processor-based clock distribution 

networks. The RMS jitter provides meaningful information about the relative uncertainty in 

the clock arrival time and is therefore a useful metric for designing clock distribution 

networks. 

Cycle-to-cycle jitter is the change in the time period of a clock signal relative to the 

previous clock cycle [17], as shown in Figure 2.19. In this form of jitter, the difference 

between t2 and t1, and t3 and t2 displays a random characteristic which is not equal to zero. 

This form of jitter is the most difficult to measure due to the nonidealities of the measuring 

equipment. The RMS cycle-to-cycle jitter is 

 

Tcycle tocycle,RMS  lim
N

1

N
tk1  tk 2

k1

N

 , (2.5) 

 

where N is the number of clock cycles and tk is the time period [73]. 
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Figure 2.19 Cycle-to-cycle jitter 
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Note the difference between cycle jitter and cycle-to-cycle jitter. Cycle jitter compares 

the time period with the mean period, while cycle-to-cycle jitter compares the period with the 

preceding period. Cycle-to-cycle jitter therefore describes a short term jitter while cycle jitter 

described a long-term dynamic response. 

Jitter correlated with the bit sequence in a data stream is called data dependent jitter. 

This type of jitter is often caused by the non-ideal frequency response of a medium that the 

signal propagates through. For example, consider a data sequence that propagates within an 

interconnect with a low pass frequency response. In this case, the data sequence at the 

destination exhibits less than a full swing voltage unless several bits in a row are of the same 

polarity. Data dependent jitter is also called inter-symbol interference (ISI). 

Jitter that can be predicted based on the rising or falling edge of a bit stream is called 

duty-cycle jitter. This type of jitter typically originates from the difference between the slew 

rate of the rising and falling edges. Additionally, variations in the decision threshold can 

generate duty cycle jitter. 

The dominant sources of clock jitter are [18]: 

1) Power supply and temperature variations affecting the circuit delay from path to path. 

2) Changes in capacitive load due to coupling between the clock lines and adjacent 

signal lines, and variations in the gate capacitance. 

3) The generation of an on-chip clock signal usually includes a voltage controlled 

oscillator (VCO). A VCO, however, is sensitive to intrinsic device noise, power 

supply variations, and substrate noise coupling. Hence, the generation of the clock 

source contributes jitter to the signal. 

In a well designed clock generation and distribution network, power supply variations are the 

dominant source of clock jitter. 
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2.3.3 Power Consumption 

As described in Chapter 1, high power consumption is a fundamental issue in high 

complexity, high performance integrated circuits. Interestingly, local and global clock 

networks make up about 1% of the total interconnections, with about 4% of the total routing 

length [19]. However, a significant portion of the total power budget (varying between 40% 

to 70%) [20] is consumed by the clock distribution network. 

A typical section of a clock or interconnect network is shown in Figure 2.20. A buffer 

drives an RLC interconnect, generally terminated with a time varying capacitive load. The 

total power consumption of this structure is 

 

,total buf intP P P   (2.6) 

 

where Pbuf and Pint are the power consumption of the driver and interconnect, respectively. 
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Figure 2.20 Typical section of a clock and interconnect network 

 

The power consumption of the driver Pbuf consists of the following components [21], 

 

,buf dynamic leakage short circuit DCP P P P P      (2.7) 
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where Pdynamic is the dynamic switching power dissipated while charging and discharging a 

capacitive load. Pleakage is the sum of the subthreshold leakage power due to the non-ideal off 

state characteristics of the MOSFET transistor and the gate leakage caused by carrier 

tunneling through the thin gate oxide. The third component Pshort-circuit is the power dissipated 

during an input signal transition when both the pull-up and pull-down networks of a CMOS 

gate are simultaneously on. Finally, Pdc is the static DC power consumed when a CMOS 

circuit is driven by a low voltage signal, resulting in both the pull-up and pull-down networks 

turned on and therefore conducting current. 

The second component of (2.6) is Pint, which is the power dissipated by an interconnect 

due to the resistive losses associated with the metal wires.  The power dissipation of a lossy 

interconnect is [22] 

 

 * 2
,

1 1 1
,

2 2int in rms
in

P V I V
Z

 
     

 
  (2.8) 

 

where Vin,rms is the root-mean square value of a periodic signal and Zin is the input impedance 

of the interconnect, as shown in Figure 2.20. 

 

2.3.4 Delay 

Delay models for a typical interconnect structure such as shown in Figure 2.20 have 

been proposed in a multitude of research publications [24]-[31]. Based on a modified Bessel 

function, delay expressions of an RLC interconnect have been rigorously developed in [24] 

and [25]. This effort has resulted in highly complicated and cumbersome expressions. To 
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simplify these solutions, the transfer function of the interconnect is truncated and 

approximated with a few dominant poles [26], [27], and [28]. The analysis and 

characterization of more complicated interconnect structures, e.g., RLC tree networks, is 

provided in [29], [30], and [31]. In long interconnects where the dominant component of the 

delay is the propagation of a traveling wave, the time of flight can be used as a first order 

approximation of the signal delay, 

 

  2
1 1 ,

2
d

l
t L C R L       (2.9) 

 

where R, L, and C are the resistance, inductance, and capacitance per unit length, 

respectively, and ω and l are the radian frequency and length of the interconnect, respectively. 

Note that in clock distribution networks, the absolute delay from the central clock source to 

the registers is not significant (but can increase the skew and jitter). As described previously, 

the relative skew between two clocked registers, however, is important [7], [23]. 

 

2.4 Summary 

Traditional global clock distribution networks and several signaling techniques are 

reviewed in this chapter. Different topologies and characteristics of global, semi-global, and 

local clock distribution networks are described. Data transmission techniques in the form of 

low swing interconnects, repeater insertion, shielding, differential signaling, bus swizzling, 

and tapered interconnects are presented and compared with respect to the following 
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performance metrics: power, noise, area, and speed. Finally, important design and analysis 

metrics of these networks are reviewed. 
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Chapter 3  

Oscillatory Clock and Signal Modulated Data 

Distribution Networks 

Modern on-chip digital electronic circuits are composed of two types of elements: active 

semiconductor devices (e.g., transistors) and passive networks (e.g., interconnects). Clock 

and interconnect distribution networks are among the most important passive components in 

a high performance microprocessor. Both of these structures are essential in forming and 

synchronizing complex functional blocks. Since interconnects do not scale as well as active 

devices, a large performance gap has developed between the two domains. To battle this 

trend and reduce the scaling inferiority of interconnects, novel clock and data networks have 

been proposed. These networks are discussed in this chapter. To support the discussion of 

these networks, a brief introduction to transmission line theory is provided in section 3.1. 

Advanced high performance global clock and interconnect distribution networks are 

discussed in sections 3.2 and 3.3, respectively. A summary is provided in section 3.4. 

 

3.1 Introduction to Transmission Line Theory 

An infinitesimal segment of a transmission line is depicted in Figure 3.1 where R, L, C, 

and G are the resistance, inductance, capacitance, and conductance per unit length. 
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Figure 3.1 Infinitesimal segment of a transmission line 

 

The electrical characterization of such a line is in the form of coupled, first order differential 

equations described in a phasor notation, 

 

 2 ,
V

R j L I
z


   


 (3.1) 

  .
I

G j C V
z


  


 (3.2) 

 

The solution of this system of two differential equations is two exponential functions for the 

voltage and current, respectively, 

 

( ) ,z zV z V e V e       (3.3) 

( ) ,z zI z I e I e       (3.4) 
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where V   ( I  ) and V   ( I  ) are the amplitude of the voltage (current) traveling wave 

propagating in the +z and –z direction, respectively. In (3.3) and (3.4), the propagation 

constant γ is 

 

   ,j R j L G j C           (3.5) 

 

where α and β are the attenuation constant and wave number, respectively. 

Two additional coefficients that characterize a transmission line are the characteristic 

impedance Z0 and the reflection coefficient Γ. The characteristic impedance is the ratio 

between a voltage and current wave traveling in the same direction, 

 

0 .
V V R j L

Z
G j CV I




 

 


   


 (3.6) 

 

The voltage reflection coefficient is the ratio between the reflected and the incident voltage 

waves, 

 

.
V

V



   (3.7) 

 

From the reflection coefficient, the voltage and current waves can be expressed, respectively, 

as 

 ( ) ,z zV z V e e       (3.8) 
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 
0

( ) .z zV
I z e e

Z
 


    (3.9) 

 

For example, the reflection coefficient at the load (z = 0), as shown in Figure 3.2, is 
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 (3.10) 
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Figure 3.2 Terminated transmission line with load ZL 

 

3.2 Novel Global Clock Distribution Networks 

Most of the work on reducing the power dissipated by the clock network has focused on 

reducing the voltage swing [43], optimally inserting repeaters [49], [55], [56], clock routing 

[57], and clock gating [65]. Clock gating has become one of the most effective and widely 

used techniques for mitigating power consumption in clock distribution networks, and is 

based on conditionally slowing or completely stopping the local clocks with respect to the 

global clock. These techniques, however, cannot successfully combat the increasing demand 

for low skew, low jitter, low power, and high speed. 
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The challenges related to the clock distribution network require novel approaches.  

Recently, three approaches for multi-gigahertz clock distribution networks have been 

proposed: 

1) Coupled standing wave oscillators (SWO) [70]; 

2) Rotary traveling wave oscillators (RTWO) [71]; and 

3) Resonant distributed differential oscillators (DDO) [74]. 

All three techniques combine a distributed oscillator with a distribution network. Hence, the 

clock signal is generated and distributed by the same network. A description of the three 

techniques is provided, followed by a comparison of these techniques. 

 

3.2.1 Coupled Standing Wave Oscillators (SWO) 

The SWO exploits standing wave phenomenon in transmission lines to distribute a clock 

signal. The primary advantage of the standing wave is the constant phase of the clock signal 

along the line. Ideally, the standing wave achieves zero skew. However, while the phase is 

constant, the amplitude of the clock signal varies with time. This behavior requires the use of 

digital clock recovery circuits at each load. In this section, the working principles of the SWO 

and related circuitry are described in subsections 3.2.1.1 and  3.2.1.2, respectively. 

 

3.2.1.1 Theoretical Principles and Design Guidelines 

  To realize a standing wave, consider Figure 3.3 with a shorted load, i.e., ZL = 0. The 

traveling voltage signal along the line is 
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 ( ) .z zV z V e e       (3.11) 

 

Since the reflection coefficient in the shorted load case is Γ = -1, (3.11) results in 

 

   ( ) 2 sin .z zV z V e e V j z          (3.12) 

 

Converting the phasor expression (3.12) into the time domain results in 

 

       ( , ) 2 sin 2 cos 2 sin .j t

Amplitude Phase

v z t V j z e V t z           
 

 (3.13) 
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Figure 3.3 Transmission line terminated with a shorted load 

 

In (3.13), the phase component only varies with location, while the amplitude varies with 

time. This characteristic suggests that the wave is effectively standing rather than traveling 

along the line, achieving the same phase at the same location. An illustration of standing 

waves in a lossless transmission line (with propagation constant β) is shown in Figure 3.4. In 

this graph, each curve represents a different point in time. 
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Figure 3.4 Standing waves in a lossless transmission line 

 

On-chip transmission lines are relatively resistive due to the small size, and therefore are 

strongly attenuative. As a result, waves cannot travel long distances without active 

amplification. An example of a widely used active amplification method is repeater insertion 

[49], [55], [56]. To compensate for transmission line losses, distributed negative resistance 

circuits are inserted along the line, introducing parasitic capacitances cd, as shown in Figure 

3.5. Adding active circuits modifies the electrical characteristic of the transmission line, 

eliminating attenuation and enhancing the signal propagation characteristics. 
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Figure 3.5 Transmission line with distributed negative transconductance 
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The lumped elements, gd and cd, can be approximated, respectively, as a distributed 

conductance Gd and capacitance Cd in the form, 

 

,d
d

ng
G

l
  (3.14) 

 

,d
d

nc
C

l
  (3.15) 

 

where n is the number of inserted elements and l is the length of the interconnect. The 

equivalent infinitesimal segment of a compensated transmission line is shown in Figure 3.6. 
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Figure 3.6 Equivalent infinitesimal segment 

 

In this case, the propagation constant of the transmission line is 

 

      .d dj R j L G G j C C            (3.16) 

 

The attenuation and propagation coefficients α and β can be approximated, respectively, as 
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 .dL C C    (3.18) 

 

Note from (3.17) that Gd can be chosen to ensure that no line attenuation exists, i.e., α = 0. 

The parasitic capacitance Cd increases the attenuation and decreases the effect of the 

transconductance Gd. The parameters, Gd and Cd, are coupled and chosen simultaneously 

during the design process. Analogous to the high cutoff frequency of a transistor ωT, a figure 

of merit for the efficiency of the transconductance is 

 

.d
d

d

g

c
   (3.19) 

 
The parasitic capacitance increases the phase constant, effectively reducing the propagation 

velocity along the interconnect. For a specific set of transmission line parameters, a value of 

ωd exists that minimizes the effective interconnect loss. Note that difficulty in controlling the 

transconductance can result in an attenuation above zero, producing a distributed amplifier.  

In this operational mode, the network amplifies the non-dominant harmonics of the clock 

signal, producing unwanted oscillations and “ringing” [70]. 

To realize a standing wave oscillator, a half wavelength resonator (λ/2) is used with 

lossy transmission lines and distributed transconductance circuits, as shown in Figure 3.7. 

The Q factor of this resonator is 

 

.
2

Q



  (3.20) 
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The conditions to realize such a resonator are 

 

  0,osc    (3.21) 

 
,

osc

l


 
  (3.22) 

 

where l is the resonator length and α and β are expressed by (3.16). 
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Figure 3.7 A standing wave oscillator 

 

The final phase in the design process is to form a clock distribution network using 

standing wave oscillators. To construct such a grid, multiple SWOs are connected, as shown 

in Figure 3.8. This form of connection couples the SWOs and preserves phase locking. The 

coupling strength is maximum when the SWOs are connected at the center of the resonators 

since the signal amplitude is greatest at this location. Larger coupling strength results in both 

a higher mutual locking range and less phase difference between different oscillators. 
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Figure 3.8 Two coupled SWOs 

 

It is also advantageous to injection lock the SWOs to a reference signal [70]. This 

approach allows the clock frequency to be dictated by an external clock source such as a PLL, 

stabilizing the noisy signal of these low Q oscillators. Injection locking is similar to coupling; 

however, the former approach requires injecting current from an external source (rather than 

another local oscillator) to force oscillations at a specific frequency. 

A resonant grid of coupled SWOs is shown in Figure 3.9 [70]. The grid is combined 

from multiple connected SWOs and injection locked to a single clock reference. To realize a 

grid formation, a portion of each SWO between the short circuit and the coupling points is 

folded, resulting in residue stubs where the voltage magnitude is lowest and cannot be 

recovered by clock buffers. An example of voltage standing waveforms for a section of the 

grid is shown in Figure 3.10 [70]. Note that the largest magnitude occurs around the square 

portion of the grid and that zero voltage amplitude of the standing waves appears at the stubs, 

as shown in Figure 3.10. 
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Figure 3.9 Grid of coupled SWOs [70] 

 

 

Figure 3.10 Voltage waveforms of a SWOs grid [70] 

 

A modification to the proposed circuit in the form of an SWO with tapered transmission 

lines is proposed in [76]. The tapered transmission lines enhance the Q of the oscillator and 

lower the phase noise, i.e, jitter. Reduced loss is achieved by physical shaping of the 

transmission lines, adapted to the location-dependent amplitude of the standing waves. A 

micrograph of a 10 GHz SWO is shown in Figure 3.11 [70]. 
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Figure 3.11 A micrograph of a 10 GHz circuit composed of eight coupled SWOs [70] 

 

3.2.1.2 Circuit Implementation 

The design of the transconductance circuit shown in Figure 3.5 is based on a pair of cross-

coupled transistors, as depicted in Figure 3.12. In this circuit, the source-coupled NMOS pair 

determines the transconductance gd. The load is a pair of PMOS devices that are diode-

connected with large resistors. The load sets the common-mode voltage at the output 

terminals to Vdd – Vthp while isolating the gate capacitance at high frequencies. 
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Figure 3.12 Negative resistance circuit 
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Clock buffers convert the sinusoidal clock to digital levels, as shown in Figure 3.13 [75]. 

The difference between the sinusoidal standing waves is amplified by the differential 

amplifier on the left portion of the circuit. The amplified inverted signals are fed into the right 

portion of the circuit which are further amplified by an additional differential pair. According 

to the difference between the two amplified signals, the positive feedback inverter pair 

saturates the outputs to the correct digital value. Note that this clock buffer has been 

demonstrated to operate at a 2 GHz sinusoidal clock signal rather then at the 10 GHz 

distributed standing wave reported in [70]. This circuit is predicted to be functional at higher 

operating frequencies in more advanced technologies [70]. 
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Figure 3.13 Clock buffer 

 

3.2.2 Rotary Traveling Wave Oscillators (RTWO) 

Contrary to a standing wave clock distribution network, an RTWO exploits the nature of 

a traveling wave in a transmission line. Operation of the RTWO loop structure is shown in 

Figure 3.14. Waves travel along the transmission lines, as depicted in Figure 3.14(a). To 
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create a more efficient structure to distribute the clock, the same transmission line can be 

folded into a square formation, as shown in Figure 3.14(b). A closed differential loop is 

realized by folding the squared line, as shown in Figure 3.14(c). The circumference of the 

differential closed loop is approximately half of the squared line and occupies one quarter of 

the area of the squared structure (shown in Figure 3.14(b)). 

 

A BA B
 

(a) 

B AB A

 

(b) 

 

(c) 

Figure 3.14 Operation of a traveling wave loop: (a) in a transmission line, (b) in a square 

shaped transmission line, (c) in a differential closed loop 
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In a lossless transmission line, the closed loop can indefinitely sustain a traveling wave. 

However, due to the resistive losses of the line, a traveling wave is attenuated and cannot be 

sustained indefinitely. To compensate for line attenuation, inverter pairs (in a latch formation) 

are inserted along the ring, as shown in Figure 3.15. In this form, the electromagnetic energy 

circulates in a closed loop rather than dissipates as heat during the charge and discharge of 

the load capacitance. 
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Figure 3.15 Rotary clock ring 

 

The rotary clock ring with inverter pairs generates different phases along the lines due to 

the propagation of the traveling wave. The outer and inner lines are coupled by inverter pairs, 

resulting in a 180° phase difference. The relative phase between any two points on the loop is 

determined by the distance. 

To analyze traveling wave propagation in a rotary loop, consider a section of the loop, as 

shown in Figure 3.16. The time it takes for a traveling wave to propagate from the reference 

point of φ0 to an arbitrary point p on the loop is 
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,p pt l LC  (3.23) 

 

where lp is the distance between points φ0 and p. Expression (3.23) is frequency independent 

since the inverter pairs effectively produce a lossless line. 
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Figure 3.16 Section of a rotary clock ring 

 

Assuming that both the outer and inner loops have approximately the same 

circumference, the phase of the traveling wave at point p relative to φ0 is 
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where N is the number of inverter pairs inserted in a loop and li is the distance between the ith 

- 1 and the ith inverter pair. Substituting (3.23) into (3.24) results in 

 

1

360 .p
p N

i
i

l

l
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 


  (3.25) 

 

Note that the phase of the traveling wave is solely dependent on the length of the rotary loop 

and that the phase on the inner loop is φp + 180°. 

The frequency at which the clock signal oscillates is the phase velocity divided by two 

times the rotary ring circumference, 
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1
.

2
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 (3.26) 

 

Multiplication by two considers the wave propagation through the outer and inner loops. The 

oscillating signal is a square-wave signal sustained by the inverter latches. Hence, additional 

circuitry is not required to convert the signal from a sinusoidal to a square waveform, as in 

the case of a standing wave oscillator. Another property of the RTWO is the different phases 

of the signal. Depending upon the location of the load, a clock signal with the same amplitude 

and different phase is distributed. 

To form a rotary clock distribution network, multiple rotary rings are connected, as 

shown in the example depicted in Figure 3.17. The adjacent rings are joined together by two 

nodes, one in the inner loop and one in the outer loop. The clock phase of the different rings 
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is locked at the connection points to ensure that the rings are synchronized at the target 

frequency given by (3.26). 
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Figure 3.17 Rotary clock distribution network 

 

 

Figure 3.18 A micrograph of a 965 MHz four coupled RTWOs [71] 

 

Optimization and design guidelines for the RTWO have been proposed in [77] and [78]. 

In [77], a software tool has been developed, extracting the SPICE netlist from a layout of the 
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rotary network. In [78], an integrated placement and skew scheduling methodology is 

proposed based on flip-flop assignment and cost driven skew optimization algorithms. A 

micrograph of an example 965 MHz RTWO is shown in Figure 3.18 [71]. 

 

3.2.3 Resonant Distributed Differential Oscillators (DDO) 

As opposed to the standing wave and rotary traveling wave oscillators, the resonant 

distributed differential oscillator (DDO) exhibits uniform amplitude and phase across the 

entire distribution network. The DDO utilizes on-chip inductors to resonate at a target 

frequency with the transmission line capacitance in a distributed oscillator array. The 

oscillator is injection locked to an external reference clock to stabilize the noisy clock signal 

of the relatively low Q oscillator. As with the previously discussed oscillators, the DDO also 

operates in a differential manner, providing two opposite phase clock signals. A similar 

concept had been proposed earlier by Chan at al. in [72] and [73] in the form of resonant  

global clock distribution networks. A methodology for designing these networks is presented 

in Chapter 5. 

 

3.2.3.1 Theoretical Principles and Design Guidelines 

Four resonant oscillators are coupled to form the DDO architecture, as shown in Figure 

3.19. Each quarter is composed of a spiral inductor and a negative differential 

transconductance to compensate for the lossy transmission lines and sustain oscillation. H-

trees attached to the global clock grid distribute the clock signal across the entire physical 

area of the circuit. Variable capacitors are attached to the grid to tune the oscillation 
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frequency while analog clock buffers amplify and convert the signal from a differential to a 

single-ended form. 
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Figure 3.19 Resonant differential oscillator 

 

As first order approximation of this complex network can be modeled by an RLC circuit, 

as shown in Figure 3.20. In this circuit, Cp, Ls, and Rs are the total network capacitance, 

inductance, and resistance, respectively.  Note that Rs models all of the losses in the network 

including the line and inductor resistance, eddy current in the substrate and neighboring 

conductors, and the displacement current. Since the DDO is a symmetric differential network, 

only half of the circuit is modeled. 
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Figure 3.20 Circuit model of the DDO 

 

The input impedance of the circuit shown in Figure 3.20 is 
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where ω is the radian frequency. From (3.27), the resonance frequency is 

 

2

2

1 2
.

2
s

osc
p s s

R
f

C L L
   (3.28) 

 

Consequently, the Q of the resonator is 
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3.2.3.2 Circuit Implementation 

The transconductance circuit shown in Figure 3.21 is based on a positive feedback 

configuration where two inverters are connected in a latch formation. Thus, a negative 

transconductance –Gm is produced between the output terminals. Assuming the DDO is 

excited by a square wave, the clock amplitude is approximated by 

 

 4
,clock tail in oscV I Z 


  (3.30) 

 

where Itail is the bias current of the transconductance circuit. 

The differential clock signal is amplified and converted into a single-ended form by the 

clock buffer shown in Figure 3.22. In this circuit, the two differential pairs on the left amplify 

the difference between the inverted clock signals. The amplified signals are fed to the 

common source amplifier on the right. The output of this circuit is sinusoidal and converted 

into a square wave. A micrograph of a 1.1 GHz DDO is shown in Figure 3.23 [74]. 
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Figure 3.21 Transconductance circuit 
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Figure 3.22 Clock buffer 

 

 

Figure 3.23 Micrograph of a 1.1 GHz DDO with four differential on-chip inductors [74] 

 

3.2.4 Comparison of Clock Distribution Networks 

The working principles of several oscillatory clock distribution networks have been 

described in sections 3.2.1, 3.2.2, and 3.2.3. All three techniques share similar working 

principles, exploiting transmission lines properties and signal oscillation. Specifically, active 

positive feedback circuits are utilized to initiate oscillation and compensate for resistive loses. 

Additionally, differential transmission lines are used to distribute the signal, eliminating the 



 61

need for shielding. In this section, the power dissipation, skew, jitter, and area of these clock 

distribution schemes are compared with other conventional H-tree based clock networks. 

The standing wave oscillator [70], described in section 3.2.1, exhibits uniform phase and 

varying amplitude across the clock network. For an SWO to distribute a full swing clock 

signal, the use of complex clock buffers is required, as shown in Figure 3.13. The clock 

buffers consume power, introduce jitter and skew, and cannot operate at multi-gigahertz 

frequencies in current technologies. Additionally, since the SWO is based on a half 

wavelength resonator (λ/2), the length of the network is restricted. For example, for a 10 GHz 

clock frequency, a 15 mm long differential interconnect is required. To realize the SWO, the 

wires are folded in the form illustrated in Figure 3.9. 

The rotary traveling wave oscillator [71] presented in section 3.2.2 exhibits uniform 

amplitude and varying phase across the clock network. Contrary to the other two clock 

distribution networks, the RTWO preserves a square waveform by the inverter pairs and does 

not require sinusoidal-to-square signal conversion. Since the rotary loops support traveling 

waves, different phases are exhibited along the lines. If the same phase is required, registers 

must be connected to the same points on the coupled rings of the RTWO, resulting in a large 

capacitive load concentrated at a single point. If a different phase of the clock signal is 

required, this topology is advantageous. As with all active circuits, the distributed inverter 

pairs consume power and introduce jitter and skew. 

The resonant distributed differential oscillator [74], presented in section 3.2.3, exhibits 

uniform amplitude and phase across the clock network. As in the case with the SWO, 

relatively complex clock buffers are used (see Figure 3.22) to amplify and convert the 

differential signal into a single-ended form. These buffers also consume power and introduce 

jitter and skew into the system. On-chip spiral inductors are used to resonate the network with 
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the capacitance of the interconnects at a specific oscillation frequency. The on-chip inductors 

occupy area and introduce losses to the network. 

Three additional examples of clock distribution networks are chosen for the sake of this 

comparison. Two conventional clock distribution networks based on an H-tree topology for 

the IBM Power4 [33] and the Intel Itanium2 [79] microprocessors are considered. A third 

exotic approach where a wireless clock distribution network utilizing an external antenna is 

also considered [80]. All five approaches are compared and listed in Table 3.1. 

 

Table 3.1 Comparison of clock distribution networks 

 
IBM 

Power4 
[33] 

Intel 
Itanium2 

[79] 

Coupled 
SWO 
[70] 

RTWO 
[71] 

Resonant 
DDO 
[72] 

Wireless 
Clock 
[80] 

Technology 
[m] 

CMOS 
SOI 

CMOS 
0.13 

CMOS 
0.18 

CMOS 
0.25 

CMOS 
0.18 

CMOS 
0.13 

Clock 
Frequency 

[GHz]  
1.3 1.2 10 0.965 1.1 2.17 

Clock Jitter 
[psec] 

30 (p-p) N/A 3 (p-p) 5.5 (rms) 3.1 (rms) 5 - 12 (p-p) 

Clock Skew 
[psec] 

25 52 0.6 N/A 13.4 < 18 

Power 
Consumption 

[mW] 
N/A < 800 378 117 50.4 144 

Area 
[mm2] 

20 x 20 14.1 x 18.6 4 x 4 3 x 3 2 x 2 31 x 31 

Structure 
Complexity 

Optimum 
H-tree 

Differential 
H-tree with 

deskew 
buffers 

Complex 
clock 

buffers 

Wide 
differential 

loops 

Spiral 
inductors 
and clock 

buffers 

On-chip 
and off-

chip 
antennas 

 

It is evident from Table 3.1 that the clock distribution networks in the IBM Power4 and 

Intel Itanium2 microprocessors distribute the clock signal over a large area. Both networks 

produce large clock jitter and skew as well as dissipate high power. The coupled SWO, 

RTWO, and resonant DDO distribute the clock signal over a relatively smaller area due to 

test circuit restrictions. The resonant DDO consumes the least power while the highest 
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frequency and power consumption are exhibited by the coupled SWO. Similar clock jitter is 

exhibited by the three wave oscillators. Finally, the wireless clock network distributes the 

signal over a large area, dissipating a significant amount of power with high skew. 

 

3.3 Novel Transmission Line Networks 

To reduce the performance bottleneck of on-chip interconnects in high complexity 

integrated circuits, advanced signaling techniques have recently been proposed. Repeater 

insertion, the most common and widely used technique to enhance interconnect performance, 

can no longer satisfy the increasing demand for higher bandwidth, and lower jitter, skew, and 

power consumption. Advanced global data transmission networks formed in a transmitter, 

transmission line, and receiver topology are a promising alternative to repeater insertion. This 

section focuses on two families of these high speed data transmission networks. Inductance 

dominated interconnects are discussed in section 3.3.1 while pulse signal interconnects are 

presented in section 3.3.2. A comparison between the two interconnect families is provided in 

section 3.3.3. 

 

3.3.1 Inductance Dominated Interconnects 

By exploiting the interconnect inductance at high frequencies, data transmission at 

velocities near the speed of light is proposed in [81]. Principles governing inductance 

dominated interconnects are presented in subsection 3.3.1.1 while a circuit implementation of 

these networks is described in subsection 3.3.1.2.  
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3.3.1.1 Theoretical Principles 

Consider a signal propagating as a function of time and distance along a transmission 

line, 

 

2 2

2 2
,

V V V
RC LC

tz t

  
 
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 (3.31) 

 

where z, t, and V are the distance along the wire, time, and voltage, respectively, and R, L, 

and C are the resistance, inductance, and capacitance per unit length, respectively. At lower 

frequencies, the resistance is much greater than the inductive impedance (R >> ωL), resulting 

in the first term of (3.31) dominating the right side of (3.31). In this RC regime, signals travel 

slowly and wave properties do not hold. At higher frequencies, the resistance is much smaller 

then the inductive component (R << ωL), resulting in the second term of (3.31) dominating 

the right side of (3.31). In this LC regime, the wire behaves more as a waveguide, allowing 

for the propagation of electromagnetic waves. Ideally, in a dielectric medium, such waves can 

travel with a maximum phase velocity relative to the speed of light. For example, in silicon 

dioxide, the maximum propagation velocity is about half of the speed of light. 

To exploit the LC characteristic of the line, the transmitted digital signal is modulated 

with a sufficiently high carrier frequency, such that the majority of the signal spectral 

components are located at higher frequencies. By eliminating the low frequency portion of 

the signal, the inter-symbol interference (ISI) is also reduced. Since the attenuation factor 

increases with frequency, the transmission lines are substantially lossier at higher frequencies. 

In order to minimize the resistive loss of the wires, wide interconnects are used rather than 

active gain circuits. 
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As an example, consider minimum and wide width wires (in a 0.18 m CMOS 

technology), as shown in Figure 3.24. The minimum and wide interconnect widths are 0.44 

m and 16 m, respectively. Both lines are 5 mm long, driven by a 10 Ω driver and 

terminated by a 50 fF capacitive load. The magnitude of the transfer function of the wider 

line exhibits resonances well beyond 10 GHz while the minimum width line has no gain at 

these frequencies, as shown in Figure 3.24(a). High frequency signals can therefore be 

transmitted across wide wires without active amplification. 

This conclusion is also supported by the attenuation coefficient α, as shown in Figure 

3.24(b). For a wider line, the attenuation of the signal is significantly lower at higher 

frequencies as compared to the minimum width line. Note that the attenuation factor of a 

wide line exhibits a weak dependence on frequency. Finally, for both lines, the propagation 

velocity of the signal increases with frequency, reaching the speed of light, 1 LC , as shown 

in Figure 3.24(c). 
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Figure 3.24 Example of LC dominated interconnects: (a) transfer function, (b) attenuation 

coefficient, (c) phase velocity 
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3.3.1.2 Circuit Implementation 

A block diagram of the LC dominated interconnect network is shown in Figure 3.25. The 

digital (D) and complementary signal are modulated by a high frequency carrier using the 

binary frequency shift keying (BFSK) scheme. The mixer circuit drives the differential 

interconnects, exploiting the LC characteristic of the line at high frequencies. At the receiving 

end, the down converting mixer demodulates the signal to the original frequency. At the 

output of the mixer, a sense amplifier restores the signal to a digital level. An illustration of 

the modulation and demodulation waveforms is shown in Figure 3.26. 

At the transmitter end, signal modulation is performed by a passive ring mixer [82], as 

shown in Figure 3.27. When the input digital signal (D) is high, transistors M1 and M4 are 

both on and transistors M2 and M3 are both off. In this mode, the intermediate frequency (IF) 

port is connected to the local oscillator (LO) port, permitting mixing operation to occur. 

When the input digital signal (D) is low, transistors M2 and M3 are both on and transistors M1 

and M4 are both off. In this state, the IF circuit is connected with a negative polarity to the 

LO. This operation achieves BPSK signal modulation. 
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Figure 3.25 Block diagram of the near speed of light interconnect network 
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Figure 3.26 Modulation of the transmitted signal 
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Figure 3.27 Passive ring mixer 

 

At the receiver end, an active double-balanced mixer demodulates and amplifies the 

attenuated differential signal. The double-balanced mixer circuit is shown in Figure 3.28. The 

sense amplifier at the output of the demodulation mixer uses a self biased topology [83], as 

shown in Figure 3.29. In this circuit, a combination of P-type and N-type differential 

amplifiers are used to produce a self biasing topology. Note that additional buffers are 

required at the output of the amplifier to achieve a full rail-to-rail signal. 
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Figure 3.28 Active double-balanced mixer 
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Figure 3.29 Self biased differential amplifier 

 

A test circuit of this transmission network has been fabricated in a 0.18 m CMOS 

TSMC technology, as illustrated in Figure 3.30 [81]. The differential LO carrier signals and 

the digital input pulse are generated off-chip, while the transmitter, interconnect, and receiver 

are integrated on-chip. The 5 mm spaced differential interconnect is 20 mm long and 16 m 

wide. 
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Figure 3.30 Micrograph of a 20 mm interconnect long transmission network [81] 

 

3.3.2 Pulse Signal Interconnects 

In pulsed wave interconnects, the transmitted signal is converted into short voltage or 

current pulses, as shown in Figure 3.31(a). By using short pulse waveforms, additional power 

spectral components of the signal are shifted to higher frequencies. As an example, consider 

the case of a short pulse signal with Ts = 50 ps and Tb = 250 ps, as shown in Figure 3.31(b), 

and a wide pulse signal with Ts = 100 ps and Tb = 200 ps, as illustrated in Figure 3.31(c). 

Note that additional, shorter spectral components appear in the frequency domain for the 

short pulse as compared to a wide pulse signal. 
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Figure 3.31 Spectrum of a periodic pulse signal: (a) periodic pulse with width Ts and a period 

Tb, (b) spectral amplitudes of a pulse with Ts = 50 ps and Tb = 250 ps, and (c) spectral 

amplitudes of a pulse with Ts = 100 ps and Tb = 200 ps 
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Wide interconnects suffer less attenuation at high frequencies, as described in section 

3.3.1 and shown in Figure 3.24. This characteristic supports the transmission of short pulse 

signals with reduced power consumption. A useful metric for short pulse signals is the 

spectral efficiency, which is the number of bits per second transmitted for each Hertz of 

bandwidth [84], 

 

.s

b

T

T
   (3.32) 

 

Shorter pulse widths result in lower spectral efficiency, as exhibited by the shorter spectral 

amplitudes illustrated in Figure 3.31(b). For long wires, larger pulse widths exhibit increased 

intersymbol interference (ISI) due to the inherent dispersion and the increased spacing 

between two consecutive pulses. Therefore, for optimum pulse width, a tradeoff between 

spectral efficiency and ISI exist [84]. To increase the bandwidth of a transmission line, time 

division of the data packets can be implemented [85]. To reduce pulse broadening and 

attenuation, nonlinear transmission lines (NLTL) can be used [86]. In NLTL networks, the 

interconnects are periodically loaded with non-linear energy storage elements such as 

variable capacitors. Examples of a pulsed current and a pulsed voltage signaling network are 

provided in subsections 3.3.2.1 and 3.3.2.2, respectively.  

 

3.3.2.1 Pulsed Current-Mode Signaling 

An example of a network using an 8 Gbps pulsed current signaling scheme is shown in 

Figure 3.32. Unipolar differential signaling is employed in the form of shielded differential 

interconnects. The transmitter and receiver circuits are synchronized by a global clock with a 
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clock offset compensation scheme [84]. Note that the transmission lines are terminated with 

matched resistors to reduce signal reflection. A test circuit of the transmission link fabricated 

in a 0.18 m CMOS TSMC technology is shown in Figure 3.33 [84]. The differential 

interconnect is 3 mm long and the circuits are clocked by a 1 GHz global signal. 

 

Differential transmission line

Vdd

Vdd

•

•

Multiplexed
Differential

Reciever

Multiplexed
Differential

Reciever

Multiplexed
Differential

Reciever

°
°
°

•
•
• •

•
Clock
Offset

Calibration

Time
Multiplexed
Differential
Transmitter

°
°
°

Time
Multiplexed
Differential
Transmitter

Time
Multiplexed
Differential
Transmitter

•

•
•

•
Clock

Differential transmission line

VddVdd

Vdd

•

•

Multiplexed
Differential

Reciever

Multiplexed
Differential

Reciever

Multiplexed
Differential

Reciever

°
°
°

•
•
• •

•
Clock
Offset

Calibration

Time
Multiplexed
Differential
Transmitter

°
°
°

Time
Multiplexed
Differential
Transmitter

Time
Multiplexed
Differential
Transmitter

•

•
•

•
Clock

 

Figure 3.32 Pulsed current interconnect network 

 

 

Figure 3.33 Micrograph of a 3 mm pulsed current interconnect [84] 
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3.3.2.2 Pulsed Voltage-Mode Signaling 

A different signaling approach utilizing short width voltage pulses is shown in Figure 

3.34 [86]. The short pulse is generated by NOT and NAND gates at the input of the 

interconnect, as shown in Figure 3.34(a). The width of the pulse is determined by the delay of 

the first NOT and NAND gate. 
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Figure 3.34 Pulsed wave interconnect: (a) generation and transmission of a pulse signal, and 

(b) network model 

 

If the reflection coefficient Γ at the load of the interconnect (i.e., z = l) equals 1, the 

voltage at the load is doubled. This behavior occurs since the entire signal is reflected and 

another signal with the same amplitude arrives at the load. In the case of the model shown in 

Figure 3.34(b), the reflection coefficient is 
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Expression (3.34) assumes that the highest frequency of interest of a trapezoidal pulse is f = 

0.34 / tr [87], where tr is the rise and fall time of the pulse. To determine the required strength 

of the driver Rtr, consider a voltage wave traveling along a transmission line, as shown in 

Figure 3.34(b), 
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Assuming the voltage doubling effect and equating expression (3.35) to Vdd/2, Rtr is 
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Finally, the energy consumption of a pulse wave interconnect is 
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where Cp is the total capacitance of the line, transmitter, and receiver circuits. 
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3.3.3 Comparison of Data Distribution Networks 

For wide and long interconnects, repeater insertion is no longer an efficient technique for 

signal transmission. The primary reason for the paradigm shift is that wide and long 

interconnects are highly capacitive, requiring aggressive repeater insertion. This characteristic 

results in severe power consumption and signal latency. Concurrently, wide interconnects 

exhibit lower resistive losses and signal attenuation, permitting the use of novel techniques 

where transmission line properties at high frequencies and active compensation can be 

exploited, as described in sections 3.3.1 and 3.3.2. Consequently, the power dissipation and 

delay are decreased as compared to traditional techniques. A comparison of the different 

techniques is listed in Table 3.2. Note that in the examples listed in Table 3.2, current pulsed 

signaling [84] exhibits the highest delay and power consumption per unit length. Among the 

other three techniques, wave pulsed signal [86] exhibits the best performance per unit length. 

 

Table 3.2 Comparison of data distribution networks 

 Repeater Insertion 
Signal 

Modulation [81] 
Current Pulsed 

Signal [84] 
Wave Pulsed 
Signal [86] 

Technology [μm] 0.18 0.18 0.18 0.18 
Frequency [GHz] 5 1 8 5 

Length [mm] 5 20 3 100 
Power [mW/mm] 5 0.8 9 0.27 
Delay [psec/mm] 74 15 93 8.4 

 

3.4 Summary 

With advances in technology and the constant need for high performance, high 

complexity integrated circuits, advanced design methodologies are necessary. Current 

techniques and paradigms have become obsolete and cannot support the distribution of clock 
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and data signals at multi-gigahertz frequencies. High speed and low power clock and data 

distribution networks have been described in this chapter that respond to this need. 

Three oscillatory clock distribution networks exploiting transmission line properties are 

presented in this chapter. Coupled standing wave oscillators (SWO) exploit the standing wave 

phenomenon in transmission lines, distributing a global clock signal with constant phase and 

varying amplitude. An on-chip 10 GHz SWO clock signal distribution network has been 

demonstrated. Contrary to the SWO, rotary traveling wave oscillators (RTWO) exploit the 

traveling wave phenomenon in transmission lines, distributing a global clock signal with 

constant amplitude and varying phase. An on-chip 965 MHz RTWO clock distribution 

network has been demonstrated. A resonant distributed differential oscillator (DDO) using 

on-chip inductors to resonate the network capacitance has also been proposed, and 

demonstrated by a 1.1 GHz clock distribution network. A significant reduction in power 

consumption (2 to 16 times) as compared to traditional clock distribution networks is shown 

for all three methods. 

Furthermore, two novel families of data transmission networks are presented. The LC 

dominant interconnect technique exploits the properties of wide transmission lines operating 

at high frequencies. The transmitted signal is modulated to higher frequencies, achieving 

lower attenuation and higher traveling speed. Pulse signal interconnects are also described. 

By transmitting short width pulses, signal propagation near the speed of light is exhibited 

while consuming significantly lower power as compared to repeater insertion.
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Chapter 4  

On-Chip Inductors 

Until recently, on-chip inductors have been mostly used with radio frequency (RF) 

integrated circuits (ICs). As technology scales and the operating frequencies of digital circuits 

reach the multi-gigahertz domain, on-chip inductors can be exploited in high speed digital 

applications. Resonant clock distribution networks and quasi-resonant interconnects, 

presented in Chapters 5 and 6, respectively, are two high speed digital circuits that use on-

chip inductors. By intentionally placing large on-chip reactance sources, inductance is 

harnessed to achieve resonance in multi-gigahertz digital circuits. 

RF circuits and technologies have been gaining renewed interest due to the demand and 

development of portable wireless products. Since most RF circuits (e.g., voltage control 

oscillators, low noise amplifiers, and mixers) utilize inductors, the integration of inductors 

on-chip has become necessary. The lossy silicon substrate and the planar nature of CMOS 

technology, however, make realizing high quality on-chip inductors difficult. As compared to 

a classic solenoid structure of a discrete inductor, planar inductors do not scale well with the 

number of wire turns, requiring large area. Regardless, the relatively low cost of silicon 

fabrication processes makes CMOS technology the process of choice in many RF IC 

applications [88]. 

In this chapter, on-chip inductors are classified in section 4.1, while models of spiral 

planar inductors are described in section 4.2. Finally, guidelines and tradeoffs in the design of 

on-chip spiral inductors are provided in section 4.3. 
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4.1 Types of On-Chip Inductors 

In order to improve performance while minimizing losses in on-chip inductors, different 

types of inductors have been developed. The most common type are spiral (planar) inductors, 

which can be integrated into a standard CMOS technology. These inductors, however, are 

relatively lossy, exhibiting low efficiency. Advanced on-chip inductors, which require a 

customized CMOS process, have also been proposed. These inductors usually require a 

complex fabrication process with magnetic materials. These advanced inductors achieve 

higher performance than spiral inductors due to reduced losses. As an alternative to passive 

inductors, active inductors are composed of semiconductor devices (i.e., transistors) which 

emulate the output impedance of a passive inductor. Active inductors occupy significantly 

less area and are not affected by the loss mechanisms of passive on-chip inductors. Active 

inductors, however, usually exhibit higher noise, distortion, and power consumption than 

passive inductors [92]. Passive and active inductors are described in the following 

subsections. 

 

4.1.1 Spiral (Planar) On-Chip Inductors 

The most widely used on-chip spiral inductor is the planar inductor. Different 

geometries of spiral inductors are illustrated in Figure 4.1. A square inductor is the most 

common and simplest shape due to the combination of perpendicular vertical and horizontal 

wires, a capability available in all physical layout tools. For hexagonal and circular inductors, 

less metal is required to achieve a similar number of turns. The series resistance, therefore, is 

reduced while the inductor performance is enhanced. A square shaped inductor, however, is 
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more area efficient. For example, if a square inductor utilizes 100% of an area, the octagonal 

and circular inductors utilize only 82.8% and 78.5%, respectively [90]. Note that the 

magnitude and performance of an inductor are dependent on the shape; typically, the 

performance can be improved by 10% [92]. 
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Figure 4.1 Planar spiral inductors: (a) square inductor [89], (b) octagonal inductor [90], (c) 

circular inductor [91] 

 

On-chip inductors are typically realized on the highest metal layer. In this configuration, 

the inductor achieves the lowest parasitic resistance and capacitance to the substrate. To 
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further reduce resistive losses while increasing the efficiency of planar on-chip inductors, 

several enhanced topologies have been proposed. 

A patterned ground shield (PGS) [93], shown in Figure 4.2, is inserted between the 

spiral inductor and the substrate, reducing the capacitive coupling to the lossy substrate. The 

slots between the ground strips reduce the magnetic flux by preventing the flow of the 

induced current along the path indicated in Figure 4.2. Concurrently, the shielding reduces 

coupling noise between the substrate and the inductor. Over a 1 to 2 GHz frequency range, 

the addition of the shield increases the quality factor of the inductor by 33% while reducing 

the substrate coupling between two adjacent inductors by 25 dB [93]. The drawback of this 

method, however, is the reduced self-resonance frequency of the inductor due to the increased 

capacitance.  

 

Ground strips Slots between stripsGround strips Slots between strips
 

Figure 4.2 Patterned ground shield [93] 

 

By removing portions of the substrate using a deep trench technology (see Figure 4.3), a 

reduction in the substrate capacitive coupling and the parasitic resistance can be achieved. A 
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deep trench inductor has been fabricated in a SiGe 0.35 m BiCMOS technology, increasing 

the self-resonance and Q factor by 10% and 15%, respectively, as compared to a conventional 

on-chip inductor [96]. 

 

 
(a) 

 
(b) 

Figure 4.3 Deep trench inductor [96]: (a) side view, (b) three dimensional view 
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Figure 4.4 Reduced loss inductors [90]: (a) tapered spiral, (b) symmetric spiral 

 

Two additional structures, as shown in Figure 4.4, reduce losses and improve the 

inductor performance [90]. The tapered inductor, shown in Figure 4.4(a), reduces the 

electromagnetic losses, generated mostly by the inner metal windings. By using tapered lines, 

the effective coupling capacitance and resistance to the substrate is reduced. The symmetric 

inductor, shown in Figure 4.4(b), reduces the parasitic capacitance of the inductor due to 

fewer overlaps between the metal lines of the inductor. Furthermore, in a symmetric 
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structure, the geometric center overlaps with the center of the electromagnetic field, 

increasing the mutual inductance. 

Stacking spiral planar inductors in different metal layers can improve performance [94], 

as depicted in Figure 4.5. This configuration increases the effective metal length of the 

inductor, while requiring little area. The inductance can therefore be increased due to the 

positive contribution of the coupling inductance among the stacked inductors. In this manner, 

for an n layer stacked inductor, the nominal inductance is proportional to n2. As an example, 

stacked inductors exhibit an inductance of 5 to 266 nH with a self-resonance of 0.5 to 11.2 

GHz, respectively [94]. 

 

 

Figure 4.5 Three layer stacked inductor [94] 

 

4.1.2 Advanced On-Chip Inductors 

Different structures, materials, and fabrication processes have been used to develop high 

quality on-chip inductors. Three dimensional, thin film suspended inductors have been 

proposed [95], as shown in Figure 4.6. These on-chip inductors are realized using a sacrificial 

layer and electroplating within a conventional CMOS process. The suspended inductor 

structure reduces the capacitive coupling to the substrate, achieving a high inductance-to-area 

ratio. In an example, a double level suspended inductor achieves a peak quality factor of 27.7 
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(as compared to about 5 for a conventional on-chip inductor) with an inductance of 8.35 nH 

[95].  

 

 
(a) 

 
(b) 

Figure 4.6 Suspended inductor [95]: (a) single level, (b) double level 

 

 

Figure 4.7 A toroidal inductor [97] 

 

A toroidal inductor, integrated in a standard 0.13 m CMOS technology, has been 

demonstrated [97]. In comparison with a conventional on-chip inductor, a toroidal inductor 

has fewer overlaps between the metal windings, exhibiting lower parasitic capacitance. The 

toroidal geometry is relatively compact and symmetric, and the inner circular area can be 

used for additional circuitry. The toroidal inductor achieves an inductance of 0.9 to 1.1 nH up 

to 20 GHz, while the quality factor reaches 10 at 15 GHz [97]. 
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A different approach for reducing substrate related losses has been proposed in the form 

of vertical planar inductors [98], as illustrated in Figure 4.8. The planar spiral inductor is 

fabricated on a silicon substrate followed by a plastic deformation magnetic assembly 

(PDMA) process, which rotates the inductor from a horizontal to a vertical position [98]. This 

process includes three main phases. 

 

 
(a) 

 
(b) 

Figure 4.8 Vertical planar inductor [98]: (a) before the PDMA process, (b) after the PDMA 

process 

 

In the first phase, the on-chip inductor is conventionally fabricated on a silicon substrate 

and coated with a magnetic material, e.g., permalloy (NiFe) with an electroplating process. 

The second phase includes the release of the inductor structure from the substrate by etching 

the sacrificial layer underneath. In the third phase, an external magnetic field is applied, 

generating a magnetic torque which lifts the entire inductor structure. The vertical planar 

inductor occupies much less area than a traditional spiral inductor. Furthermore, the substrate 

losses are reduced due to the vertical structure. As an example, the vertical inductor exhibits a 

quality factor and self-resonance of 12 and 4 GHz, respectively, as compared to a 

conventional spiral inductor which exhibits a quality factor and self-resonance of 3 and 1 

GHz, respectively [98]. 
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Figure 4.9 A bond wire inductor [99] 

 

A different type of inductor can be realized by exploiting bond wires, as shown in Figure 

4.9. Bond wires connect the circuit outputs to the external I/O pads. A typical diameter of a 

bond wire is about 25 m [92], exhibiting a significantly larger area-to-length ratio than 

traditional planar inductors, which results in less resistive losses. Furthermore, since bond 

wires are placed far from the conductive planes, the parasitic capacitance is reduced, thereby 

increasing the self-resonance frequency while reducing the losses attributed to the induced 

image currents. The inductance of the bond wires, however, is poorly controlled due to the 

weak frequency dependence of the bond wires and physical geometries. The bond wire 

inductors can potentially reach a quality factor of 50 at 1 GHz [92]. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.10 Magnetic thin film inductors: (a) thin film ferrite [100], (b) magnetic thin film 

inductor [100], (c) cross section of metal and magnetic layers [101], (d) spiral inductor with 

magnetic film [101] 

 

A different approach to improving the performance of on-chip inductors is to combine 

thin magnetic films with spiral inductors, as shown in Figure 4.10. The magnetic material 

confines the magnetic flux within a well defined path, decreasing the magnetic losses. By 

increasing the flux linkage, the inductor magnitude and quality factor can be increased, while 

decreasing the inductor area. To realize these inductors, advanced materials with good 

magnetic properties in the multi-GHz region are required. Furthermore, novel inductor 

structures integrated with magnetic materials as well as proper fabrication processes are 

necessary [100]. A ferrite material composed of Co7ZrO9 has been integrated with a spiral 
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inductor, achieving improvement in the quality factor and inductance by 40% and 17%, 

respectively, as compared to a standard spiral inductor [100]. In [101], a magnetic material 

composed of an amorphous CoZrTa is used, achieving an order of magnitude increase in the 

inductance and quality factor in a 130 nm CMOS technology as compared to previously 

fabricated thin film on-chip inductors. 

 

4.1.3 Active Inductors 

In contrast to passive on-chip inductors as described in sections 4.1.1 and 4.1.2, active 

inductors (or synthetic inductors) are composed of active devices, i.e., transistors, which 

emulate an inductive impedance. The working principles and a performance comparison 

between passive and active on-chip inductors are presented in the following subsections. 

 

4.1.3.1 Principles of Active Inductors 

Most active inductor circuits employ some kind of shunt feedback with an amplifier 

[102], as shown in  Figure 4.11. This configuration can be generally described by the 

admittance matrices of the amplifier Ya and feedback Yf circuits, respectively, 
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Figure 4.11 A typical configuration of an active inductor 

 

The overall admittance of the circuit shown in Figure 4.11 is 
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while the input impedance is 
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For an ideal inductor, Zin should satisfy 

 

  0,inZ   (4.5) 
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The inductance is therefore 
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4.1.3.2 Performance Comparison between Passive and Active Inductors 

Active inductors achieve a much higher quality factor (Q) than passive inductors, since 

active inductors consume power to emulate the inductive impedance. For example, active 

inductors can achieve Q values well beyond 10, while passive inductors exhibit Q values of 

about 5. Furthermore, in active inductors, the Q and frequency at which Q reaches a 

maximum are independently tunable [103]. Another significant advantage is that active 

inductors occupy only a fraction of the area occupied by passive inductors. Furthermore, 

lower electromagnetic interference (EMI) is produced by active inductors. 

Unlike passive inductors, active inductors consume power to generate an inductive 

impedance. A tradeoff, therefore, between the quality factor and power consumption exists. 

Linearity is another disadvantage of active inductors. Due to the nonlinear large signal 

behavior of active devices, fluctuations in the impedance are exhibited. Active inductors are 

therefore not suitable in large signal circuits. The nonlinearity of active inductors may also 

result in unwanted harmonics [103]. A significant disadvantage of active inductors is the 

noise produced by the transistors due to thermal and flicker noise. Typically, the noise 

increases with a higher resistance in the feedback path and with smaller transistor sizes. 
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4.2 Modeling On-Chip Spiral Inductors 

Since on-chip spiral (planar) inductors are widely used in ICs, models of these inductors 

are discussed in this section. Accurate models that capture the losses associated with spiral 

inductors are important for reliable circuit design and analysis. Loss mechanisms of spiral 

inductors, quality factor, and some common models are reviewed in the following 

subsections. 

 

4.2.1 Loss Mechanisms in On-Chip Spiral Inductors 

The most significant source of on-chip spiral inductor losses is the metal wires and 

silicon substrate. Since an inductor is constructed from metal lines, the resistance of the spiral 

inductor converts magnetic energy into heat. To decrease this parasitic resistance, on-chip 

inductors are typically formed on the top metal layers, where the metal lines are wider. 

Another loss mechanism associated with metal conductors occurs at high operating 

frequencies (i.e, in the gigahertz domain). As the operating frequency increases, eddy 

currents are induced in neighboring lines. At these high frequencies, the current flow within 

the metal lines is not uniformly distributed, resulting in skin and proximity effects. The 

magnetic field of the inductor penetrates into the metal wires, producing an opposing electric 

field. The induced electric field increases the impedance in the center of the conductor, 

resulting in an accumulation of current at the outer layer or skin of the metal conductor. 

Hence, this phenomenon is called the skin effect. The decreased effective cross-section of the 

conductor increases the current density, thereby converting additional energy into heat. The 

effective depth of the conductor in which current flows is 
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2
,


  (4.8) 

 

where , , and  are the radian frequency, permeability, and conductivity, respectively 

[105]. Furthermore, the increased resistance of a conductor also contributes to the magnetic 

field in neighboring wires, a phenomenon called the proximity effect [104]. The magnetic 

field of the spiral inductor windings add, thereby increasing the effective resistance. 

The other significant source of losses is the silicon substrate on which the integrated 

circuits and metal layers are placed. Magnetic energy generated by the inductor is converted 

into heat due to the conductive nature of the silicon substrate, as opposed, for example, to the 

insulating nature of GaAs. Silicon substrate losses can be associated with three primary 

sources. First, the electric field is coupled to the substrate through displacement currents 

[106], which flow within the substrate to a nearby ground. Second, time varying magnetic 

fields produce time varying electric fields which induce current flow within the substrate. 

This magnetic field also induces currents known as eddy current. The current generated by 

the induced electric fields flow vertically or laterally, perpendicular to the spiral inductor, 

while the currents induced by the magnetic field flow parallel to the spiral inductor. Third, 

radiation effects induce currents in the substrate. Note that losses associated with radiation 

are less prominent than losses produced by electromagnetic fields. 
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4.2.2 Models and Performance Metrics of Spiral Inductors 

In this section, traditional and advanced models of on-chip spiral inductors are reviewed. 

Performance metrics in the form of a quality factor (Q) and self-resonance are also discussed 

in the following subsections. 

 

4.2.2.1 Basic Model, Q, and Self-Resonance of On-Chip Inductors 

The most common lumped element model of an on-chip spiral inductor is shown in 

Figure 4.12. This circuit models the primary parasitic capacitances and resistances associated 

with on-chip inductors. Capacitance Cs represents the coupling capacitance between the metal 

windings of the inductor. The inductance and parasitic resistance are represented by Ls and 

Rs, respectively. The capacitance between the metal segments and the substrate is Cox, while 

the resistance and capacitance of the substrate are represented by Rsub and Csub, respectively. 

Note that this basic model does not consider skin, proximity, and substrate eddy current 

effects. This circuit model is suitable for relatively narrow band frequencies. 
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Figure 4.12 Generic lumped model of a spiral inductor 
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The quality factor (Q) represents the energy storing ability, or the rate at which the 

energy is dissipated by a physical system. Equivalently, Q is the ratio between the maximum 

amount of stored energy and the dissipated energy during one period of the system response, 

 

2 .
maximum energy stored

Q
total energy lost in one oscillation cycle

   (4.9) 

 

Specifically, for an electric system, Q is the difference between the peak magnetic and 

electric energy in one oscillation cycle [94],  

 

2 .
peak magnetic enerygy - peak electric energy

Q
energy loss in one oscillation cycle

   (4.10) 

 

Equivalently, since energy can only be stored by an inductor or capacitor, and dissipated only 

by a resistor [107], Q can be defined as 
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where wL(t) and wC(t) are the instantaneous maximum energy stored by the inductor and 

capacitor, respectively, while PR is the energy dissipated by a resistor in a time period T. 

Finally, a useful definition of Q based on the input impedance of a network is 
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where Z is the impedance seen at one terminal, while the second terminal is grounded. 

Applying (4.12) to the model of Figure 4.12 results in [100] 
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In (4.13), expression (a) represents the magnetic energy stored in the inductor and the ohmic 

loss due to the series resistance. Expression (b) represents the energy dissipated in the silicon 

substrate, while expression (c) is the self-resonance factor, which decreases Q due to the 

increase in the electric energy. By substituting (4.15) into (c), equating to zero, and solving 

for , the self-resonance frequency of the inductor can be determined [100]. Self-resonance 

occurs when the magnetic energy and electric energy are equal. At this energy state of the 

inductor, Q is zero. Equivalently, the frequency at which the imaginary portion of the input 

impedance equals zero is the self-resonance frequency. At this frequency, the inductor 

behaves as a resistive network rather than as an inductor. Beyond the self-resonance 

frequency, the inductor behaves as a series RC network [102]. 
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4.2.2.2 Advanced Models of On-Chip Inductors 

To improve the accuracy of on-chip inductor models and consider high frequency 

effects, modifications to the basic model represented by Figure 4.12 have been proposed. A 

circuit model of skin and proximity effects as well as substrate losses has been proposed 

[108], as depicted in Figure 4.13. 
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Figure 4.13 On-chip inductor model considering high frequency effects 

 

An RL ladder structure (composed of L1 to L3 and R1 to R4) models skin and proximity 

effects in the metal lines. The effective inductance is modeled by Ls, while the capacitive 

coupling is represented by Cp. The dielectric capacitance is represented by Cox, while the 

electric loss of the substrate is modeled by the parallel combination of Rsi and Csi.  The 

magnetic loss of the substrate due to the eddy current effect is modeled by an RL ladder 

structure (composed of Lsi0, Lsi1, Rsi0, and Rsi1). The effective reduction of inductance due to 

negative coupling between the substrate eddy current and the metal lines is modeled by the 
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coupling coefficient M. Note that this model considers different conductivity modes of the 

substrate, affecting the electrical behavior of the spiral inductor. 

A scalable broadband model incorporating substrate and conductor losses has been 

proposed [109], as shown in Figure 4.14. A broadband characteristic of on-chip inductors 

reaching up to 20 GHz (well beyond a typical self-resonance frequency) is demonstrated by 

this model. This model considers three-dimensional eddy current effects (rather than two-

dimensional). Two parallel RL networks (composed of Rloss1, Lsub1, Rloss2, and Lsub2) in series 

with Cox1 and Cox2 model the eddy current component normal to the substrate plane, while Cox 

is the capacitance between the inductor and the substrate.  
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Figure 4.14 An on-chip spiral inductor model: (a) lumped model, (b) simplified T model 

 

The parallel RL network (composed of Rloss and Lsub) in series with the parallel RC 

network (composed of Csub and Rsub) represents the eddy current component within the 

substrate plane, while the RC network models the lossy substrate resistance and capacitance. 

The series inductance and resistance of the spiral inductor are modeled by Ls and Rs, 
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respectively, while the inter-coil and output terminal capacitances are modeled by Cp. Finally, 

skin and proximity effects within the spiral conductor due to the lossy return path in the 

substrate are represented by Rp. A design flow for extracting the model parameters and the 

equivalent T model shown in Figure 4.14(b) using scattering parameters is described in [109]. 

 

4.3 Design of On-Chip Inductors 

The design of a spiral inductor is a multi-variable problem incorporating the following 

parameters: geometry and area, inductance magnitude, operating frequency, quality factor Q, 

frequency at which Q reaches a maximum value, and self-resonance frequency. These 

parameters are determined by the geometry and fabrication technology of the inductor. Since 

these parameters exhibit opposing trends, tradeoffs are frequently encountered in the design 

process. Guidelines for designing on-chip spiral inductors are provided in the first section. 

First order design equations, design methodologies, and tradeoffs are discussed in the 

following subsections. 

 

4.3.1 First Order Inductance Equations 

A variety of first order inductance equations have been described in the literature [92], 

[110], [111], [112]. The simplest inductance expressions for on-chip spiral inductors do not 

consider important loss mechanisms, and may exhibit up to 50% error in the inductance. 

More accurate expressions [110], however, which consider parasitic effects are cumbersome 

and require complex computations. Sufficiently accurate (exhibiting up to 5% error in the 



 99

inductance) and simple expressions can be used to approximate the magnitude of on-chip 

spiral inductors. 

The modified Wheeler expression, originally derived for a circular coil inductor [111], 

can be applied to a square spiral inductor with inner and outer diameters, as depicted in 

Figure 4.15, 
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where din, dout, and n are the inner and outer diameter and number of turns, respectively. The 

relative and absolute permeability are r and 0, respectively. 
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Figure 4.15 A square spiral inductor 
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Alternatively, the inductance of four commonly used inductor shapes is incorporated 

into one expression (the current sheet formula) [112], 
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where  is the fill factor and c1, c2, c3, and c4 are a function of geometry, and listed in Table 

4.1. Finally, for any polygon geometry, the inductance can be approximated by [112] 
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where Aout is the outer area occupied by the inductor and N is the number of polygon sides. 

Note that (4.20) is a modified version of (4.18) with an analytic approximation of the 

coefficients, c1, c2, c3, and c4. 

 

Table 4.1 Coefficients for the current sheet inductance [112] 

Geometry c1 c2 c3 c4 
Square 1.27 2.07 0.18 0.13 

Hexagon 1.09 2.23 0.00 0.17 
Octagon 1.07 2.29 0.00 0.19 
Circle 1.00 2.46 0.00 0.20 
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4.3.2 Design Practices and Tradeoffs 

The design of an on-chip inductor is a complicated task, requiring complex 

electromagnetic calculations. To achieve accurate results, therefore, two- and three-

dimensional electromagnetic simulation tools, such as ASITIC [113], SPIRAL [114], and 

HFSS [115], are often used. These electromagnetic simulators solve Maxwell’s equations for 

a set of geometric and technology parameters. The electric and magnetic fields are obtained 

for different outer and inner diameters, spacings, and widths of the inductor metal windings. 

These electromagnetic simulations are used to minimize the area or maximize Q for a specific 

inductance operating at a target frequency. In order to achieve an efficient solution, 

simplifying assumptions to Maxwell’s equations are often used, sacrificing accuracy for 

computational efficiency. 

A less accurate and complex approach is to use models of on-chip spiral inductors, such 

as presented in section 4.2.2. The parameters of these models are extracted by first order 

equations. Subsequently, performance metrics characterizing an inductor can be 

approximated by the model. To demonstrate this approach, an example based on a square 

spiral inductor and the basic model shown in Figure 4.12 is considered. 

The geometry of a square spiral inductor (as shown in Figure 4.15) can be described by 

 

 2 2 1 ,out ind d w n s n         (4.21) 

 

where dout and din are the outer and inner diameter, respectively, and w, s, and n are the width, 

spacing, and number of turns, respectively. For maximum area occupied by an inductor (i.e., 

dout), different sets of inductor parameters din, w, s, and n can be obtained according to (4.21), 
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from which the basic model is determined. The inductance Ls can be found by using, for 

example, expressions (4.18) and (4.19). The series resistance Rs is obtained from 
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where σ is the conductivity, l is the total length of the inductor, w and t are the width and 

thickness of the interconnect, respectively, and the skin depth δ is given by (4.8). The 

capacitance between the windings of the spiral inductor Cs is 
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where tox is the oxide thickness between the crossunder section and the main spiral sections 

and εox is the oxide dielectric. The capacitance between the spiral inductor and the substrate 

(assuming Cox1 = Cox2 = Cox/2) is 
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The resistance Rsub models the substrate resistance and is approximated (assuming Rsub1 = 

Rsub2 = Rsub/2) by 
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where Gfp is a fitting parameter, which is a function of the substrate material and distance 

between the inductor and substrate. A typical value of Gfp is about 10-7 S/μm2 [92]. Finally, 

the capacitance of the substrate Csub (assuming Csub1 = Csub2 = Csub/2) as well as other reactive 

elements related to the image currents is 
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where Cfp is a fitting parameter which is a function of the substrate material and distance 

between the inductor and substrate. A typical range of Cfp is between 10-3 to 10-2 fF/μm2 [92]. 

Once the parameters of the basic model are extracted, the quality factor and self-resonance of 

an inductor can be estimated based on (4.13). 

Since the design of an on-chip spiral inductor is a complex task, general design 

guidelines and tradeoffs are useful. A list of  suggested intuitive conventions is provided 

below: 

1) The main component of an inductor is usually implemented on the top most metal 

layer, where the metal lines are widest, reducing resistive losses. Furthermore, 

maximizing the distance to the substrate minimizes the parasitic capacitance 

between the inductor and the substrate; 

2) The resistance due to eddy currents in the substrate is proportional to the square of 

the frequency, to the square of the number of turns, and to the cube of the inductor 

diameter [92]. Therefore, beyond a certain threshold, losses associated with eddy 

currents become dominant, degrading Q. In heavily doped CMOS substrates, 

inductors with a smaller outer diameter and narrow wires are often used, contrary to 

semi-insulating substrates like GaAs; 
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3) The geometry of an inductor has a second order effect on the inductance and Q. 

Square spiral inductors are therefore the most commonly used; 

4) Inductors with fewer inner turns are preferred, since the inner most turns contribute 

significant resistance and a small amount of magnetic flux. A practical ratio of three 

to one between the outer and inner diameters is often used [92]; 

5) The distance between the inductor wires is typically chosen to be the smallest 

possible to reduce the inductor area and increase the mutual inductance. This short 

spacing, however, reduces the self-resonance frequency due to the increased 

inductive and capacitive coupling. 

 

4.4 Summary 

Due to the demand for wireless devices, RF integrated circuits incorporating on-chip 

inductors have been extensively developed. These on-chip inductors are now being 

considered for high speed digital circuits. On-chip inductors, however, exhibit low Q, thereby 

degrading the overall performance of a circuit. To reduce the on-chip losses associated with 

spiral inductors, different types of inductors have been proposed and are reviewed in this 

chapter. Generally, an increase in the Q factor comes at the expense of complex and costly 

fabrication processes. 

Accurate models of on-chip inductors are important in the design and analysis of high 

speed circuits. To capture the loss mechanisms of these inductors, a variety of models have 

been proposed and are described in section 4.2. Most of these models are based on the basic 

lumped element model. To incorporate losses due to eddy currents and skin and proximity 
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effects, additional elements have been added to the model, as depicted in Figures 4.13 and 

4.14. Finally, guidelines and tradeoffs in the design of on-chip spiral inductors are described.
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Chapter 5  

Design Methodology for Global Resonant H-Tree Clock 

Distribution Networks 

Design guidelines for resonant H-tree clock distribution networks are presented in this 

chapter. A distributed model of a two level resonant H-tree structure is described, supporting 

the design of low power, skew, and jitter resonant H-tree clock distribution networks. 

Excellent agreement is shown between the proposed model and SpectraS simulations. A case 

study is presented that demonstrates the design of a two level resonant H-tree network, 

distributing a 5 GHz clock signal in a 0.18 μm CMOS technology. This example exhibits an 

84% decrease in power dissipation as compared to a standard H-tree clock distribution 

network. 

The design methodology enables tradeoffs among design variables to be examined, such 

as the operating frequency, the size of the on-chip inductors and capacitors, the output 

resistance of the driving buffer, and the interconnect width. A sensitivity analysis of resonant 

H-tree clock distribution networks is also provided. The effect of the driving buffer output 

resistance, on-chip inductor and capacitor size, and signal and shielding transmission line 

width and spacing on the output voltage swing and power consumption is described. 

This chapter is organized into six sections. Introduction and problem formulation of the 

resonant clock network are presented in sections 5.1 and 5.2, respectively. In section 5.3, 

design guidelines are provided. In section 5.4, a case study is presented. The sensitivity of a 

resonant clock distribution network to certain design parameters is examined in section 5.5. 
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Summary is offered in section 5.6. A derivation of the H-tree sector model is described in 

Appendix A.1, while the rms input voltage is characterized in Appendix A.2. A model of an 

equivalent shorted interconnect is provided in Appendix A.3. 

 

5.1 Introduction 

To combat the difficulties associated with clock distribution networks, clock generation 

and distribution networks based on LC oscillators in the form of transmission line systems 

have been considered. In salphasic clock distribution networks [116], a sinusoidal standing 

wave is established within a transmission line. Coupled standing oscillators of this type are 

used in [70] to distribute a high frequency clock signal. A similar approach uses traveling 

waves in coupled transmission line loops [71] driven by distributed cross coupled inverters. 

Comprehensive and systematic investigation of the impact of width, spacing, and loading of a 

resonant clock tree on skew and energy consumption is presented in [14], [117]. In [72], [73], 

a resonant global clock distribution network is described where on-chip spiral inductors and 

decoupling capacitors are connected to traditional clock trees. 

The strategy presented in [72] is to design the H-tree sector and the clock grid for 

sufficient bandwidth to support distributed square waveform slew rates. Hence, distributing a 

square clock signal with a slew of tr requires a bandwidth of at least 0.5/tr. From the Fourier 

theorem, as the bandwidth increases, the time domain response more closely resembles an 

ideal square wave signal. Unfortunately, the output resistance of the driving buffer and the 

rise time both have a major effect on the bandwidth. 

A comprehensive and robust design methodology for resonant H-tree clock distribution 

networks is presented [118]. The methodology is based on the transfer function of a two level 
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H-tree, defined here as a sector, such that the fundamental harmonic of the input square wave 

is transferred to the output. The output signal at the leaf nodes exhibits a sinusoidal behavior. 

Inverters are placed at the leaf nodes to convert the sinusoidal waveform into a quasi-square 

waveform. On-chip spiral inductors and capacitors are used to resonate the clock signal 

around the harmonic frequency. 

Significant variations are exhibited in modern high performance, high complexity 

integrated circuits fabricated in nanometer processes. With technology scaling, process 

variations have become a significant design factor that should be considered in the design 

process. Imperfections in the manufacturing process and environmental changes can degrade 

overall system performance [119]. Interconnect process variations can affect, for example, 

timing analysis, buffer insertion, high density SRAMs, and clock distribution networks [118]-

[122]. Resonant H-tree structures tolerant to process variations are therefore important for 

high performance resonant clock distribution networks. 

 

5.2 Background and Problem Formulation 

The concept of exploiting resonant transmission lines was first introduced by Chi in 

1994 [116]. A global resonant clock distribution network was later introduced in 2003 by 

Chan et al. [72]. In this circuit, a set of discrete on-chip spiral inductors and capacitors is 

attached to a traditional H-tree structure, as depicted in Figure 5.1. On-chip spiral inductors 

are connected at four points in the tree, while decoupling capacitors are attached to the other 

side of the spiral inductors. The capacitance of the clock distribution network resonates with 

the inductance, while the on-chip capacitors establish a mid-rail DC voltage around which the 

grid oscillates. This approach lowers the power consumption, since the energy alternates 
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between the electric and magnetic fields rather than dissipated as heat. Consequently, the 

number of gain stages is reduced, resulting in further reductions in power consumption, skew, 

and jitter. 

The proposed resonant sector (such as the network shown in Figure 5.1) can be used as a 

building block, in a modular sense, to construct a much larger global clock distribution 

network, as shown in Figure 5.2. In this example, the entire network is divided into sectors of 

16 leaves. Hence, the design flow is bottom to top, starting with the H-tree sectors at the leaf 

portion of the tree network and moving up to the central sector (or trunk). 
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Figure 5.1 H-tree sector with on-chip inductors and capacitors 
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Figure 5.2 A global clock distribution network, consisting of 16 resonant clock sectors and a 

total of 256 leafs 

 

The design methodology considers the physical geometry of the structure and the 

technology, and can be formulated as 

 

 H-Tree Sector , , , ,  ,i i i o lf w l h f C i   (5.1) 

 

where wi, li, and hi are the width, length, and thickness of each section of the H-tree sector, 

respectively, fo is the clock frequency, and Cl is the capacitive load at each leaf node. The 

index i varies between one and four, representing each section of the H-tree sector (see Figure 

5.2). The H-tree sector function is used to determine the value of the on-chip spiral inductors 

(considering the effective series resistance), capacitors, and driving buffer resistance that 

produces the minimum power consumption. 
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5.3 Design Guidelines for H-Tree Sector 

A methodology for designing resonant H-tree clock distribution networks is described in 

this section. In section 5.3.1, a distributed model is presented for the H-tree sector, while an 

on-chip spiral inductor model is presented in section 5.3.2. Applying the proposed models 

and a graphical representation of the design space, the optimum value of the on-chip 

inductors, capacitors, and output resistance of the driving buffer for minimum power 

consumption is determined as described in section 5.3.3. 

 

5.3.1 H-Tree Sector Model 

As clock signal frequencies exceed the multigigahertz regime, distributed models of 

interconnects are required to incorporate high frequency effects into the system behavior. The 

proposed model uses the classical distributed model, where an incremental section of line 

length Δz is modeled as a lumped element circuit, as shown in Figure 5.3. In this model, R, L, 

and C is the resistance, inductance, and capacitance per unit length, respectively. The lumped 

resistance represents the lossy component of the transmission line. 
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RΔz LΔz
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Figure 5.3 Distributed model of a transmission line 
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The proposed model is applied to a two level H-tree network, as depicted in Figure 5.1. 

The distributed RLC network shown in Figure 5.4 is used to model the clock tree depicted in 

Figure 5.1. The parameters Ri, Li, and Ci are the resistance, inductance, and capacitance per 

unit length, respectively, where i varies from one through four. The parameter N is the depth 

of the tree, which in the example shown in Figure 5.1 equals four, while the number of leafs 

is 2N. 
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Figure 5.4 Distributed RLC network representation of an H-tree network 

 

Since the two nodes labeled 1 in Figure 5.4 are symmetric, the waveforms at these nodes 

are assumed to be identical, and as a result, can be assumed to be shorted [123]. The same 

assumption applies to nodes 2, 3, and 4. This simplification is exploited to transform the 

circuit shown in Figure 5.4 into a distributed RLC transmission line as shown in Figure 5.5, 

making the analysis considerably simpler. Since the interconnect lines between each pair of 

nodes are assumed to be connected in parallel, the capacitance per unit length is increased by 

a factor of two, while the resistance and inductance per unit length is decreased by a factor of 
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two at each level of the hierarchy. A proof of the equivalent shorted interconnect is provided 

in Appendix A.3. 
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Figure 5.5 Resonant H-tree network simplified to a distributed RLC line 

 

An analytic model of this structure is developed based on ABCD parameters [22]. From 

transmission line theory, the ABCD matrix for the overall structure is a product of the 

individual matrices, 

 

1 2 3 4 ,s l

A B
M M M M M M

C D
     

 
  

 (5.2) 

 

where Mi (i = 1..4), Ms, and Ml are the ABCD matrix of the four sections, the on-chip 

inductors and capacitors, and the load, respectively. 

From the overall ABCD parameters, the transfer function H(s) and input impedance Z(s) 

of the system is, respectively, 

 

2

2 1 0

3 2

3 2 1 0

1
( ) ( )

( ) ( ) ( ) ( )
,

a s a s a
H s K s

A b s s b s s b s s b s

   
  

     
 (5.3) 
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in

b s s b s s b s s b sA
Z s

C d s s d s s d s s d s

     
 

     
 (5.4) 

 

where a0, a1, and a2 are constants and the parameters K, b0, b1, b2, b3, d0, d1, d2, and d3 are 

functions of frequency, the geometry of the structure, and the on-chip inductors and 

capacitors. These functions and the corresponding Mi matrices can be determined from (5.2), 

as described in Appendix A.1. 

 

5.3.2 Model of On-chip Inductor 

On-chip spiral inductors play an important role in the design of silicon-based RF 

integrated circuits (ICs). On-chip spiral inductors can be integrated into the fabrication 

process of a standard CMOS technology. Unfortunately, particularly in processes with a 

heavily doped silicon substrate, substrate losses resulting from eddy current effects can be 

significant [104], [124]. It is therefore important to accurately model the resistive losses of 

the on-chip spiral inductors. 

A resistive-inductive model of the spiral inductor as shown in Figure 5.6 is used in this 

analysis. In order to provide a tractable solution, the parasitic capacitance is omitted from the 

model and treated as part of the on-chip decoupling capacitor Cd. The parasitic resistance of a 

spiral inductor greatly affects the behavior of the resonant clock sector, and is included in the 

circuit model of the inductor. To determine the value of the on-chip spiral inductors and the 

effective series resistance (ESR), customized extraction software, ASITIC, is used [113]. 
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Figure 5.6 Simplified model of an on-chip spiral inductor 
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Figure 5.7 Effective series resistance of spiral inductors 

 

In this example, the spiral inductors, occupying an area of 250 x 250 μm2, are optimized 

for maximum Q. The ESR for a range of inductor values at certain frequencies is shown in 

Figure 5.7. Note that as the frequency increases, the ESR also increases. At low frequencies, 

the ESR exhibits a linear dependency with frequency, while at higher frequencies the 

relationship behaves quadratically. The values of ESR extracted at 5 GHz are used in the case 

study presented in section 5.4. The ESRs for the different inductors at a 5 GHz operating 

frequency are listed in Table 5.1. 
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Table 5.1 ESRs of spiral inductors at 5 GHz 

Ls 
nH 

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0 

ESR 
Ω 

8 8 8 19 20 24 28 32 35 61 72 52 84 98 109 113 160 169 226 

 

5.3.3 On-Chip Inductor, Capacitor, and Output Resistance of the Driving 

Buffer 

Since the transmission line network of a resonant H-tree is a passive linear network 

(assuming the inverter at the leaf node is modeled as a constant gate capacitance), a one-port 

network, as depicted in Figure 5.8, is used to model the input impedance of the H-tree sector. 
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Figure 5.8 One-port network driven by a voltage source 

 

The driving buffer of the resonant clock tree is modeled as a voltage source Vg(t) with a 

finite output impedance. The output impedance of the voltage source Zg, and the input 

impedance of the network Zin can be expressed, respectively, as 

 

g g gZ R jX   (5.5) 

in in inZ R jX   (5.6) 
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where Rg and Rin is the voltage source and input resistance, respectively, and Xg and Xin are 

the voltage source and input reactance, respectively. The rate at which energy is absorbed is 

the power and is [125] 

 

2
,

1 1
,

2net in rms
in

P V
Z

 
  

 
 (5.7) 

 

where Vin,rms is the effective or root-mean square value of any periodic voltage function and is 

 

0

0

1 2
2

,

1
( ) ,

t T

in rms int
V v t dt

T

   
   (5.8) 

 

where T is the time period of  the periodic function vin(t). The input voltage vin(t) (see Figure 

5.8) can be expressed in terms of  the voltage source function vg(t), and is 

 

( ) ( ) .in
in g

in g

Z
v t v t

Z Z
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
 (5.9) 

  

Substituting (5.8) and (5.9) into (5.7) results in 

 

2

2 2
, ,

1 1 1
= ,

2 2
in

net rms g rms g
in g in

Z
P V V

Z Z Z


 
      

 (5.10) 

 

where ρ is the effective (including Rg in (5.5)) real part of the input admittance of the H-tree 

sector, 
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   2 2
.in

in g in g

R

R R X X
 
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 (5.11) 

 

Note from (5.11) that in order to reduce the power consumption Pnet, ρ should be made 

smaller. A second constraint is that the magnitude of the transfer function should be equal to 

or greater than 0.9 at the operating frequency in order to achieve a full swing response at the 

output. To justify a value of 0.9, consider a Fourier series representation of a periodic square 

waveform x(t) with an amplitude of VDD, 

 

 0
0 1

1
( ) , sin ,k k DD

k

jk tx t a a V k T
k

e  






   (5.12) 

 

where 0 is the radian frequency, and T1 is a quarter of the period of  the square wave. The 

transfer function of the H-tree sector at the resonant frequency is designed to transfer the 

fundamental harmonic of the square wave, k = ±1, amplifying the spectral elements, 

 

1

1
.DDa V

   (5.13) 

 

From (5.13), the amplitude transferred to the output equals 2VDD/. The sinusoidal amplitude 

at the output ranges from -0.1 volts to 1.9 volts (1 volt mean-to-peak) to allow the buffers at 

the leaf nodes to charge and discharge the load at frequencies as high as 5 GHz in a 0.18 m 

CMOS technology. The required peak value of the magnitude of the transfer function can be 

derived from (2VDD/)|H’(j0)| = 1, 
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
 (5.14) 

 

Since the power consumption is inversely proportional to the output resistance, (5.11) 

suggests that the output resistance of the driving buffer should be maximized. These design 

constraints for a resonant H-tree network are summarized. 

 

 min netP  (5.15) 

 max gR  (5.16) 

 0 0.9.H j   (5.17) 

 

In (5.17), |H′ (jω)| is 
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 (5.18) 

 
 

where |H(jω)| is described in (5.3) in the S-domain. 

The three conditions (5.15), (5.16), and (5.17) can be used to determine the optimal 

value of the on-chip inductors, capacitors, and driving buffer resistance that produces a full 

swing sinusoidal waveform while dissipating minimum power. Since closed-form analytic 

expressions for the input impedance and the transfer function, given by (5.3) and (5.4), are 
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somewhat cumbersome, the solution is graphically evaluated. In this manner, the design 

space and related tradeoffs among the different parameters can be explored. 

Three design variables, Ls, Cd, and Rg, are solved simultaneously to satisfy (5.15), (5.16), 

and (5.17). In order to graphically represent the design space, one of the three design 

variables is eliminated. Equating |H′(jω)| to 0.9 and solving for Rg (assuming Xg = 0), 

 

 
2

2 2 2

2

( )
.

0.9
g in in in in

H j
R R X X R


    
 
 
 
 

 (5.19) 

 

Substituting (5.19) into (5.11) yields 
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Note from (5.20) that  is only a function of the on-chip spiral inductor and capacitor at a 

specific frequency. 

Once (5.20) is obtained, ρ and Rg are plotted as a function of the possible on-chip 

inductor values based on (5.3), (5.19), and (5.20). The inductor value varies from 1 nH to 10 

nH, considering the effective series resistance (ESR) for each value (as described in 

subsection 5.3.2). Two graphs corresponding to the different on-chip capacitor values are 

obtained. In this way, the entire design space is conveniently represented graphically. Note 

that the condition (5.16) is already included in (5.19) and (5.20), resulting in only two design 

graphs. Note also that according to (5.11), maximizing Rg results in minimizing . From these 
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two graphs, the optimal value for the on-chip inductor, capacitor, and output resistance can be 

determined. 

 

5.4 Case Study 

In this section, a 5 GHz resonant H-tree sector is designed as a basic building block of a 

large global clock distribution network. The design guidelines and principles presented in 

section III are demonstrated in this case study. The resistance, inductance, and capacitance 

per unit length of the transmission lines are extracted using HENRYTM and METALTM from 

the OEA software suite [114]. 

The layout geometry and configuration of a symmetric balanced resonant H-tree sector 

is schematically illustrated in Figure 5.9. Assuming a 5 GHz clock signal, the design of a 

resonant H-tree based on a 0.18 m CMOS technology is described. The H-tree sector 

including the on-chip inductors and capacitors occupies two metal layers, metal 5 and metal 

6, for a total area of 2500 × 2500 μm2. The horizontal transmission line and capacitors are 

placed on metal 6, while the vertical transmission lines and spiral inductors are located on 

metal 5. This strategy reduces the coupling between the lines. In order to further reduce 

coupling noise, each signal line is shielded by two parallel ground lines. The separation 

distance s between the ground and signal lines is constant and is 4 μm, while the signal and 

ground line lengths and widths are the same in each section, i.e., wGND = ws = wi, where i 

varies between one and four. The height of each metal line is h = 0.5 μm. These values are 

typical for a 0.18 m CMOS technology. The capacitors are connected to ground, while the 

other end of the spiral inductors is connected to a signal line, namely, to l4 (the connection is 

not shown in Figure 5.9). 
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Figure 5.9 Structure of resonant H-tree sector 

 

Finally, note that the width of the signal lines is reduced by two at each branching point 

in order to reduce reflections caused by differences between the characteristic impedance at 

the branch points. The individual interconnect widths and lengths, indicated in Figure 5.9 and 

used in this example, are listed in Table 5.2 . 

 

Table 5.2 Resonant H-tree parameters 

l1, w1 

[μm] 
l2, w2 

[μm] 
l3, w3 

[μm] 
l4, w4 

[μm] 

1600, 16 1600, 8 800, 4 800, 2 
 

Table 5.3 Resonant H-tree extracted transmission line parameters 

i Ri [mΩ/μm] Li [pH/μm] Ci [fF/μm] 

1 3.19 1.19 0.28 
2 6.37 1.43 0.30 
3 12.75 1.53 0.13 
4 25.50 1.78 0.14 
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For the technology and geometry described above (see Figure 5.9), the extracted 

interconnect parameters are listed in Table 5.3. The total load capacitance of the H-tree 

network is 2 pF. Inverters are located at the leaf nodes of the H-tree sector, each driving a 

capacitive load of 20 fF. A 20 fF load is chosen at the leaf nodes to satisfy a 5 GHz switching 

frequency of the buffers. If required, a larger load could be further partitioned into smaller 

loads. Expressions (5.19) and (5.20) at a 5 GHz operating frequency as a function of the 

spiral inductance are plotted in Figure 5.10 over a wide range of capacitance values (1 pF 

through 40 pF). 

In order to satisfy condition (5.15), the spiral inductance is chosen to be Ls = 2 nH, 

thereby minimizing  and maximizing Rg, as evident from Figure 5.10. Consequently, the 

maximum output resistance is Rg  25 . Evident from Figure 5.10, as the on-chip capacitor 

increases, the curves converge. To determine the required on-chip capacitance,  and Rg are 

plotted as a function of the capacitance (see Figure 5.11). For the chosen on-chip capacitor Cd 

= 15 pF,  and Rg saturate to a constant value. 
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(b) 

Figure 5.10 Design tradeoffs for an H-tree sector: (a) Output resistance as a function of the 

spiral inductor, (b)  as a function of the on-chip spiral inductor 

 

The output waveform at the leaf nodes described in the time domain is shown in Figure 

5.12. Note that the square clock waveform is distributed to the leaf node, achieving a full rail-

to-rail voltage swing. Also note that the output waveform exhibits a quasi-sinusoidal 

characteristic common in non-resonant multi-gigahertz clock distribution networks [72]. 
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Figure 5.11 Output resistance and ρ as a function of the on-chip capacitance with Ls = 2 nH 

 

In the frequency domain, the magnitude of the transfer function and input impedance 

around a 5 GHz operating frequency is shown in Figure 5.13. Good agreement between 

simulation and the proposed analytic expressions is achieved, exhibiting less than 5% error. 

Note that the magnitude of the transfer function reaches 0.9 at a 5 GHz frequency. As 

predicted by the design expressions and verified by simulation, the power consumption in this 

example is Pnet  15 mW (including buffers) as compared to a nonresonant H-tree sector, 

where the power consumption is 93 mW (84% less than the non-resonant circuit). 
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Figure 5.12 Output waveform at the leaf nodes 

 

2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

|H
(jw

)|

SpectreS
Analytic model

2 3 4 5 6 7 8
0

20

40

60

80

100

|Z
in

(jw
)|

Frequency [GHz]

SpectreS
Analytic model

 

Figure 5.13 Magnitude of the transfer function and input impedance 

 

The size, spacing between the signal and shielding lines, and the driver resistance Rg in 

the nonresonant network are maintained the same as in the resonant case. In order to drive the 
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clock signal at a 5 GHz operating frequency, buffers are added at each branching point, as 

shown in Figure 5.14. The size of  these buffers is determined by simulations such that the 

rise time, 50% duty cycle, and amplitude of the clock signal at the leaf nodes are the same as 

the resonant network. For each buffer, the ratio of the PMOS and NMOS widths is 2.5, 

whereas the width of the NMOS transistors is listed in Table 5.4. The channel length of all of 

the buffers is 0.18 μm. 
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Figure 5.14 H-tree sector with buffers 

 

Table 5.4 Buffer sizes in the non-resonant case 

w1 [μm] w2 [μm] w3 [μm] w4 [μm] 
3 8 20 50 

 

Note that by eliminating the need for buffers in a resonant clock network, significant 

power savings can be achieved. As compared to a nonresonant network, the number of 

buffers is reduced. The skew and jitter will therefore also be smaller. This behavior is 
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assumed since fewer devices will suffer process variations as well as coupling noise from the 

power supply. 

The power consumption as a function of the size of the on-chip inductors as expressed 

by (5.10) is shown in Figure 5.15. Note that the maximum resistance of the output buffer is 

determined for each value of inductance. Good agreement between simulation and (5.10) is 

illustrated, exhibiting less than 10% error. As indicated in Figure 5.15, the minimum power 

consumption for the circuit illustrated in Figure 5.1 is about 5 mW (not including the buffers 

at the leaf nodes). Characterization of Vrms,g in (5.10) is described in Appendix A.2. 

 

1 2 3 4 5 6 7 8 9 10
5

5.5

6

6.5

7

7.5

8

8.5

P
ow

er
 [

m
W

]

Ls [nH]

Analytic model
SpectreS

 

Figure 5.15 Comparison of power consumption between analytic model and SpectreS Spice 

simulation 

 

To evaluate the performance and accuracy represented by this example, the normalized 

voltage swing as a function of Rg and the magnitude of the transfer function as a function of 

the on-chip inductance are shown, respectively, in Figures 5.16 and 5.17. The normalized 
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voltage swing is linearly decreasing with the output resistance, as shown in Figure 5.16. At an 

output resistance Rg = 25 , the network distributes a full voltage swing to the leaf nodes. 

The voltage swing degrades as Rg increases beyond 25 , unable to achieve a full voltage 

swing. This result agrees with the design constraints described by (5.15), (5.16), and (5.17). 
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Figure 5.16 Normalized voltage swing at the leaf node 

 

The effect of the on-chip inductor on the magnitude of a transfer function is shown in 

Figure 5.17. Increasing inductance degrades the magnitude of the transfer function, as 

indicated in Figure 5.17. The magnitude of the transfer function reaches 0.9 with a 2 nH on-

chip inductance, as obtained from Figure 5.10. Note that for other values of inductance, the 

magnitude of the transfer function is smaller than 0.9. This behavior implies that the H-tree 

network can only deliver a full swing voltage waveform with an on-chip inductance of Ls = 2 

nH. Also note that the model closely agrees with the simulation (exhibiting a maximum error 

of 1.15%), as shown in Figure 5.17. 
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Figure 5.17 Magnitude of the transfer function as a function of the inductance at a 5 GHz 

operating frequency 

 

5.5 Sensitivity of H-Tree Sector 

The effect of process variations on the performance of a resonant H-tree sector is 

explored in this section. In particular, six types of circuit variations are considered: the 

driving buffer output resistance, on-chip inductor and capacitor size, and signal and shielding 

transmission line width and spacing. These variations are examined with respect to two 

performance related figures of merit: the clock signal voltage swing at the leaf nodes and the 

power consumption. 

The buffer driving the H-tree sector is modeled as a voltage source with an effective 

output resistance. This simple model, however, does not consider process variations in the 



 131

channel length and transistor doping concentration. Both of these effects can change the 

effective output resistance and thereby the performance. 

To evaluate the effect of this variation on the resonant H-tree performance, the output 

resistance is varied over a range of ±25% of the optimal value (25 ), as shown in Figure 

5.18. The voltage swing at the leaves and variations in the power dissipation are considered 

as two performance metrics. The voltage swing is measured with respect to the clock output 

swing in Figure 5.12 (1.8 volts), while variations in the power consumption are measured 

with respect to the optimal power consumption of 15 mW. 
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Figure 5.18 Voltage swing and power consumption as a function of variations in the output 

resistance 

 

When the output resistance increases, the power consumption decreases. This behavior 

occurs since the power consumption is inversely proportional to the output resistance of the 

driving buffer. Note that the variation of the voltage swing is ±1.25%, even at the extrema of 
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the variations in the output resistance. The model can therefore be used to accurately 

represent the driving buffer. 

To examine the effects of variations in the on-chip inductors and capacitors, consider 

Figures 5.19 and 5.20. Variations in the spiral inductor, assuming a uniform distribution, are 

shown in Figure 5.19. Process variations may alter the spiral wire width, changing the 

inductance and therefore the parasitic ESR. The change in inductance may occur due to the 

dependence of inductance on the specific geometry of the spiral [113]. 
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Figure 5.19 Voltage swing and power consumption as a function of variations in the on-chip 

inductor width 
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Figure 5.20 Voltage swing and power consumption as a function of variations of the on-chip 

capacitor 

 

The inductance and ESR, extracted using ASITIC, are a function of the variation in 

spiral width. For a ±25% change in the wire width, the output voltage swing varies less than 

±1%, while the power consumption varies less than ±2%. This behavior indicates that a 

resonant H-tree is highly tolerant to significant variations in the on-chip spiral inductor and 

suffers only a minor degradation in performance. Note that the inductance increases as the 

spiral inductor wire width increases, saving additional energy, as shown in Figure 5.19. 

In modern semiconductor fabrication processes, the on-chip capacitor can vary by up to 

±20%. To examine the effect of this variation on the behavior of the resonant H-tree, consider 

Figure 5.20. The on-chip capacitors are swept over ±25% of the optimal value (15 pF). As 

observed from Figure 5.20, the performance of the resonant H-tree is almost insensitive to 

these changes since the voltage swing varies by less than ±0.15% while the power 

consumption varies by less than +0.15%. This behavior occurs since the transfer function of 
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the entire network is a weak function of the magnitude of the on-chip capacitors. As 

mentioned previously, the primary purpose of the on-chip capacitors is to establish a DC 

voltage around which the clock signal oscillates. Another illustration of the insensitivity of a 

resonant H-tree network to on-chip capacitor variations is illustrated in Figure 5.11. Note in 

Figure 5.11 that as the on-chip capacitor increases, the characteristic become independent of 

Cd, hardly affecting the performance. This behavior occurs since at high frequencies and large 

capacitors, the impedance of Cd decreases, shunting the H-tree structure to ground. 

To explore the effect of transmission line variations on the behavior of the H-tree sector, 

the dependence of three variations are evaluated. Specifically, the width of the signal and 

shield lines, and the spacing between the signal and shield lines are varied. As described by 

(5.1), these parameters affect the performance of the resonant H-tree. In the following 

investigation, it is assumed that the variations are uniformly distributed along the lines. 

The impact of variations in the interconnect width (see Figure 5.9) on H-tree 

performance is illustrated in Figure 5.21. The H-tree interconnect width is varied by ±10%, 

exhibiting a voltage swing and power variations of 0 to -0.25% and -0.9% to +0.5%, 

respectively. Note that the resonant H-tree performance is not significantly affected, 

demonstrating the negligible effect of the interconnect width on a resonant H-tree sector. 

Note also that since the wire resistance is inversely proportional to the wire cross-sectional 

area, an increase in the interconnect width decreases the resistance, resulting in lower wire 

losses, thereby decreasing the power dissipation. 
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Figure 5.21 Voltage swing and power consumption as a function of variations in the signal 

line width 

 

The impact of interconnect width variations on the shield lines is shown in Figure 5.22. 

Similar to the signal line variations, the H-tree exhibits a voltage swing and power variations 

of about 0.1% and -0.6% to +0.8%, respectively. Hence, the performance of the resonant H-

tree network is preserved under these variations. From a power consumption perspective, note 

that as the shield line width increases, the power dissipation decreases. This behavior occurs 

since the total equivalent resistance of the structure is increasing with wider shield lines, 

resulting in lower power consumption. The increase and decrease in the equivalent 

capacitance and inductance, respectively, has an insignificant effect on the total power 

dissipation. 

The space between the shield line and the signal lines determines the magnitude of the 

coupling capacitance, the mutual inductance, and the noise coupled to the signal line (see 



 136

Figure 5.9). With spacing variations, the H-tree network exhibits a voltage swing and power 

variations of about -0.1% to +0.03% and -0.08% to +0.2 %, respectively.  
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Figure 5.22 Voltage swing and power consumption as a function of variations in the shield 

line width 

 

The spacing between the signal and shield lines does not significantly affect the 

performance of a resonant clock network. The shield lines around the H-tree interconnects 

should therefore be used to lower noise rather than increase the speed of the resonant H-tree 

network. Note also that as the spacing between the signal and shield lines increases, the 

capacitance of the structure decreases, resulting in increased power consumption, as depicted 

in Figure 5.23. The different design criteria and variation characteristics presented in this 

subsection are summarized in Table 5.5. 

As predicted by theory and verified by OEA extraction tools, HENRYTM and 

METALTM, and SpectreS simulations, the following trends are observed. As the width of the 
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signal or shield lines increases, the resistance and inductance decreases while the capacitance 

increases. As the separation between the signal and shield lines increases, the resistance 

remains constant while the inductance increases and the capacitance decreases. 
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Figure 5.23 Voltage swing and power consumption as a function of spacing variations 

between the signal and shield lines 

 

Table 5.5 Sensitivity evaluation of resonant H-tree network 

Category 
Variation 

range 

Voltage 
swing 

variations 

Power 
consumption 

variations 
Rg ±25% -1.5  to 1.5%      -8    to 13% 

WLs ±25% -0.8  to 0.6% -1.5  to 1.9% 

Cd ±25% -0.15 to 0.1%    0     to 0.14% 

Wsignal ±10%   -0.25 to 0% -0.9  to 0.5% 

Wshielding ±10%   -0.1   to 0% -0.6  to 0.7% 

Spacing ±10%   -0.1   to 0.01% -0.08 to 0.2% 
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Figure 5.24 Three cases of voltage swing and power consumption as a function of four 

simultaneous variations: Case 1 - buffer output resistance, spiral inductors, capacitors, and 

signal line width are varied; Case 2 -  buffer output resistance, spiral inductors, capacitors, 

and shield line width are varied; Case 3 - buffer output resistance, spiral inductors, capacitors, 

and spacing are varied 

 

In order to explore the effects of multiple simultaneous variations on the performance of 

a resonant H-tree network, three simulation cases are considered, as shown in Figure 5.24. 

The buffer output resistance, on-chip spiral inductors, and capacitors are varied 

simultaneously with the signal width (case 1), shield line width (case 2), or spacing (case 3). 

The H-tree network exhibits the maximum voltage swing and power variations of about 

±1.3% and ±5%, respectively (see Figure 5.24) for all three cases. As expected, the dominant 

source of deviation (as illustrated in Figure 5.18) from the optimal behavior of the resonant 

H-tree sector is due to variations in the driving buffer output resistance. The other parameters 

have a much smaller effect on the performance of the H-tree network. These results confirm 
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that the nature of a resonant H-tree network is robust and relatively tolerant to process 

variations. 

To explore the response of a resonant H-tree network to unbalanced on-chip inductor 

and capacitor variations, four cases are considered, as shown in Table 5.6. In the first case, 

only the upper left inductor width is increased by 25%. In the second case, only the width of 

the upper right inductor is decreased by 25%. In the third case, the left upper and right lower 

inductors widths are varied by 25% and -25%, respectively. Finally, in the fourth case, the 

left upper inductor width and capacitor are varied by 25% and -25%, respectively, while the 

lower right inductor width and capacitor are varied by -25% and 25%, respectively. The 

range of voltage swing and power consumption variations is 0.13% to 0.84% and -1.2% to -

0.4%, respectively. These results demonstrate that, at least for this example, the H-tree sector 

is almost insensitive to highly unbalanced on-chip inductor and capacitor variations. 

 

Table 5.6 Four cases of unbalanced inductor and capacitor variations 

 Case 1 Case 2 Case 3 Case 4 

 

Ind: +25%Ind: +25%

 

Ind: -25%Ind: -25%

 

Ind: +25%

Ind: -25%

Ind: +25%Ind: +25%

Ind: -25%  

Ind: +25%
Cap: -25%

Ind: -25%
Cap: +25%

Ind: +25%
Cap: -25%
Ind: +25%
Cap: -25%

Ind: -25%
Cap: +25%  

Voltage swing 0.84% 0.13% 0.98% 0.76% 
Power 

consumption 
-1.2% -0.4% -0.81% -0.79% 
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5.6 Summary 

Resonant H-tree clock distribution networks may be a suitable alternative to traditional 

clock distribution networks. By exploiting the resonance behavior, a significant decrease in 

power consumption can be achieved as compared to standard H-tree networks. A 

methodology is described for designing resonant H-tree clock distribution sectors. These H-

tree structures form the basic building block of a resonant network. An accurate model is 

developed which utilizes a transmission line model to characterize high frequency effects. 

The high accuracy and analytic nature of the model enables the exploration of tradeoffs in the 

design of a resonant H-tree sector. The optimal on-chip inductors and capacitors as well as 

the maximum driving buffer output resistance are determined for a specific example circuit. 

This set of impedances produces the minimum power at the target clock frequency. 

A case study demonstrating the proposed design methodology is described. A 5 GHz H-

tree network exhibits significantly improved performance in terms of power consumption and 

voltage swing. A comparison to a non-resonant H-tree sector is also provided, exhibiting 84% 

lower power consumption. The major overhead as compared to a nonresonant network is the 

area. This overhead is due to the four inductors connected to the network. Minimizing the 

area occupied by these inductors is a topic for future research. 

The sensitivity of a resonant H-tree sector to six design criteria is further explored. 

These design criteria include the buffer output resistance, on-chip inductor and capacitor size, 

and the signal and shield line width and spacing. Simulations demonstrate that a resonant H-

tree sector exhibits acceptable robustness and relatively low sensitivity to process and 

environmental variations for a 5 GHz operating frequency. The maximum voltage swing and 

power dissipation are +1.5% and +13%, respectively. These variations occur when the 
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driving buffer output resistance varies by ±25%. For the remaining parameters, the resonant 

H-tree sector exhibits insignificant variations as compared to the optimal performance with 

no variations. Simultaneous process variations demonstrate that resonant clock networks are 

highly tolerant and robust. Finally, unbalanced inductor width and capacitor variations 

illustrate the insensitivity of a resonant H-tree clock distribution network to process 

variations.
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Chapter 6  

Quasi-Resonant Interconnects: A Low Power, Low 

Latency Design Methodology 

Design and analysis guidelines for quasi-resonant interconnect networks (QRN) are 

presented in this chapter. The methodology focuses on developing an accurate analytic 

distributed model of the on-chip interconnect and inductor to obtain both low power and low 

latency. Excellent agreement is shown between the proposed model and SpectraS 

simulations. The analysis and design of the inductor, insertion point, and driver resistance for 

minimum power-delay product is described. A case study demonstrates the design of a quasi-

resonant interconnect, transmitting a 5 Gbps data signal along a 5 mm line in a TSMC 0.18 

μm CMOS technology. As compared to classical repeater insertion, an average reduction of 

91.1% and 37.8% is obtained in power consumption and delay, respectively. As compared to 

optical links, a reduction of 97.1% and 35.6% is observed in power consumption and delay, 

respectively. 

This chapter is organized into seven sections. An overview on low power data 

transmission techniques is presented in section 6.1. On-chip resonance in integrated circuits 

as well as the principle of resonance for data transmission are presented in section 6.2. The 

interconnect and spiral inductor models are described in section 6.3. In section 6.4, a quasi-

resonant interconnect design methodology is described, followed by a case study 

demonstrating 5 Gbps data signal distribution along a 5 mm interconnect in section 6.5. 

Simulation results and a comparison to other schemes are presented in section 6.6. Finally, a 
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summary is provided in section 6.7. In Appendix B.1, the ABCD matrices are defined, and a 

derivation of the 50% delay is described in Appendix B.2. 

 

6.1 Introduction 

To reduce significant power dissipation, increased delay, and large area of data 

distribution networks, low power high speed signaling techniques have been developed. In 

[126], current mode signaling in an ultra-low voltage environment is used to transmit high 

data rate signals. In this approach, a current sense amplifier at the far end of the line detects a 

current difference and converts it into a voltage difference. To improve both delay and energy 

dissipation, a transmitter generating a differential current detected by a current mode sense 

amplifier at the receiving end has been proposed in [65]. However, to accommodate 

differential operation, redundant circuitry is used. 

To minimize static power dissipation associated with current mode signaling, an 

adaptive bandwidth bus architecture based on hybrid current voltage mode repeaters for long 

RC interconnect has been proposed in [127]. In this approach, the interconnect is divided into 

smaller segments. Appropriately spaced repeaters amplify the signal and drive the subsequent 

interconnect segment. An adaptive control unit is placed at the input of the line and connected 

to a control line, which is common to all the repeater stages. Contrary to the current mode 

signaling approach, the authors of [128], [129] suggest the use of low voltage signaling over 

long on-chip interconnects. In [128], a heuristic algorithm for buffer insertion that considers 

noise, delay, and power is proposed. The method proposed in [129] is based on the so-called 

swing limited interconnect accelerator. This circuit has a three stage cascade inverter 

configuration with keepers. The keepers limit the voltage on the interconnect to allow low 
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swing operation. Additional inverters are placed at the output to restore the signal level to full 

swing. 

A different approach exploiting wire inductance at high frequencies is introduced in 

[81]. The authors of [81] suggest that at lower frequencies the resistive part of the 

interconnect is dominant, behaving as a distributed RC network. At higher frequencies, the 

inductive component of the transmission line dominates, behaving as a distributed LC 

network. In this scheme, a 1 GHz link operating with phase shift keying modulation on a 7.5 

GHz sinusoidal carrier is presented. This type of modulation, however, results in relatively 

large power dissipation and poor spectral efficiency. Alternatively, the authors of [84] 

propose to mitigate dispersion related to high frequencies by utilizing a return to zero (RZ) 

signaling scheme in which sharp current pulses are used to transmit data. The transmitted data 

is modulated to higher frequencies, maximizing the effect of the wire inductance. This 

approach allows the interconnects to behave in a relatively dispersionless fashion. 

As an alternative to electrical interconnects and related electrical limitations, 

optoelectronic links [130] have been considered. Optical interconnections promise to achieve 

high bandwidth and high density parallel communication channels. However, the interface 

between the electrical and optical signals is a major issue in optoelectronic applications. 

In this chapter, a low power, low latency on-chip interconnect design methodology is 

proposed. The methodology is based on inserting an on-chip spiral inductor to resonate the 

interconnect around the fundamental harmonic of the transmitted signal. In this way, the 

interconnect capacitance resonates with the inserted on-chip inductance. The fundamental 

harmonic of the input signal is amplified and transmitted to the output. This approach lowers 

power consumption, since the energy resonates between the electric and magnetic fields 
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rather than dissipates as heat. Consequently, buffers are eliminated, significantly reducing 

power consumption and signal latency. 

 

6.2 Principle of Quasi-Resonant Interconnect 

Following the invention of the telegraph and the telephone, transmission techniques 

were developed to accommodate the increasing distance between the transmitter and receiver 

while supporting a higher transmission rate. The concept of inserting reactance sources in 

series with long telegraphic lines was first introduced by Pupin in 1899 [131], [132]. Pupin 

suggested inserting inductance coils in a network composed of a uniform conductor with a 

telephonic transmitter and receiver. The inductance coils are inserted in series at periodically 

recurring locations. The electrical line parameters and the distance among the coils are 

adjusted to reduce signal attenuation, enabling transmission of speech waves over very long 

distances. Based on Pupin’s invention, the application of transmission lines with periodic 

inductors to microwave applications is described in [133]. 

The concept of exploiting standing waves in transmission lines was first introduced by 

Chi in 1994 [116]. A global resonant clock distribution network was later introduced in 2003 

by Chan et al. [72]. In this circuit, a set of discrete on-chip spiral inductors and capacitors is 

attached to a traditional H-tree structure. The capacitance of the clock distribution network 

resonates with the inductance, while the on-chip capacitors establish a mid-rail DC voltage 

around which the grid oscillates. This approach lowers the power consumption, skew, and 

jitter. 

The authors of [134] designed and evaluated a two-phase resonant clock generation and 

distribution system with layout-extracted inductor parameters in a 0.13 μm CMOS process. 
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The circuit includes a programmable replenishing clock generator and tunable capacitors. 

Skew and jitter are shown to be reduced with this approach. 

A design methodology for resonant clock distribution networks is presented in [118]. 

Design guidelines based on an accurate distributed transmission model are proposed, 

supporting low power H-tree clock distribution networks. The design methodology provides 

tradeoffs among the operating frequency, the size of the on-chip inductors and capacitors, and 

the output resistance of the driving buffer. A sensitivity analysis of resonant H-tree clock 

distribution networks is also provided. 

The proposed quasi-resonant interconnect network architecture is illustrated in Figure 

6.1. The transmitter at the near end of the interconnect modulates the input data signal. The 

signal modulation supports a quasi-periodic signal with a single resonant frequency. The 

transmitter is followed by an inverter driving the interconnect. The RLC distributed 

transmission line is separated by an on-chip spiral inductor Ls inserted at a specific point to 

resonate the network at a desired frequency for minimum power consumption and delay. The 

receiver at the far end of the interconnect demodulates the transmitted signal back to the 

original input bit stream. 

 

LsR L C R L C
ReceiverTransmitter °

Driver LsR L C R L C
ReceiverTransmitter °

Driver

°°

Driver

 

Figure 6.1 Quasi-resonant network 

 

Since the fundamental harmonic of the input signal is amplified by the magnitude of the 

transfer function, the network resonates at a specific target frequency and magnitude. This 

behavior is required to transfer a full swing sinusoidal signal at the resonance frequency to 
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the far end of the interconnect. To satisfy this objective, consider the output signal in the 

frequency domain, 

 

( ) ( ) ( ),out inV s H s V s   (6.1) 

 

where H’(s) is the transfer function of the network between the transmitter and the receiver 

(including the driver), and Vin(s) is the input data bit. The input data signal in the time domain 

can be represented by a Fourier series, assuming Vin(s) is a periodic signal, 
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where ak is the kth harmonic of the signal and p is the resonant radian frequency. In the case 

of a periodic square waveform with period time tp, rise and fall time tr, and amplitude Vdd, the 

fundamental harmonic (positive and negative) is 
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Equation (6.1) implies that the required magnitude of the transfer function is 
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Substituting (6.3) into (6.4) results in 



 148

 
  

2

.
8 1 cos

r
p

p p r

t
H j

t t




 


 (6.5) 

 

Equation (6.5) describes the magnitude of the transfer function at p in order to transfer a full 

swing waveform. For example, at a 5 GHz operating frequency (tp = 200 psec) and tr = 20 ps, 

the magnitude of the transfer function is 0.8. 

 

6.3 Interconnect and Spiral Inductor Models 

Accurate models of the quasi-resonant network are presented in this section. 

Transmission line and on-chip spiral inductor models are described in subsections 6.3.1 and 

6.3.2, respectively. 

 

6.3.1 Interconnect Model 

As data signal frequencies exceed the multigigahertz regime, distributed models of 

interconnects are required to accurately incorporate high frequency effects into the system 

behavior. The wire inductance can no longer be excluded from the model and traveling wave 

reflections should be characterized by a distributed structure. Using the classical distributed 

model, an incremental section of line length Δz is modeled as a lumped element circuit. In 

this representation, R, L, and C are the resistance, inductance, and capacitance per unit length, 

respectively. The lumped resistance represents the lossy component of the transmission line. 
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6.3.2 On-Chip Spiral Inductor Model 

To accurately account for the parasitic effects of the on-chip spiral inductor, a thirteen 

lumped element model is used. The physical structure and a lumped model of the on-chip 

inductor are illustrated in Figures 6.2(a) and 6.2(b), respectively. Note that the octagonal on-

chip spiral inductor shown in (a) utilizes Metal 5 and Metal 6 where the two layers are 

connected by vias. In this manner, the inductor can achieve a higher Q, as analyzed by 

SPIRALTM, a 3D spiral inductor design and synthesis tool [114]. 
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Figure 6.2 Model of an on-chip spiral inductor: (a) structure of an octagonal on-chip spiral 

inductor, (b) lumped model of the spiral inductor 
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The capacitance Cp represents the capacitive coupling between the windings of the spiral 

inductor. The elements Lseries and Rac represent the inductance and parasitic resistance, 

respectively, while Rskin and Lskin model the skin effect. Also note that Lseries incorporates the 

eddy current effect coupled to the inductor by the coefficient K. The parasitic capacitance 

between the lines and the substrate is modeled by Cox. The parallel Csub and Rsub combination 

models the parasitic resistance and capacitance to the substrate. 

 

6.4 Design Methodology 

In this section, the quasi-resonant interconnect design methodology is described. The 

design of the transmitter and receiver is presented in subsection 6.4.1 and 6.4.2, respectively. 

The input impedance and transfer function of the quasi-resonant network are analytically 

characterized in subsection 6.4.3. Based on these expressions, a power consumption model 

followed by a closed-form analytic expression is developed in subsection 6.4.4. In subsection 

6.4.5, closed-form analytic expressions for the signal delay are described. Finally, design 

guidelines for the quasi-resonant interconnect that minimizes the power-delay product is 

described in subsection 6.4.6. 

 

6.4.1 Transmitter Design 

Proper operation of the network requires resonance at a single target frequency. As 

illustrated in Figure 6.3, the return to zero (RZ) amplitude shift keying modulation scheme is 
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chosen to support a single transmission frequency of the input data. In this scheme, the data is 

transferred at 1/tp bits per second. 

 

1 1 0 1

t

VDD

tr

tp tp

1 1 0 1

t

VDD

tr

tp tp  

Figure 6.3 Example of transmitting a “1011” bit stream 

 

This scheme has three advantages when applied to the proposed quasi-resonant 

interconnect methodology. The transmitted signal has a single frequency (with amplitude 

variation, i.e., Vdd and 0 volts to distinguish between logic one and zero, respectively) 

designed to match the resonance frequency of the network. Power is dissipated only during 

transmission of logic one, and only during half of the time period. Finally, no complex 

circuitry is required to produce this modulation scheme. 

The transmitter generates the required modulated signal which is enhanced by the buffer 

chain that drives the driver (see Figure 6.1). The proposed modulation scheme, transmitter 

circuit, transistor level circuit, and simulated signal waveforms are shown in Figure 6.4. 

To realize the modulation scheme shown in Figure 6.4(a), an AND operation is 

performed between the clock and the input data followed by a buffer chain as shown in 

Figure 6.4(b). The high frequency data rate supported by the quasi-resonant interconnects 

requires a high speed transmitter and receiver. To support high speed operation, a 

transmission gate-based circuit (consisting of transistors Mt1, Mt2, Mt3, and Mt4) is used for 

the logic as shown in Figure 6.4(c). In the case where both the clock and data are at logic one, 

the transmission gate Mt1 passes the logic one state to the input of the buffer chain, while the 
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inverter (consisting of transistors Mt3, and Mt4) turns off transmission gate Mt2. In all other 

cases, the logic zero state is passed to the input of the buffer chain. 

Transistor Mt5 restores the voltage (equal to Vth) associated with the operation of 

transmission gates Mt1 and Mt2. The input data as well as the modulated signal are shown in 

Figure 6.4(d). In this example, a “100100111” bit stream is modulated at a 5 GHz operating 

frequency. Note that the modulated signal follows the return to zero amplitude shift keying 

scheme, essential for quasi-resonant operation. 
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(d) 

Figure 6.4 Transmitter circuit: (a) modulation scheme, (b) gate level circuit, (c) transistor 

level circuit, (d) signal waveforms 

 

6.4.2 Receiver Design 

The receiver located at the far end of the interconnect (see Figure 6.1) demodulates the 

transmitted data into the original signal. A logic level description of the proposed receiver 

circuit, a transistor level circuit, and simulated signal waveforms are depicted in Figure 6.5. 

The principle of the demodulation scheme is based on a sample and hold (S/H) operation, as 

shown in Figure 6.5(a). When the clock is high, the switch closes and the data is sampled and 

transferred. The sampled signal charges (and discharges) the parasitic capacitance Cp. When 

the clock is low, the switch is open and the logic state is stored (or held) until the following 

clock cycle. In this manner, the S/H circuit prolongs the duration of the high state signals 

over the entire clock cycle tp without altering the duration of the low state signals. 

1      1      1      0      0       1      0     0       1 
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Figure 6.5 Receiver circuit: (a) sample and hold circuit, (b) transistor level circuit, (c) delay 

element circuit, (d) signal waveforms 

 

The receiver circuit at the transistor level is shown in Figure 6.5(b). In this circuit, when 

the clock state is high, transistor Mr1 turns on and the data is sampled and transferred. When 

the data state is low, the restorer transistor Mr2 turns on, maintaining the high state signal at 

the input of the second inverter (consisting of transistor Mr3 and Mr4). This mechanism serves 

a dual purpose. It restores the voltage associated with the transmission gate Mr1. And it 

prevents charge leakage by replenishing the charge on the parasitic capacitance of transistors 

Mr3 and Mr4 (through the feedback connection). When the clock logic is low, Mr2 prevents the 

charge from leaking. When the data logic is high, transistor Mr2 turns off and the logic low 

state is transferred to the output. Finally, when the clock state is low, the previous logic state 

is preserved until the following clock cycle. 
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Note that for proper operation of the receiver, the allowed skew between the clock and 

the incoming modulated data should be less then one quarter of the clock cycle. This 

constraint is required since the demodulation circuit is level sensitive. To synchronize the 

clock with the data, a delay element is used, as depicted in Figure 6.5(b). The delay of the 

arriving modulated data is obtained either by simulation or the analytic delay expressions 

presented in subsection 6.4.5. Accordingly, a delay element based on inverters is used as 

shown in Figure 6.5(c). The delay consists of a course and a fine delay. If course tuning is 

required (i.e., the delay of a half clock cycle, tp/2), an odd number of inverters should be used. 

If fine tuning is required (i.e., the intrinsic delay of the inverters), an even number of inverters 

is required. In this manner, for an odd number of inverters, a total delay of tp/2 + n.δ is 

achieved. For an even number of inverters, a total delay of n.δ is achieved. δ and n are the 

intrinsic delay of a single inverter and number of inverters, respectively. For example, using 

one inverter produces a delay of tp/2 + δ, while two inverters produce a delay of 2.δ. 

Simulation results of this circuit are presented in Figure 6.5(d). In this example, the 

output of the modulation circuit shown in Figure 6.4(c) drives the demodulation circuit 

shown in Figure 6.5(b). As depicted in Figure 6.5(d), the output waveform is identical to the 

input data waveforms illustrated in Figure 6.4(d). 

 

6.4.3 Network Input Impedance and Transfer Function 

The quasi-resonant network (between the transmitter and receiver) including the driver 

is shown in Figure 6.6. Note that the driver is modeled as a linearized voltage source Vd 

serially connected with a driver resistance Rd. The load of the interconnect is modeled as a 

capacitor Cl. 
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Figure 6.6 Quasi-resonant network 

 

To analyze this type of structure, an accurate analytic model is developed based on 

ABCD parameters. From transmission line theory, the ABCD matrix for the entire structure is 

a product of the individual matrices, 
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where Mint1, Ms, Mint2, and Ml are the ABCD matrix of the first interconnect section, the on-

chip inductor (based on the model of Figure 6.2(b)), the second interconnect section, and the 

load capacitance, respectively. These matrices are described in Appendix B.1. Matrices Mint1 

and Mint2 are based on the distributed transmission line model presented in subsection III-A. 

From the overall ABCD parameters, the transfer function H(j) (excluding the driver 

resistance) and the input impedance Zin(j) of the system is, respectively, 
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The transfer function of the overall network shown in Figure 6.6 (including the driver 

resistance) is given by (6.9), where Rd and Rin are the driver and input resistance, respectively, 

and Xin is the input reactance. 
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The driver resistance can be extracted from (6.9). Equating |H’(j)| to the value obtained 

from (6.5) at a specific frequency p and solving for Rd results in 
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where H’(jp) and H(jp) are given by (6.5) and (6.7), respectively. 

 

6.4.4 Power Consumption Model 

The average power consumed by the network shown in Figure 6.1 is 

 

, , , , ,total avg trx avg qrn avg rec avgP P P P    (6.11) 
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where Ptrx,avg, and Prec,avg are the average power consumption of the transmitter and receiver, 

respectively, and Pqrn,avg is the average power consumption of the quasi-resonant network 

(including the driver). 
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Figure 6.7 One-port network driven by a voltage source 

 

The resonant interconnect network is a passive linear network. Therefore, a one-port 

network, as depicted in Figure 6.7, can be used to determine Pqrn,avg. The output impedance of 

the driver Rd and the input impedance of the network Zin determine the power consumption of 

the network. Power, defined as the rate at which energy is absorbed [125], is 
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where Vin,rms is the effective or root-mean square value of any periodic voltage and is 
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where T is the time period of  the periodic function vin(t). The input voltage vin(t) (see Figure 

6.7) can be expressed in terms of  the voltage source function vd(t), and is 
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Substituting (6.13) and (6.14) into (6.12) results in 
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Substituting (6.10) into (6.15) yields a simplified expression, depending solely on the input 

impedance of the network Zin, 
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6.4.5 Signal Delay Model 

The total signal delay of the network shown in Figure 1 is 

 

, , , , ,d tot d trx d qrn d rect t t t    (6.17) 
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where td,trx, and td,rec are the transmitter and receiver signal delay, respectively, and td,qrn  is the 

signal delay of the quasi-resonant network (including the driver). 

A derivation of a closed-form expression for td,qrn is based on the work of Chen and 

Friedman [31]. The authors of [31] based their analysis on a Fourier series, where a time-

domain waveform as well as the 50% delay is approximated by the summation of several 

sinusoids. Although this method is designed for interconnects driven by a periodic signal, it 

can also be applied to a quasi-resonant network. As shown in Figure 6.3, the QRN is driven 

by a modulated signal periodic in time with two different symbols for logic one and zero. It 

can therefore be assumed that a quasi-resonant network is driven by a quasi-periodic signal. 

The 50% delay can be expressed as 

 

0
,

arctan
,

2
r

d qrn
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where x0 is a single real root of a third order polynomial described in Appendix B.2. Note that 

the value of arctanx0 is in the range of [0,]; otherwise,  should be added or subtracted from 

x0. In the case of three real roots, the output waveform is not shaped like a square wave and 

can no longer represent a logic state. Finally, note that the derivation of (6.18) assumes that 

the 50% delay is less than tp/2 – tr/2. 

 

6.4.6 Design Guidelines 

The QRN design process is summarized as a flow diagram in Figure 6.8. The interconnect 

geometry, i.e., length, width, and thickness, is designed according to technological constraints 
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and requirements. Once the geometry and transmission frequency are specified, the next step 

is to determine the line resistance, inductance, and capacitance per unit length. A look-up 

table for different on-chip inductor magnitudes and the corresponding equivalent lump model 

parameters (such as in Figure 6.2) is extracted from experimental measurements or an 

electromagnetic field solver [114]. 

Expressions (6.16) and (6.18), developed in subsections 6.4.3, 6.4.4, and 6.4.5 are used 

to optimize the QRN to minimize the power-delay product. Simultaneously solving (6.16) 

and (6.18) for different on-chip inductances and insertion points along the interconnect results 

in a power-delay product which can be described graphically. The equivalent driver 

resistance can be determined from (6.10). From these graphs, it is possible to infer the 

required magnitude of the on-chip inductor, the insertion point, and the driver resistance to 

enable optimum power-delay operation. 

If the on-chip inductance, insertion point, and driver resistance are not physically 

practical, the design cycle should be repeated choosing a different technology, transmission 

frequency, or interconnect geometry. Once the previous phase is completed, the driver can be 

designed based on the specified output resistance. Finally, the transmitter is designed based 

on the operating frequency and the driver input capacitance. 
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Figure 6.8 Flow diagram of QRN design process 

 

6.5 Case Study 

The design guidelines and principles presented in section 6.4.6 and illustrated in Figure 

6.8 are demonstrated in a case study. This example is based on a TSMC 0.18 μm CMOS 

technology, transmitting data at a 5 Gbps frequency. The target time period is tp = 200 psec 
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and the rise (and fall) time is tr = 20 psec with a supply voltage Vdd = 1.8 volts. The on-chip 

octagonal inductor model parameters are extracted using SPIRAL [114]. The spiral inductors 

(varying between 1 to 10 nH) have been designed and optimized to achieve a maximum Q at 

5 GHz. 

The layout geometry and configuration of the quasi-resonant network is schematically 

illustrated in Figure 6.9. To reduce crosstalk and coupling noise from neighboring 

interconnects, the quasi-resonant interconnect is shielded by two parallel ground lines. The 

shield lines reduce the parasitic coupling capacitance between the two signal lines. Another 

strategy to mitigate crosstalk is to utilize perpendicular lines on different metal layers. 

The separation between the signal and ground lines is 2 m. The width of the signal and 

ground lines is 2 m and 4 m, respectively, while the thickness of each of the lines is 1 m. 

In this example, the interconnect parameters (including the shield lines) are l = 5 mm, R = 17 

m/m, L = 1.66 pH/m, and C = 0.072 fF/m. 
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Figure 6.9 Layout of a resonant transmission line network 
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The receiver is based on the topology proposed in Figure 6.5(b) and the transistor widths 

are listed in Table 6.1. The input capacitance of the receiver circuit (i.e., the first buffer 

shown in Figure 5(b)) is Cl = 17.4 fF. 

Once the capacitive load of the interconnect is known, Ls, ld, and Rd can be determined to 

minimize power and delay. The minimum power-delay product as a function of the on-chip 

inductance, using (6.5) to (6.18), is shown in Figure 6.10(a). The corresponding insertion 

point and driver resistance as a function of the on-chip inductance are shown in Figures 

6.5(b) and 6.5(c), respectively. As evident from Figure 6.10, the minimum power-delay 

product occurs when an inductor Ls = 7.5 nH, inserted at ld = 4.3 mm, and a driver resistance 

of Rd = 195  is used. For these parameters, the power consumption and signal delay of the 

QRN are shown in Figure 6.11. 

 

Table 6.1 Transistor width of the receiver and transmitter circuits, L = 0.18 m channel 

length 

Width [m] 
Receiver Transmitter 

Mr1 2.0  Mt1 1.0 
Mr2 1.0 Mt2 1.0 
Mr3 1.5 Mt3 2.5 
Mr4 2.0 Mt4 1.0 
Mr5 2.5 Mt5 0.5 
Mr6 1.0 Mt6 2.5 
Mr7 2.5 Mt7 1.0 
Mr8 1.0 Mt8 0.3 
Mr9 7.5 Mt9 0.2 
Mr10 3.0   
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Figure 6.10 A design example of a 5 mm long interconnect operating at a 5 Gbps 

transmission frequency: (a) minimum power-delay product as a function of inductance, (b) 

insertion location as a function of inductance, (c) driver resistance as a function of inductance 

 

1 2 3 4 5 6 7 8 9 10
0.8

1

1.2

1.4

1.6

1.8

P
ow

er
 [

m
W

]

(a) 

 

(a) 



 167

1 2 3 4 5 6 7 8 9 10
65

70

75

80

D
el

ay
 [

ps
ec

]

Inductor [nH]

(b) 

 

(b) 

Figure 6.11 Power and delay: (a) power consumption, (b) signal delay 

 

The magnitude and phase of the QRN transfer function are depicted in the frequency 

domain in Figure 6.12. Good agreement between simulations and the proposed analytic 

expressions for the magnitude and phase of the transfer function is achieved, exhibiting a 

maximum error of 19.5% and 2.8%, respectively. At a 5 GHz frequency, the magnitude of the 

transfer function is near resonance, here described as quasi-resonance. This behavior occurs 

since the addition of the parasitic capacitance of the on-chip spiral inductor to the network 

reduces the resonant frequency, i.e., 1 2 .LC  The resonance peak, therefore, shifts to a 

higher frequency. Note that the magnitude of the transfer function reaches 0.8 at a 5 GHz 

frequency, as determined from (6.5). 
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Figure 6.12 Frequency response of the transfer function: (a) magnitude, (b) phase 

 

1 2 3 4 5 6 7 8 9 10
50

100

150

200

250


(Z

in
)

Model
Simulation

(a) 

 

(a) 

1 2 3 4 5 6 7 8 9 10
-400

-200

0

200


(Z

in
)

Frequency [GHz]

Model
Simulation

(b) 

 

(b) 

Figure 6.13 QRN input impedance: (a) real part, (b) imaginary part 

 

The real and imaginary parts of the network input impedance are shown in Figure 6.13. 

With an on-chip inductor Ls = 7.5 nH operating at 5 GHz, the input impedance of the network 

is Zin = 110 + j55. Good agreement between simulations and the proposed analytic 
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expressions for the magnitude and phase of the input impedance are achieved, exhibiting a 

maximum error of 4.3% and 37%, respectively. 
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Figure 6.14 Magnitude of the transfer function as a function of the inductance at a 5 GHz 

operating frequency 

 

The effect of the on-chip inductor on the magnitude of the transfer function is shown in 

Figure 6.14. In this example, the magnitude of the transfer function reaches 0.8 with a 7.5 nH 

on-chip inductor. This behavior implies that a full swing voltage waveform is delivered at the 

far end only for this inductance. 
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(d) 

Figure 6.15 Ten bit data stream example: (a) data at input of transmitter, (b) data at output of 

transmitter, (c) data at input of receiver, (d) data at output of receiver 
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The driver in this example is a 0.18 μm CMOS inverter with P to N ratio = 20 / 8. The 

transmitter is based on the proposed circuit shown in Figure 6.4(c), and the transistor widths 

are listed in Table 6.1. The simulated input and output data signals described in the time 

domain are shown in Figure 6.15. Note that the square data waveform is distributed to the far 

end, achieving a full rail-to-rail voltage swing. In this example, a “1000101111” bit stream is 

transmitted at 5 Gbps. The simulated and analytic power consumption and delay of the 

receiver, transmitter, and QRN circuits are listed in Table 6.2. 

 

Table 6.2 Simulated and analytic power consumption and delay of the receiver, 

transmitter, and QRN 

 Simulation QRN Total 

 Receiver Transmitter Model Simulation Model Simulation 
Error 

% 
Power 
[mW] 

0.45 0.34 0.88 1.18 1.67 1.90 12.11 

Delay 
[psec] 

27.50 86.00 74.00 80.00 187.50 193.50 3.10 

 

 

(a) 
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(b) 

 

(c) 

Figure 6.16 Noise analysis: (a) noisy power supply and ground signals, (b) eye diagram of an 

interconnect with repeaters, (c) eye diagram of quasi-resonant interconnect 

 

To evaluate the noise performance of the QRN for this case study, eye diagrams of non-

resonant and quasi-resonant interconnects are generated by transmitting a random bit stream. 

To represent a noisy environment, the power supply and ground signals are corrupted by the 



 173

addition of Gaussian noise, as shown in Figure 6.16(a). The injected noise signal includes low 

frequencies to emulate the resonances produced by the package inductance and capacitance. 

From Figure Figure 6.16(c), observe that a large open eye is formed, exhibiting a high signal-

to-noise ratio. The high noise rejection exhibited by the QRN is attributed to the detection 

and transmission of a single harmonic when a high logic level is transmitted. An eye diagram 

of an interconnect with repeaters is shown in Figure Figure 6.16(b). The jitter of the quasi-

resonant interconnect (40 psec) is two times less than the non-resonant interconnect (80 

psec). 

 

6.6 Simulation Results and Comparison 

To evaluate the accuracy of the model as compared to simulations, a 5 Gbps data signal 

and 0.5, 1, 3, 5, 10, 14 and 20 mm length interconnects are considered, as listed in Table 6.3. 

Good agreement between simulation and the model is demonstrated, exhibiting an average 

error of 13.1% and 6.1% for the power consumption and delay, respectively. The main reason 

for these discrepancies is due to the assumption of a linear driver model. 

To evaluate the proposed methodology as compared to a traditional buffer insertion 

method, a 5 Gbps data signal and 0.5, 1, 3, 5, and 10 mm length interconnects are considered, 

as listed in Table 6.4. It is a challenge to design repeaters to drive long interconnects at 

frequencies as high as 5 GHz in a 0.18 m CMOS technology. Hence, signal integrity in this 

repeater insertion case has been compromised for the sake of this comparison. From Table 

6.4, the average reduction in power consumption and delay is 91.1% and 37.8%, respectively. 

The performance improvement is due to the repeaterless nature of the quasi-resonant 

interconnect. 
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A comparison between the proposed methodology and other aggressive approaches 

described in the literature is listed in Table 6.5. Interestingly, the greatest reduction in power 

consumption of 97.1% and delay of 35.6% occurs as compared to optoelectronic links [130]. 

The power consumption overhead in [130] is due to the edge emitting laser modulator at the 

transmitting edge and the photodiode and signal level restorer at the receiving end of the 

optical link. This comparison suggests that novel signaling schemes incorporating electrical 

interconnects outperforms optoelectronic solutions. These results are obtained despite the 

optical link transmitting a slower signal (3 Gbps) as compared to the resonant link (5 Gbps). 

With the exception of pulsed current [84], the resonant link transmits a higher frequency 

signal than the other methods. The proposed quasi-resonant interconnect methodology 

outperforms all of the other approaches described in the literature in power and, in most 

cases, in both power and latency. 

 

Table 6.3 Comparison of QRN model with simulation: (a) power and delay using analytical 

model, (b) power and delay using simulation, (c) error between analytical model and 

simulation 

(a) 

Analytic model
Length 
[mm] 

Ls 

[nH] 
ld 

[mm] 
Rd 

[] 
Power 
[mW] 

Delay 
[psec] 

0.5 1.5 0 344 0.87 132 
1 1.5 0.96 262 0.89 136 
3 7.0 2.73 230 1.12 163 
5 7.5 4.30 195 1.61 187 

10 7.5 8.80 102 2.56 248 
14 7.5 12.74 39 3.48 290 
20 7.5 19.20 22 4.63 425 
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(b) 

Simulation 

Driver Length 
[mm] 

Ls 

[nH] 
ld 

[mm] NMOS 
W/L 

/

PMOS 
W/L 

/

Power 
[mW] 

Delay 
[psec] 

0.5 1.5 0 5.0 / 0.18 12.5 / 0.18 0.95 136 
1 1.5 0.96 6.0 / 0.18 15.0 / 0.18 0.92 148 
3 7.0 2.73 7.0 / 0.18 17.5 / 0.18 1.27 168 
5 7.5 4.30 8.0 / 0.18 20.0 / 0.18 1.91 193 

10 7.5 8.80 11.0 / 0.18 27.5 / 0.18 2.54 263 
14 7.5 12.74 14.0 / 0.18 35.0 / 0.18 2.80 309 
20 7.5 19.20 16.0 / 0.18 40.0 / 0.18 3.16 368 

 

(c) 

Error 
Length 
[mm] 

Ls 

[nH] 
ld 

[mm] Power 
% 

Delay 
% 

0.5 1.5 0 8.4 2.9 
1 1.5 0.96 3.3 8.1 
3 7.0 2.73 11.8 2.9 
5 7.5 4.30 15.7 3.1 
10 7.5 8.80 0.8 5.7 
14 7.5 12.74 19.5 6.1 
20 7.5 19.20 31.7 13.4 

Average error 13.1 6.1 

 

Table 6.4 Comparison of power consumption and delay 

This work 
Repeater 
insertion 

Improvement 
Length 
[mm] Power 

[mW] 
Delay 
[ps] 

Power 
[mW] 

Delay 
[ps] 

Power 
% 

Delay 
%  

0.5 1.02 136 5.92 104 82.8 -23.5 
1 0.99 148 10.79 160 90.8 7.5 
3 1.34 168 16.87 255 92.1 34.1 
5 1.98 193 25.20 368 92.1 47.5 

10 2.61 263 51.20 1100 94.9 76.1 
Average improvement 90.5 28.3 
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Table 6.5 Performance comparison of quasi-resonant method with different approaches 

 
Technology 

[nm] 
Speed 
[Gbps] 

Length 
[mm] 

Power 
[mW] 

Delay 
[ps] 

This work [84] 180 5 3 1.34 168 
Pulsed current [84][81]  180 8 3 27.12 280 

Improvement  95.1% 40.0% 
This work 180 5 20 3.23 368 

Signal modulation [81] 180 1 20 16 300 
Improvement  79.8% -18.5% 

This work 180 5 5 1.91 193 
Optics (edge emitting) [130] 250 3 5 78 260 

Improvement  97.5% 25.8% 
This work 180 5 5 1.98 193 

Optics (VCSEL) [130] 250 3 5 66 300 
Improvement  97.0% 35.6% 

This work 180 5 14 2.8 309 
Loss compensation [135] 180 3 14 6 140 

Improvement  53.3% -54.7% 
 

 

The primary tradeoff of the proposed methodology is the large area occupied by the on-

chip inductor. This additional area is required to achieve a high Q inductor. However, in more 

advanced technologies, the area required for these inductors will be much lower. A 

comparison of the total area of repeaters and quasi-resonant methods for different technology 

nodes is listed in Table 6.6. The reduction in area overhead for a 50 nm CMOS technology is 

due to the requirement to insert additional repeaters to overcome the losses associated with 

long thin wires. Concurrently, the area of the on-chip inductor is lower due to the decrease in 

wire width and spacing. 
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Table 6.6 Area comparison of repeaters and on-chip spiral inductors for different 

technologies 

Repeater insertion [m2] Quasi-resonant [m2] Area overhead Length 
[mm] 180 [nm] 50 [nm] 180 [nm] 50 [nm] 180 [nm] 50 [nm] 
0.5 19 57 9063 1007 x 480 x 17 
1 32 96 9063 1007 x 288 x 10 
3 44 132 6803 756 x 155 x 6 
5 63 189 6722 747 x 107 x 4 
10 126 378 6722 747 x 53 x 2 

 

6.7 Summary 

A methodology is described in this chapter for designing quasi-resonant interconnect 

networks. An accurate model is presented based on transmission line theory and a lumped 

high frequency model of an on-chip spiral inductor. The accuracy of the model enables the 

design of low power, low latency resonant communication links. The methodology can be 

used to determine the specific inductance Ls, insertion point ld, and driver resistance Rd that 

minimizes the power-delay product. 

Good agreement between the proposed model and simulation is exhibited, achieving an 

average error of 13.1% and 6.1% for the power consumption and delay, respectively. Quasi-

resonant interconnects are shown to outperform other technologically aggressive circuit 

approaches. For buffered lines, an average reduction of 90.5% and 28.3% is obtained in 

power consumption and delay, respectively. As compared to optical links, a reduction of 

97.0% and 35.6% is observed in power consumption and delay, respectively. These results 

show that quasi-resonant interconnects exhibit superior performance, suitable for high 

performance, high complexity integrated circuits. 
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Chapter 7  

Power Supply Generation and Distribution for Three-

Dimensional ICs 

A design methodology for distributing a buck converter rectifier for application to three-

dimensional (3-D) circuits is described. The 3-D rectifier exploits the properties of 

transmission lines, permitting the generation and distribution of power supplies to different 

planes. As compared to a conventional rectifier, the proposed rectifier circuit only requires 

on-chip capacitors without the use of on-chip inductors. A case study in a 0.18 μm CMOS 3-

D technology demonstrates the generation of a 1.2 volt power supply delivering 700 mA peak 

current. 

 

7.1 Introduction 

In the era of rapid technology scaling, the performance and reliability of integrated 

circuits (IC) have reached limits that are difficult to surpass. As a result, novel design 

methodologies for high performance, high complexity ICs are required. Three-dimensional 

(3-D) nanoscale technology can provide the required characteristics of future state-of-the-art 

integrated systems. With the significant performance improvement offered by 3-D circuits 

[136], new design challenges arise. One primary requirement of 3-D integrated systems is 

diverse, high quality, and reliable power. This fundamental issue of power generation and 

distribution in 3-D circuits is explored in this chapter. 
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Three-dimensional integrated circuits are comprised of multiple planes with many circuit 

domains. The different planes are typically dedicated to a specific function, forming a highly 

heterogeneous system [136], [137], [138]. As an example, RF, analog, communications, and 

digital circuits are typically located on different planes, requiring several power supply 

voltages, as illustrated in Figure 7.1. In this example, Vdd1, Vdd2, Vdd3, and Vdd4 are generated 

from the primary power supply Vdd. 

 

 

Figure 7.1 Three-dimensional circuit with multiple power supplies 

 

Multiple circuit domains require several power supplies to reliably operate and provide 

sufficient and stable current. To provide circuit domains with the appropriate power supplies, 

DC-DC converters are distributed across each plane [139] as it is often impractical to provide 

external power supplies due to the limited number of input pins. Moreover, planes located far 

from the faces of the 3-D cube require a large number of expensive 3-D vias to distribute the 

power supply across the plane. 

To alleviate these difficulties, DC-DC converters are distributed on-chip, generating a 

specific voltage required by the different circuit blocks within each plane of a 3-D system. A 
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suitable DC-DC converter for low power applications is a buck converter [139], [140]. A 

buck converter generates an output supply voltage with a magnitude smaller than the input 

supply voltage [139]. This property is useful for on-chip power supply generation. 

Exploiting the rectifier portion of a buck converter to generate and distribute power 

supplies in 3-D integrated circuits is the primary focus of this chapter. The proposed rectifier 

is comprised of on-chip interconnects and capacitors, eliminating the need for on-chip 

inductors. For a target DC voltage ripple, the distributed rectifier produces the required 

transfer function, passing the DC component of the input signal while attenuating the high 

frequency harmonics. 

The chapter is organized into six sections. Background on the operation of a 

conventional buck converter is reviewed in section 7.2. In section 7.3, the operating principle 

behind a novel distributed rectifier within a buck converter is presented, followed by a 

methodology for designing these circuits in section 7.4. To exemplify the proposed approach, 

a case study is described in section 7.5, while a performance analysis of the distributed 

rectifier is presented in section 7.6. Some conclusions are offered in section 7.7. 

 

7.2 Background 

A standard topology of a buck converter for high performance microprocessors is 

depicted in Figure 7.2(a) [139]. The power MOSFETs produce an AC signal at node A by a 

signal controlled by a pulse width modulator (PWM) [141], [142], as shown in Figure 7.2(b). 

The AC signal at node A is filtered by a rectifier composed of a second order low pass band 

LC filter. Assuming the resonance frequency LC2/1  is less than the switching frequency 
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of the power MOSFETs, the filter only passes the DC component of the signal and a residue 

composed of the high frequency harmonics. 

 

 

(a) 

 

(b) 

Figure 7.2 Conventional DC-DC converter: (a) buck converter circuit [139], (b) signal at the 

output of the power MOSFETs (node A) 

 

The DC component of the signal shown in Figure 7.2(b) is 
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where D, Ts, and Vdd1 are the duty cycle, time period, and input power supply, respectively, 

and trp and tfp are the rise and fall times, respectively, of the switching signal produced by a 

pulse width modulator (PWM) circuit. In the case of trp = tfp, (7.1) reduces to 

 

.12 ddttDCdd DVVV
fprp



 (7.2) 

 

Hence, the buck converter produces an output voltage Vdd2 at node B equal to DVdd1. 

The power transistors are typically large in physical size and are therefore driven by 

tapered buffers [143]. These buffers are controlled by the PWM circuit. The feedback PWM 

circuit senses the output voltage supply Vdd2 at node B and modifies the control signal to 

ensure that the appropriate duty cycle D is produced at node A. In this manner, the output 

voltage is maintained at the desired value while compensating for variations in the load 

current and input voltage. The performance and functionality of the different circuit domains 

under load current and DC input voltage variations are dependent upon the maximum voltage 

fluctuations generated by the buck converter, which is therefore regulated to provide the 

target voltage [139]. 

The performance of a buck converter can be improved by integrating these converters 

on-chip. In this manner, the parasitic losses associated with the interconnects among the non-

integrated components of the DC-DC converter are significantly decreased. Moreover, 

integrated converters benefit by advances in on-chip technologies and high operating 

frequencies. Monolithic fully integrated DC-DC converters can therefore achieve higher 

efficiency as compared to non-integrated converters [144], [145], [146], [147]. 

Integrating DC-DC converters on-chip in both 2-D and 3-D technologies, however, 

imposes challenges as the on-chip integration of large inductive and capacitive elements is 
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problematic. A significant issue is the poor parasitic impedance characteristics exhibited by 

the on-chip inductors [88], [148], which degrades the performance of the on-chip converter. 

To improve the quality factor of a 2 nH inductor and reduce the ripple current within the 

inductors, magnetic coupling between two on-chip inductors has been used for a DC-DC 

converter in [149]. Although the size and magnitude of the on-chip inductors and capacitors 

required to implement a buck converter are reduced with increasing switching frequency, the 

on-chip passive devices comprising the rectifier are large and cannot be practically integrated 

in the megahertz frequency regime [150], [151], [152]. 

In [153], [154], exotic inductor technologies have been developed to support on-chip 

integration of the DC-DC converter in a stacked-chip environment. In [153], a coupled thin 

film with magnetic core inductors is integrated on-chip, achieving a high effective inductance 

while in [154], an air core spiral inductor is integrated in a 180 nm SiGe BiCMOS 

technology. In both circuits, a special inductor technology is utilized to achieve higher 

inductance and efficiency. In [155], a 2 × 2 mm2 plane within a stacked-chip technology is 

used for the on-chip LC output filter. By exploiting higher switching frequencies and the 

proposed distributed rectifier, the on-chip integration and distribution of these types of power 

supplies in 2-D and, in particular, 3-D circuits become possible. All of these circuits, 

however, do not consider current distribution to the target planes. The multi-plane structure of 

a 3-D system accommodates the nature of the proposed distributed rectifier, achieving 

efficient generation and distribution of the power supplies. 

A three-dimensional technology provides several advantages as compared to a two-

dimensional technology. When the on-chip capacitors used by a distributed rectifier are 

implemented with active devices, less metallization resources are required to connect these 

capacitors to different sections of the rectifier as compared to a 2-D technology. Since in 3-D 
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circuits each plane has a dedicated active device layer, routing congestion is reduced. 

Moreover, in a typical 2-D or 3-D system, the primary power supply is located above both 

circuits.  In a 2-D technology, the input power supply to the power MOSFETs is routed to the 

lowest layer, where the active devices are located; therefore, additional routing resources are 

required. In a 3-D technology, however, the closest plane to the input power supply 

accommodates the power MOSFETs, saving metallization resources. The capacitance and 

inductance of the through silicon vias are exploited, reducing the required length of the 

interconnects and the size of the capacitors. An inherent benefit of utilizing the proposed 

rectifier in 3-D systems is that the generation and distribution of the power supply occur 

simultaneously, while in a 2-D technology, the rectifier is only used to generate the power 

supply. 

 

7.3 Principle of a Distributed Rectifier 

The proposed rectifier exploits the impedance characteristics of long transmission lines. 

By suppressing the inductive effects of long interconnects, thereby attenuating the associated 

resonant peaks, the transfer function of the amplitude of these RC dominant interconnects 

exhibits no overshoots and decreases rapidly with increasing frequency. Consequently, this 

type of interconnect behaves as a low pass filter which can be utilized as a buck converter 

rectifier. In this manner, the high frequency harmonics of the AC signal at node A are 

filtered, producing a DC signal at node B. The distributed low pass filter spans multiple 

planes of a 3-D circuit, providing the required power supply to a specific circuit domain. 

To illustrate this impedance behavior, consider a transmission line driven by a voltage 

source with an output resistance Rd and terminated with a capacitive load Cl, as shown in 
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Figure 7.3. Transfer functions characterizing the effect of different capacitive loads are 

shown in Figure 7.4. In this example, the driver resistance Rd, interconnect length l, and 

capacitive load Cl are 100 Ω, 1 mm, and 1 pF, respectively, with transmission line parameters 

r = 17 mΩ/μm , l = 1.66 pH/μm, and c = 0.072 fF/μm. The RLC parameters are extracted 

using a three-dimensional electromagnetic solver, Henry and Metal, from the OEA software 

suite [114]. 

 

 

Figure 7.3 RLC transmission line 

 

 

Figure 7.4 Transfer function of the magnitude of an interconnect for different capacitive loads 
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Note that in the example depicted in Figure 7.4, the resonant peaks associated with 

strong inductive effects do not appear. Additionally, as the load capacitance increases, the 

bandwidth of the low pass filter decreases. These observations suggest that an interconnect 

based rectifier can be used to generate and distribute power supplies within a 3-D system. 

To obtain additional insight into the operation of a distributed rectifier as compared to a 

lumped LC rectifier, consider the transfer function of four types of rectifiers, as depicted in 

Figure 7.5. The transfer function of a single stage RC filter and a two stage RC filter are 

shown, respectively, in Figures 7.5(a) and 7.5(b). Since the roll-off slope of the single stage 

RC filter is -20 dB/decade, high frequency harmonics produced by the power MOSFETs are 

passed. Two cascaded RC filters produce a roll-off slope of -40 dB/decade. The 

implementation of these on-chip resistors for RC filters, however, requires an extremely large 

area since a DC-DC converter delivers a large amount of current. Wider wires are therefore 

required, reducing the effective resistance and increasing the physical area of the on-chip 

resistors. Additionally, these resistors dissipate power, reducing the overall efficiency of the 

converter. For these reasons, cascaded RC rectifiers are not a practical rectifier structure for 

on-chip DC-DC converters. 

A second order low pass LC filter is used in a typical conventional DC-DC converter. 

When the effective output resistance Rd of the power MOSFETs is not included in the model, 

ideal frequency characteristics are observed in Figure 7.5(c) with a roll-off slope of -40 

dB/decade and a resonance peak at .2/1 LC  When Rd is included, however, two poles at 

different frequencies are formed, resulting in a roll-off slope of -20 dB/decade in the 

megahertz and -40 dB/decade in the gigahertz frequency range, respectively. The frequency 

behavior of a distributed rectifier in the megahertz frequency range is therefore similar to a 

lumped LC rectifier, as can be observed in Figure 7.5. When Rd is included in the analysis, a 
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pole in the megahertz frequency is formed, resulting in a roll-off slope of -20 dB/decade, as 

shown in Figure 7.5(d). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 7.5 Magnitude of transfer function: (a) single stage RC filter, (b) two stages RC filter, 

(c) LC rectifier, (d) distributed rectifier 

 

Note that in this example, a sharp -100 dB/decade roll-off slope is formed in the 

gigahertz frequency range, efficiently suppressing the high frequency harmonics of the AC 

signal produced by the power MOSFETs. The distributed nature of the proposed rectifier 
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forms multiple poles at approximately the same high frequency, resulting in a large negative 

slope. 

 

7.4 Design Methodology 

A design methodology for a distributed buck converter is described in this section. A 

circuit and mathematical formulation of the power delivery process in 3-D circuits are 

presented. Based on the expressions developed here, design guidelines are provided. The 

physical structure of the distributed rectifier as well as the current load characteristics are 

described in section 7.4.1. In section 7.4.2, the transfer function of the rectifier is used to 

determine the condition that satisfies a target power supply ripple while the efficiency and 

area of the 3-D rectifier are determined in section 7.4.3. Finally, design guidelines are 

described in section 7.4.4. 

 

7.4.1 Physical Structure and Current Load Properties of a 3-D Rectifier 

The proposed distributed rectifier is depicted in Figure 7.6. The rectifier is driven by 

power MOSFETs (see Figure 7.2(a)) which are modeled as a voltage source VA followed by 

an effective resistance Rd. The voltage source VA is assumed to be periodic, as illustrated in 

Fig. Figure 7.2(b). A representation of this signal in the complex frequency domain s is 
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Figure 7.6 A distributed rectifier 

 

The rectifier is composed of transmission lines terminated with lumped capacitances. 

The inter-plane structure is connected by 3-D vias. At the target plane n, the load is 

represented by a periodic current load and a reference clock signal, as shown in Figure 7.7. 

Note that the current load characterizes the approximate current profile of a specific circuit 

module on a plane. Iload remains at I0 during clock low, demonstrating DC current flow 

provided by the power supply. A representation of this signal in the complex frequency 

domain s is 
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where 
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Figure 7.7 Current load profile in high speed digital circuits 

 

As with a conventional buck converter, it is assumed that a feedback PWM circuit senses the 

output node of the rectifier and adjusts accordingly the duty cycle of the signal driving the 

power MOSFETs (see Figure 7.2(a)). 
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In three-dimensional circuits, the ability to deliver current is primarily limited by the 3-D 

vias. The maximum current that can be delivered through a single 3-D via therefore 

determines the current magnitude, 

 

,max,0 VAJiI viavia   (7.8) 

 

where Jvia,max, Avia, and V are the maximum current density, cross-sectional area, and number 

of 3-D vias on the same plane, respectively. Consequently, the maximum cross-sectional area 

of the interconnects (see Figure 7.6) distributing the current within the different planes is 
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where Jint,max is the maximum current density of the interconnect. 

In practical circuits, however, a significant amount of current is sunk by the load. To 

satisfy this requirement, multiple structures N, as depicted in Figure 7.6, are connected in 

parallel, delivering N(I0 + Δi) amperes. In this case, the number of 3-D vias within the 

rectifier on each plane is equal to the number of parallel connected structures V = N. The 

effective resistance and inductance per unit length of the interconnects and 3-D vias, as well 

as the output resistance of the driver Rd (see Figure 7.6), are N times smaller. The capacitance 

per unit length of the interconnects and 3-D vias, as well as the on-chip lumped capacitors, 

are N times larger. 
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7.4.2 Transfer Function of a 3-D Rectifier 

To characterize the impedance of the rectifier (including Rd), the overall transfer 

function is determined based on the ABCD matrices. Hence, the overall ABCD matrix of a 

rectifier spanning n planes is 
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The right matrix in the right hand side of (7.10) is 
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(7.11) 

 

where Z0 and γ are the characteristic impedance and propagation constant of the RLC 

interconnects, respectively, li and Ci are the interconnect length and capacitance on the ith 

plane, respectively, Zv0 and γv are the characteristic impedance and propagation constant of 

the 3-D vias, respectively, and lvi is the length of the 3-D via on the ith plane. The transfer 

function of the rectifier is 
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where ˜ A  and ˜ B  are obtained from (7.10), and ωCLK and ωs are the radian frequency of the 

clock and switching signals, respectively. 

Since a practical rectifier within a buck converter does not provide ideal low pass 

characteristics, the signal at node B, shown in Figure 7.2(a), carries a small amount of high 

frequency harmonics generated by the switching power MOSFETs. Hence, the voltage at 

node B is 

 

   ,2 tVVtV rippleDCdd   (7.13) 

 

where VDC is the DC component of the output voltage described by (7.1) and Vripple(t) is the 

voltage ripple transferred by the non-ideal characteristics of the rectifier. When only the 

fundamental harmonic is passed, Vripple(t) exhibits a sinusoidal behavior, 

 

   .sin tVtV srripple   (7.14) 

 

To satisfy a target ripple voltage Vr (peak-to-peak), the rectifier transfer function at the 

switching frequency fs has to achieve a specific magnitude. To satisfy this objective, consider 

the output signal in the frequency domain, 

 

     .2 sVsHsV Arectdd   (7.15) 

 

The periodic input signal VA can be represented by a Fourier series, 
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where ak is the kth harmonic of the signal. In the case of the signal illustrated in Fig. Figure 

7.2(b) and assuming trp = tfp = tr, the fundamental harmonic (positive and negative) is 
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Equation (7.15) implies that the required amplitude of the transfer function for a specific 

ripple voltage Vr is 
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Once the current profile of a circuit is determined, the interconnect length l1 to ln, shown in 

Figure 7.6, and the required ripple voltage Vr are chosen. Based on (7.12), the magnitude of 

the transfer function at ωs is plotted as a function of the capacitances C1 to Cn. The 

interconnect length and capacitance are chosen to satisfy (7.18). Since these design 

expressions are complex and unsuitable for manual calculations, numerical tools are used. 

An important issue is to determine the duty cycle of the signal driving the power 

MOSFETs (see Figure 7.6) that produces the correct power supply voltage. Note that in this 

case, the duty cycle determined from (7.2) does not provide the proper DC voltage level. This 

behavior occurs since the signal at the input of a distributed rectifier is degraded by the 

resistances Rd and the input impedance of the rectifier Zin, forming a voltage divider. To 
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obtain the duty cycle required for a specific DC voltage, consider the input impedance of the 

rectifier at DC, 
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where A', B', C', and D' are defined in  

(7.11), and IDC is the DC component of the current load, 
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The DC component of the signal at the input of the rectifier (after Rd in Figure 7.6) is 
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the DC voltage transferred by the rectifier to the target plane. In (7.21), DPWM is the duty 

cycle provided by the PWM feedback circuit (see Fig. Figure 7.2(a)). Consequently, to 

achieve a specific DC voltage at the output of the rectifier, the duty cycle in (7.2) is 
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Observe from (7.22) that DPWM is always larger than the original duty cycle D obtained from 

(7.2), limiting the magnitude of the generated power supply. When the interconnects within 

the distributed rectifier are resistive, DPWM approaches D (no reflections occur at the input). It 

is typically preferable to design the rectifier to ensure that DPWM is closer to D to provide a 

large tuning range for the PWM circuit. 

 

7.4.3 Efficiency and Area of a 3-D Rectifier 

An important property of a buck converter is the power efficiency. The efficiency of a 

distributed rectifier within the buck converter is 
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where Pload is the average power delivered to the load and Prect is the average power 

consumed by the rectifier. The power expressions Pload and Prect are, respectively, 
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where VA,rms is the root-mean-square value of the driving signal with a duty cycle DPWM, and 

Zin(jωs) are, respectively, 
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The area occupied by a 3-D rectifier is 
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where ACi and Avia,i are the area occupied by the on-chip capacitors and 3-D vias on the ith 

plane, respectively. Wmetal,i and Si are the width and spacing of the interconnects on the ith 

plane, respectively. As mentioned in subsection 7.4.1, n and N are the number of planes 

spanned by the rectifier and the number of parallel connected rectifier structures, 

respectively. The generation and distribution of additional power supplies, as illustrated in 

Figure 7.1, requires the use of additional DC-DC converters and distributed rectifiers. 

 

7.4.4 Design Guidelines 

In order to provide a comprehensive perspective of the design space, several design 

parameters that affect the performance of the distributed rectifier are investigated. To 

determine the required magnitude of the transfer function of the rectifier for different output 

voltage ripples and DC voltages, consider Figure 7.8. The output DC voltage ranges between 
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0.8 volts and 3 volts (assuming a 3.3 volt input DC voltage), while the required voltage ripple 

ranges between 1% and 10%. As expected, the magnitude of the transfer function increases 

for larger voltage ripple, since the larger amplitude of the dominant harmonic of the input 

signal is permitted to pass. Furthermore, as the output DC voltage becomes larger, an increase 

in the transfer function is evident in (7.15). Consequently, a lower capacitance and less 

resistive interconnects are required. Once the required output DC voltage is chosen for a 

specific voltage ripple, permitting the target magnitude of the transfer function to be 

determined, the design space of the distributed rectifier is specified. 

 

 

Figure 7.8 Required magnitude of the transfer function 

 

In this example, all of the interconnect lengths are l = 1 mm with a voltage ripple Vr = 

5%, input DC voltage Vdd1 = 3.3 volts, and a switching frequency fs = 100 MHz. Consider the 

design space of the rectifier, as shown in Figure 7.9. The modified duty cycle DPWM, ratio 

between the duty cycle D (see (7.2)) and DPWM, capacitance, and rectifier efficiency are 
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depicted as a function of the output DC voltage and series output resistance Rd of the power 

MOSFETs (see Figure 7.6). The modified duty cycle DPWM is shown in Figure 7.9(a). 

Observations of Figure 7.9(a) reveal that under the specified operating conditions, this 

rectifier cannot convert 3.3 volts to 3 volts since for all values of Rd, DPWM is greater than one. 

The feasible operation of the distributed rectifier is therefore limited to about 2.5 volts. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 7.9 Design space of a distributed rectifier: (a) modified duty cycle as a function of Rd, 

(b) duty cycle ratio as a function of Rd, (c) capacitance as a function of Rd, (d) rectifier 

efficiency as a function of Rd 
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To narrow the design space, recall that DPWM is always greater than D (see subsection 

7.4.2). To permit a larger operational range of the feedback PWM circuit, DPWM should be 

chosen close to D. A new design metric is therefore defined which is the ratio between D and 

DPWM, as shown in Figure 7.9(b). Preferably, this ratio should be as closer to one as possible. 

As shown in Figure 7.9(b), the ratio D / DPWM decreases as Rd increases. The lowest 

permissible ratio D / DPWM is chosen to be 0.5 to accommodate a tradeoff between the ratio D 

/ DPWM and the rectifier efficiency. 

As mentioned in the beginning of this subsection, less capacitance is required for lower 

conversion ratios, as shown in Figure 7.9(c). As expected, with a larger series resistance Rd, 

the required capacitance decreases to satisfy the target magnitude of the transfer function. 

Finally, the rectifier efficiency ηrect is shown in Figure 7.9(d). The general trend for all output 

DC voltages is that the rectifier efficiency increases with higher Rd, as evident from (7.23) 

and (7.25). From Figures. 7.9(b), 7.9(c), and 7.9(d), the permissible range for Rd is 
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To evaluate the effect of the interconnect length on the performance of the distributed 

rectifier, consider Figure 7.10. The required capacitance to achieve a 5% voltage ripple and 

the corresponding efficiency is shown as a function of interconnect length. Note that these 

figures have been obtained assuming an output DC voltage Vdd2 = 1.2 volts and Rd = 736 Ω, 

and all interconnect lengths and capacitors are equal. As expected, the efficiency decreases 
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for longer interconnect lengths since the resistance increases, dissipating more power. A 

tradeoff between the interconnect length and rectifier efficiency therefore exists. Choosing a 

low capacitance with longer interconnects decreases the rectifier efficiency. 

 

(a) 

 

(b) 

Figure 7.10 Effect of interconnect length on performance: (a) capacitance as a function of 

interconnect length, (b) rectifier efficiency as a function of interconnect length 
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7.5 Case Study 

To demonstrate the design methodology described in section 7.4, an example DC-DC 

converter based on the MIT Lincoln Lab (MITLL) 180 nm 3-D integration process [156], 

[160] is described in this section. Characterization of the maximum current that can flow 

through a single via is described in section 7.5.1. In order to quantify the advantages of the 

proposed distributed rectifier as compared to a conventional buck converter rectifier, a 

traditional rectifier is described in section 7.5.2. For the same performance requirements as a 

conventional rectifier, a distributed rectifier based on a 3-D technology is described and 

compared in section 7.5.3. SPICE simulations are performed based on the 3-D MITLL 

technology. 

 

7.5.1 Current Load Characterization 

The MITLL technology is a 0.18 μm low power, fully depleted silicon-on-insulator 

(FDSOI) CMOS process where three independent wafers are physically bonded to form a 3-D 

integrated structure. Each plane has three aluminum metallization layers. In this technology, 

the maximum current density is [160] 

 

./ 3 2
3, mmAJ DAl   (7.31) 

 

Since the cross-sectional area of a 3-D via in this technology is 1.5 × 1.5 μm2, the 

maximum current that can flow through a single 3-D via, based on (7.8), is 
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. 70 mAiI   (7.32) 

 

In this case study, the current load waveform, depicted in Figure 7.7, has the following 

characteristics: 1/TCLK = 3 GHz, and trc and tfc are 0.3TCLK/2 and 0.7TCLK/2, respectively. 

7.5.2 Conventional Rectifier 

A conventional buck converter rectifier is composed of a second order low pass LC 

filter, as shown in Figure 7.2(a). Assuming the inductor and capacitor exhibit ideal 

characteristics, the transfer function of the LC filter is 
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where VA(s) and Iload(s) are described by (7.3) and (7.4), respectively, and Rd, L, and C are the 

effective output resistance of the power MOSFETs and the inductor and capacitor of the 

conventional rectifier, respectively. 

In this example, the DC-DC conversion is from 3.3 volts to 1.2 volts (D = 0.36) at a 

switching frequency fs = 100 MHz. The effective output resistance of the power MOSFETs in 

a 0.18 μm CMOS technology delivering 700 mA is Rd = 7.36 Ω. To achieve 5% (Vr = 

0.05Vdd2 peak-to-peak) ripple voltage, the magnitude of the transfer function at 100 MHz 

according to (7.18) is 0.016. To satisfy these requirements, the corner frequency of an LC low 

pass filter, i.e., the resonant frequency, should be about one decade less than fs. This condition 

results in C = 15 nF and L = 5 nH, as indicated by the magnitude of the transfer function 
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shown in Figure 7.11. Note that for moderate performance requirements such as in this 

example, extremely large on-chip capacitance is required. 

 

 

Figure 7.11 Magnitude of the transfer function of an LC rectifier 

 

7.5.3 Distributed 3-D Rectifier 

To overcome the difficulty described in subsection 7.5.2, a distributed rectifier circuit 

has been developed that generates and distributes the power supply to a target plane within a 

3-D structure. This rectifier is described in this section. The resistance, inductance, and 

capacitance per unit length of the interconnects (Metal 3) and 3-D vias are extracted based on 

the predictive technology model (PTM) [157], [158], as listed in Table 7.1. The width of the 

interconnects is determined by the maximum current density of the MITLL 3-D technology. 

Assuming that both the interconnect and 3-D vias support the same current density of 3 
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mA/μm2, the maximum cross-sectional area of the interconnect determined from (7.9) is 1.5 × 

1.5 μm2. The thickness of the interconnect for this technology is 630 nm, resulting in an 

approximately 4 μm wide line. Note that each 3-D via is 7.34 μm long, connecting three 

planes, as illustrated in Figure 7.6. 

 

Table 7.1 RLC Interconnect and 3-D via impedances 

 R [mΩ/μm] L [pH/μm] C [fF/μm] 
Interconnects 14.5 1.3 0.5 
3-D via [158] 20.4 0.55 0.37 

 

 

For the same performance requirements as a conventional rectifier, the magnitude of the 

transfer function at ωs for different capacitances and interconnect lengths, assuming l = l1 = l2 

= l3 and C = C1 = C2 = C3, is depicted in Figure 7.12. An output resistance of the power 

MOSFETs Rd = 736 Ω is assumed in this case study. 

As the interconnect line length increases, less capacitance is required, as evident in 

Figure 7.12. To satisfy the required voltage ripple, the target interconnect length in this 

example is l = 1 mm with a capacitance C = 42 pF. The magnitude of the transfer function of 

the distributed rectifier is shown in Figure 7.13. Note that the simulated rectifier accurately 

verifies the physical model described in section 7.4. The DC voltage at the output of the 

rectifier is shown in Figure 7.14. The simulated ripple of the output DC voltage is 52 mV 

(4.3% of the output DC voltage), satisfying the design objective of a maximum 5% voltage 

ripple. In this example, the required duty cycle of the signal driving the power MOSFETs is 

DPWM = 0.73, and the efficiency of the rectifier is about 88%. 
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Figure 7.12 Magnitude of the transfer function at ωs for different lengths and capacitances 

 

 

Figure 7.13 Simulation and model of the magnitude of the transfer function of a 3-D rectifier 

and a conventional LC rectifier circuit 
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Figure 7.14 DC voltage at the output of a distributed rectifier 

 

If additional current is required, the distributed rectifier can be extended by connecting 

multiple structures in parallel. For example, to enlarge this structure to produce 700 mA, 100 

parallel structures are required. In this case, the effective resistance and inductance per unit 

length, listed in Table 7.1, and Rd are N times smaller, while the capacitance per unit length is 

N times larger. The multiple parallel rectifiers produce the same transfer function magnitude, 

as shown in Figure 7.12. The same interconnect lengths and capacitances are therefore 

chosen, producing a 1.2 volt power supply with 700 mA maximum current. 

 

7.6 Performance Analysis 

To obtain deeper insight into the performance and characteristics of the proposed 

rectifier, an analysis over a wide range of design parameters are presented in this section. In 

all cases, the rectifiers are designed to satisfy less than 5% voltage ripple with an input 3.3 
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volt DC voltage. In the simulation of a 3-D rectifier, the parameters and structure presented in 

the case study in section 7.5 are assumed. 

To place these results in the context of a conventional rectifier, inductor and capacitor 

values as a function of switching frequency for different current loads are shown in Figure 

7.15. As expected, the magnitude of the lumped inductor and capacitor decreases as the 

switching frequency increases. However, in the megahertz frequency region, the magnitude 

of the capacitor is between 100 pF and 100 nF, while the magnitude of the inductor is 

between 60 nH and 10 μH. In current technologies, these large inductors cannot be 

implemented on-chip. When the switching frequency shifts to gigahertz frequencies, the 

magnitude of the on-chip inductor becomes realizable on-chip. Note that in this case, the 

current load is assumed to affect only the output resistance of the power MOSFETs. 

Therefore, at higher current loads (above 100 mA), insignificant changes in the capacitance 

and inductor magnitudes can be observed in Figure 7.15. 

 

 

(a) 
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(b) 

Figure 7.15 Conventional LC rectifier: (a) capacitance, (b) inductance 

 

The efficiency, total capacitance, and area per plane of the distributed rectifier as a 

function of the switching frequency for different current loads are shown in Figure 7.16. At a 

1 MHz switching frequency, the efficiency of the rectifier reaches 80%. Once the frequency 

is increased, the efficiency is significantly greater, reaching 98% at 500 MHz, 1 GHz, and 3 

GHz. Since only the rectifier efficiency is considered, excluding the power MOSFETs, the 

efficiency at higher frequencies is only dependent on the input impedance of the distributed 

rectifier which does not change significantly at higher frequencies. The input impedance 

remains approximately the same at higher frequencies since the capacitors C1 to Cn of the 

distributed rectifier contribute less to the input impedance at higher frequencies. As expected, 

the total capacitance and area occupied by the distributed rectifier decreases as the frequency 

increases. This behavior occurs since less capacitance and shorter interconnects are required 

to satisfy the target voltage ripple at higher frequencies. 

 



 210

 

(a) 

 

(b) 

 

(c) 

Figure 7.16 3-D distributed rectifier: (a) efficiency, (b) total capacitance per plane, (c) total 

area per plane 
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The efficiency and area occupied by a conventional LC filter is omitted from this 

comparison. As shown in Figure 7.15(b), the magnitude of the required inductor within an LC 

filter varies between 50 and 10,000 nH for switching frequencies up to 1 GHz. At 3 GHz, the 

required inductor size is below 10 nH. This behavior implies that at switching frequencies 

used in current technologies, i.e., up to several Megahertz, a conventional LC filter cannot be 

implemented on-chip. 

 

7.7 Conclusions 

Integrating DC-DC converters on-chip can significantly enhance the performance and 

reliability of integrated circuits. Conventional rectifiers, however, are difficult to integrate 

due to the large magnitude of the on-chip inductors and capacitors. A distributed buck 

converter rectifier for application to three-dimensional circuits is proposed in this chapter. By 

exploiting the low pass bandwidth properties of transmission lines, the efficient generation 

and distribution of power supplies to different planes is possible. An example converter based 

on the MITLL 3-D CMOS technology is described, demonstrating a DC-DC converter that 

can generate a 1.2 volt power supply while delivering 700 mA. 

A performance analysis considering the rectifier efficiency, total capacitance, and 

physical area is performed for a wide range of switching frequencies and current loads. A 

conventional on-chip LC rectifier in the megahertz frequency range is not practical due to the 

large inductors. Alternatively, an on-chip distributed rectifier can be implemented in the 

megahertz frequency range, achieving high efficiency, suitable for 3-D integration. 
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Chapter 8  

3-D Distributed Rectifier Test Circuit 

Based on the design methodology of a distributed rectifier presented in Chapter 7, a test 

circuit has been developed and manufactured in the MIT Lincoln Laboratories (MITLL) 3-D 

SOI 0.15 m CMOS technology. The objective of this test circuit is to demonstrate on-chip 

power conversion and distribution in 3-D circuits. In this chapter, the process used to design 

the test circuit is described. The analysis, design, and simulation of a distributed rectifier to 

achieve a target performance are described in section 8.1. In section 8.2, auxiliary circuits 

used to emulate significant current load requirements and sense the power supply noise are 

described. A review of the MITLL 3-D fabrication process is presented in section 8.3 

followed by the physical layout of the distributed rectifier in section 8.4. The chapter is 

concluded in section 8.5. 

8.1 Analysis and Design of a Distributed Rectifier 

The target performance of the on-chip DC-DC converter test circuit is strongly 

dependent on the allocated area, which in this test circuit is 500 × 500 m2. The intended 

voltage conversion is from 3.3 to 1.5 volts switching at a frequency fs = 100 MHz, while the 

required maximum current load is 100 mA. The voltage ripple is chosen to be ± 2.5% of the 

output power supply. The distributed rectifier circuit schematic, shown in Figure 8.1, is 

composed of a network of interconnects and capacitors, spanning from the top, plane C, to 

the bottom, plane A. Each interconnect is followed by a shunted connected capacitor on each 



 213

plane. The three planes are connected by 3-D vias (vertical interconnects). The distributed 

rectifier filters the high frequency harmonics of the input AC signal, producing a DC voltage 

with residual harmonics at the output. 

 

 

Figure 8.1 A distributed rectifier of a DC-DC power converter in a three-plane structure 

 

The maximum current density in this technology is [156] 

 

.mmA/ 3 2
max J  (8.34) 

 

The cross sectional area of a 3-D via in this 150 nm CMOS technology is 1.25 × 1.25 m2, 

resulting in 5 mA maximum current flowing through a single via. Since in this technology the 

interconnect thickness is 630 nm, a current of 5 mA requires a 2.5 m interconnect width. 

Note that the 3-D via is 7.34 m long, connecting the three planes as illustrated in Figure 8.1. 

In the initial design phase, the current load profile is assumed to be as shown in Figure 8.2 

with the following characteristics: 1/TCLK = 1 GHz, and trc and tcf are 0.3TCLK/2 and 0.7TCLK/2, 
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respectively. The resistance, inductance, and capacitance per unit length of the interconnect 

are extracted based on the predicative technology model (PTM) [157], while the electrical 

parameters of the 3-D vias are extracted in [158], as listed in Table 8.1. 

 

 

Figure 8.2 Current load profile 

 

Table 8.1 Electrical parameters of interconnects and 3-D vias 

 R [mΩ/μm] L [nH/μm] C [pF/μm] 
Interconnect [157] 21 1.4 207 

3-D via [158] 20.4 0.00055 0.00037 
 

To ensure the voltage ripple of the output power supply is 75 mV (± 2.5%), the 

magnitude of the transfer function at 100 MHz has to be equal or less than 0.0183 (see 

Chapter 7) according to 
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The magnitude of the transfer function at a switching frequency of 100 MHz for different 

capacitances and interconnect lengths, assuming l = l1 = l2 = l3 and C = C1 = C2 = C3, is 

shown in Figure 8.3. Note that in this case, Rd is 26.8 Ω, respectively. The area below the 

dashed line in Figure 8.3 indicates the acceptable interconnect length and capacitance to 

satisfy the required voltage ripple. Due to area constraints, the interconnect lengths and 

capacitors are l = 400 μm and C = 50 pF, respectively. In this example, the required duty 

cycle is 0.65 (see Chapter 7) according to  
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Since this circuit is designed to provide 5 mA, 20 rectifier circuits on each plane are 

connected in parallel to provide 100 mA current to the third plane. 

 

 

Figure 8.3 Magnitude of the transfer function for different line lengths and capacitor 

magnitudes 
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8.2 Design of Current Load, Control, and Noise Measurement Circuits 

To emulate a practical circuit with a maximum 100 mA current load, several switched 

current load circuits have been developed. Switches, as shown in Figure 8.4, control these 

current loads. Note that the bias current Ibias is supplied off-chip. The pseudo–random current 

activity is produced by pseudo-random number generators (PRNG), activating different 

switches at random times, as depicted in Figure 8.5. To reduce the complexity of the test 

circuit and avoid the design of a complicated clock distribution network, 250, 500 and 1000 

MHz ring oscillators have also been developed. These ring oscillators provide three clock 

signals to the pseudo-random number generators. Four PRNG have been designed with 

different bit lengths. Each PRNG spans 2n – 1 different states, where n is the number of bits. 

 

 

Figure 8.4 Current load controlled by switches 
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Figure 8.5 Control logic for the current mirrors 

 

To consider post-fabrication process variations and enable adjustment of the output DC 

voltage level Vdd2, a control circuit has been designed, as shown in Figure 8.6. The control 

signal Vcont adjusts the additional amount of current drawn from the primary 3.3 volt power 

supply to ensure that the output voltage remains at the required 1.5 volt DC voltage. An 

additional mechanism to control the output power supply of the distributed rectifier is to vary 

the duty cycle of the input signal VA (see Figure 8.1). 

 

 

Figure 8.6 Post-fabrication control circuit 
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(a) 

 

(b) 

Figure 8.7 Distributed rectifier: (a) current load, (b) output voltage supply 

 

The simulated current load and output voltage power supply are shown in Figure 8.7. As 

evident from this simulation, at a maximum current load of 100 mA, the rectifier provides a 

power supply voltage within the required 75 mV voltage ripple. In this case, the voltage 

ripple of the output power supply is 67 mA. 
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Figure 8.8 Power supply noise detector 

 

The on-chip power supply noise measurement circuit is shown in Figure 8.8 [159]. 

When the circuit is enabled, transistors M2 and M6 turn off while transistors M1 and M5 turn 

on, biasing the source follower amplifier (transistors M3 and M4). Transistor M3 is connected 

to the output of the rectifier (Vdd2 in Figure 8.1), sensing the voltage fluctuations. The output 

of the source follower is fed to the input of the common source amplifier (transistor M7 and 

M8). Note that the source follower biases the common source amplifier at the required bias 

voltage while providing the sensed voltage signal. A current flowing through transistor M8 

expresses the amplified voltage signal mirrored to the output by transistor M9. This current is 

converted to an output voltage signal by the 50 Ω resistance of the probe, representing the 

measured power supply noise. In order to determine the amplification of this circuit, an 

identical power supply noise detector circuit with transistor M3 is connected to an external 

sinusoidal signal with a 1.5 volt DC voltage. The accuracy of this noise detector circuit is less 

then 1 mV. 
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8.3 MIT Lincoln Laboratories 3-D Fabrication Process 

MIT Lincoln Laboratory has developed a three-dimensional (3-D) integrated circuit 

technology in which circuit structures formed on several silicon-on-insulator (SOI) substrates 

are combined into a 3-D integrated circuit. This 3-D circuit integration technology is 

comprised of fully depleted SOI circuit fabrication, low temperature wafer-to-wafer oxide 

bonding, precision wafer-to-wafer alignment, and electrical connection of the circuit 

structures with vertical interconnections (3-D vias) [156]. 

The first phase in this 3-D circuit integration process is the fabrication of three fully 

depleted SOI tiers (or planes), as shown Figure 8.9. In the second phase, wafer 2 is inverted, 

aligned, and bonded to wafer 1, as shown in Figure 8.10. The handle silicon is removed from 

tier 2 and the 3-D vias are etched through the oxide layers of tiers 1 and 2, landing on metal 

pads in tier 1. Tungsten vias are deposited and planarized using chemical mechanical 

polishing (CMP). The structure shown in Figure 8.11 is a two-tier assembly with electrical 

connections between the top-level metal of tier 2 and the top-level metal of tier 1. The 

following phase is the inter-tier via, back side via, and back side metal formation, as shown in 

Figure 8.12. In the next phase, 3-D vias connect the top-level metal of tier 3 to the back side 

metal of tier 2, as shown in Figure 8.13. In the final phase, back side metal, bond pads, and 

heat sink cuts are formed on the top of tier 3. The back side metal on tier 3 permits probing, 

wire bonding, and cooling of the entire structure. The completed 3-D assembly is shown in 

Figure 8.14. A list of layer thicknesses is presented in Figure 8.15 [156]. 

 

 

Figure 8.9 Three independent tiers fabricated using a conventional 2-D technology [156] 
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Figure 8.10 Tier 2 aligned and bonded to tier 1 [156] 

 

 

Figure 8.11 Tier 2 electrically connected to tier 1 with Tungsten 3-D vias [156] 

 

 

Figure 8.12 Formation of the back side vias and metal on tier 2 [156] 

 

 

Figure 8.13 Tier 3 is aligned and bonded to the back side metal of tier 2 [156] 
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Figure 8.14 Formation of the back side metal on tier 3 [156] 

 

 

Figure 8.15 Layer thicknesses within the three-tier structure [156] 
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8.4 Rectifier Layout Design 

Based on the results described in section 8.1, a three-plane layout of the distributed 

rectifier has been designed. The test circuit layout (note that the three planes are overlaying) 

is shown in Figure 8.16, occupying a total area of 2 × 2 mm2. The top two and the bottom left 

blocks have been dedicated to evaluating 3-D power distribution networks, while the bottom 

right block is the 3-D rectifier. An illustration of the distributed rectifier, as well as the 

enlarged layout circuit is shown in Figures 8.17 and 8.18, respectively. The power 

distribution networks are not discussed in this thesis. 

 

 

Figure 8.16 Four blocks within the power delivery test circuit 
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Figure 8.17 Schematic illustration of the distributed rectifier circuit 

 

 

Figure 8.18 Physical layout of the 3-D rectifier circuit (all three planes) 
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As shown in the upper part of Figure 8.18, a large portion of the area is occupied by 

capacitors. On each plane, twenty 50 pF capacitors are connected in parallel, where each 

square illustrated in Figure 8.18 is a single 50 pF capacitor occupying an area of 88 × 88 μm2. 

Doped silicon and polysilicon layers are used to form capacitors in this technology, similar to 

forming active devices. A model and layout of a p-type capacitor are shown in Figure 8.19. A 

p+ implant layer (PSD) is used to dope the polysilicon layer of the capacitor. The PSD is also 

used to form p-type transistors. The next layer is a p-type capacitor bottom plate implant 

layer (CAPP) with a doping density of about 5×1018 cm-3. This layer is suitable for forming 

the bottom plate of the low bias voltage capacitors and high value resistors. The bottom (gate) 

plate of the capacitor is formed by the polysilicon layer, which is connected to Metal 1. The 

upper plate of the capacitor is formed by the p+ implant layer (PSD) and connected to Metal 

1, resulting in a transistor-like structure with the drain and source terminals shorted. The 

capacitor value is determined from the voltage difference between the bottom and upper 

plates. The relationship between the voltage difference and the resulting capacitance has been 

graphically provided based on measurements in [160]. 

The three planes of the rectifier, C (upper), B (middle), and A (bottom), are shown in 

Figure 8.20. Different circuitry is located on each plane, adjacent to the capacitors,. Twenty 

400 μm long interconnects and analog sensing circuitry are located on plane A (Figure 

8.20(a)). Ring oscillators and current mirrors are located on plane B (Figure 8.20(b)) while 

the interconnects have been removed due to insufficient area. Alternatively, back side metal 

on plane B is used to distribute the current to plane A. Twenty 400 μm long interconnects 

connected in parallel are located on plane C (Figure 8.20(c)). The enlarged portion of the 

control circuit and power supply noise detector on plane A is shown in Figure 8.21 while the 

ring oscillators and current loads on Plane B are shown in Figure 8.22. 

 

 

(a) 
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(b) 

Figure 8.19 P-type capacitor: (a) model, (b) layout 

 

 

(a) 
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(b) 

 

 

(c) 

Figure 8.20 Distributed rectifier structure: (a) plane A (bottom), (b) plane B (middle), (c) 

plane C (upper) 
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(a) 

 

 

(b) 

Figure 8.21 Circuitry on plane A: (a) post-fabrication control circuit, (b) power supply noise 

measurement circuit 

 

 

(a) 

 

(b) 

Figure 8.22 Circuitry on plane B: (a) ring oscillators and buffers, (b) switched current loads 
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8.5 Summary 

A distributed rectifier for use within a DC-DC converter has been designed in the 

MITLL 3-D CMOS technology. Using the methodology developed in Chapter 7, the 

distributed rectifier design is demonstrated based on an existing 3-D technology. Current 

loads that emulate the random current activity of a processor and power supply noise detector 

circuits have also been incorporated, enabling on-chip noise detection and measurement. A 

review of the MITLL 3-D fabrication process has also been provided in this chapter followed 

by the layout design of the different components within the rectifier circuit. The on-chip 

capacitor fabrication process technology is also described. The measurement of this test 

circuit will demonstrate the proposed 3-D rectifier concept, providing insight into exploiting a 

3-D integration process. Once the concept is proven, the distributed rectifier circuit will 

support the on-chip integration of DC-DC power converters. 
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Chapter 9  

A Hybrid Methodology for Wide Range DC-DC 

Conversion in 3-D Circuits 

A novel methodology for DC-DC conversion in 3-D circuits is described in this chapter. 

The proposed approach exploits both linear and switching buck converters within different 

conversion ranges, thereby increasing the power efficiency. Depending upon the required 

voltage conversion, an appropriate converter is used. By replacing the traditional LC filter of 

a switching converter with a distributed rectifier, a further increase in efficiency is 

demonstrated. Design guidelines and expressions are developed, achieving good agreement 

with simulations based on the MIT Lincoln Laboratories CMOS/SOI 180 nm 3-D technology. 

The proposed converter distributes 2.5 amperes maximum current load, achieving conversion 

from 3.3 volts to 2.5 volts and 1 volt with 74% and 44% power efficiency, respectively. 

 

9.1 Introduction 

Power dissipation is a primary performance bottleneck in high complexity nanoscale 

integrated circuits which is exacerbated by the increase in current loads and clock 

frequencies. Current levels, transistor densities, and transient waveforms of high performance 

microprocessors have increased by 50% with every advance in technology node despite 

scaling power supply voltages [153]. To battle the significant increase in power dissipation, a 

multiple voltage power supply paradigm has been incorporated in large scale circuits. Multi-
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voltage circuits exploit the delay differences among the different signal propagation paths by 

selectively lowering the supply voltage of the gates on the non-critical delay paths while 

maintaining a higher supply voltage on the critical delay paths in order to satisfy a target 

clock frequency [139], [161]. 

To fundamentally reduce power dissipation and latency in highly complexity circuits, an 

emerging three-dimensional (3-D) integrated circuit technology is under development. In a 3-

D technology, individual planes of 2-D integrated circuits are combined into cubes of 3-D 

structures, increasing density and functionality, as illustrated in Figure 9.1. In this example, 

the distance between the source and destination in a 2-D circuit is significantly reduced once 

a plane is partitioned and stacked into a 3-D structure. 

 

 

(a) 

 

(b) 

Figure 9.1 2-D and 3-D cells: (a) 2-D horizontal plane, (b) three stacked planes 
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Three-dimensional integration offers novel architectural structures for microprocessors, 

as shown in Figure 9.2. A multi-plane structure enables the efficient distribution of different 

portions of high performance, high complexity systems, such as memory, RF, and digital 

circuits. Additionally, heterogeneous technologies can be integrated onto different planes on 

the same die, thereby improving performance. 

 

 

(a) 

 

(b) 

Figure 9.2 3-D circuit: (a) multi-core processor combined from stacked planes, (b) cross 

section of a 3-D circuit 

 

The need for multiple on-chip supply voltages in 2-D circuits has become important due 

to the integration of low power, high speed digital circuits with analog/RF circuits on the 

same die. System heterogeneity offered by 3-D circuits has exacerbated the requirement for 
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multiple, wide range, and well controlled power supplies. Each plane will support a variety of 

functions and applications, such as MEMs, RF, analog, memory, and high speed digital 

circuits. A system of distributed on-chip power supplies is therefore required, as shown in 

Figure 9.3. In this example, Vdd1 and Vdd3 are delivered to the first and third planes, 

respectively. The second plane, however, is partitioned into three different voltage domains: 

Vdd2,a, Vdd2,b, and Vdd2,c. To support a multiple voltage domain system, efficient on-chip DC-

DC converters are required. 

 

 

Figure 9.3 Different partitions of voltage domains within a 3-D circuit 

 

The on-chip integration of DC-DC converters is highly efficient from a power and I/O 

perspective, particularly in 3-D circuits [154]. By integrating the entire buck converter on-

chip, the number of I/O pins is reduced, decreasing the cost and size of a circuit package. The 

large external resonant voltage swing, produced by parasitic impedances from the package, is 

also eliminated [162]. Supply voltages locally produced on-chip can be dynamically 

controlled to compensate for on-chip temperature, process, and load variations. Furthermore, 
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in a typical off-chip DC-DC converter, significant power is dissipated by the parasitic 

impedances of the interconnect among the non-integrated devices. 

A methodology for designing on-chip DC-DC converters for application to 3-D circuits 

is described in this chapter. The proposed scheme is a combination of linear and switching 

converters, forming a high efficiency hybrid conversion system. The hybrid circuit exploits 

the benefits of both types of DC-DC converters, depending upon the required power supply. 

This chapter is organized into five sections. A description of three common types of 

buck converters as well as recent work on on-chip converter circuits are described in section 

9.2. In section 9.3, a methodology for designing novel linear and switching converters in 3-D 

circuits is described, followed by two case studies in section 9.4. In section 9.5, a 

performance comparison between the proposed circuit and other on-chip DC-DC converters 

is presented. Finally, the chapter is concluded in section 9.6. 

 

9.2 Background 

Converting AC or DC power supplies into lower or higher DC power supplies has been 

a topic of interest since the invention of modern electrical networks. For integrated circuit 

applications, converting a high DC power supply into a lower DC power supply (called buck 

conversion) is of primary interest. Three common types of DC-DC converters are linear, 

switched-capacitor, and switching converters. 

 

Linear Converters 

A linear converter, also called a low dropout regulator (LDO), is effectively a voltage 

divider, as shown in Figure 9.4. The output voltage Vdd2 is determined by the ratio of the 
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impedances of the power MOSFET M1 and the load. An amplifier in a feedback loop senses 

the output DC voltage Vdd2 and appropriately adjusts the gate voltage of transistor M1 to 

provide the required current to the load. Note that transistor M1 is typically very wide in order 

to conduct a large amount of current. 

 

 

Figure 9.4 Linear converter 

 

The design simplicity of a linear converter is attractive; however, at lower conversion 

ratios, the power efficiency exhibited by this type of converter is relatively low since the 

maximum power efficiency ηlinear,max is determined by the ratio between the output and the 

input DC voltages, 

 

.
1

2
max,

dd

dd

in

out
linear V

V

V

V
  (9.1) 

 

Due to the maximum efficiency imposed by (9.1), the current efficiency is of interest in linear 

converters, 
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,max, currentlinearlinear    (9.2) 

 

where 
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For high conversion ratios, however, an LDO is an attractive approach. In [163], 

conversion from 1.2 volts to 0.9 volts with 94% current efficiency is demonstrated, resulting 

in 71.25% power efficiency while delivering 100 mA maximum current. In this circuit, the 

LDO achieves a small dropout voltage and fast load regulation due to a single-stage feedback 

loop, rapidly adjusting the PMOS power transistor. Alternatively, an LDO with an 

impedance-attenuated buffer is described in [164]. Dynamically-biased shunt feedback is 

used, achieving stability of the LDO over a wide range of current loads. In this circuit, the 

input voltage ranges from 2 volts to 5.5 volts, while the minimum output DC voltage is 1.8 

volts. With 99.8% current efficiency, the highest and lowest power efficiencies are 89% and 

32%, respectively, delivering 200 mA maximum current. 

 

Switched-Capacitor Converters 

The operation of a switched-capacitor converter is based on periodically 

charging/discharging the charge pump capacitors through resistive switches. These switches 

contribute to the power losses of the converter. Additionally, a switched-capacitor converter 

exhibits poor output voltage regulation. To maintain a stable output voltage, the use of high 

power feedback control circuitry is required which decreases the power efficiency. A 
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switched-capacitor convertor can typically provide moderate levels of efficiency for small 

conversion ratios, while providing low current loads. The output resistance limits the peak 

power efficiency of a capacitive converter; therefore, the efficiency of a switched-capacitor 

converter increases as the current load decreases [165]. 

A controllable DC-DC converter that combines a switched-capacitor voltage divider and 

a linear regulator is described in [166]. The proposed circuit converts from 2.5 volts to as low 

as 0.65 volts. A hybrid switched-capacitor and linear converter achieves higher power 

efficiency than a traditional linear converter. In this circuit, the switched capacitor converter 

generates a Vdd/2 power supply with relatively high efficiency. Depending upon the required 

DC output voltage, a high voltage (with Vdd input power supply) or low voltage (with Vdd/2 

input power supply) linear converter is chosen using programmable control circuitry. The 

highest and lowest power efficiencies achieved by the proposed circuit when converting from 

2.5 volts to 2.35 volts and 0.6 volts are 93% and 25%, respectively, delivering 100 mA 

maximum current. 

 

Switching Converters 

A switching converter is the most common converter implemented off-chip due to the 

high efficiency produced by this converter. The working principle of this converter is based 

on an AC signal produced by the power MOSFETs. Depending upon the duty cycle and the 

input power supply, a specific DC component of the signal is passed to the output by a 

second order LC filter. Due to the nonidealities of the filter, residual high harmonics are also 

passed. The fundamental difficulty to fully integrate a switching converter on-chip is the high 

magnitude and area occupied by the LC filter. A detailed description of a switching buck 
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converter as well as a novel distributed rectifier that eliminates the need for an on-chip 

inductor is provided in Chapter 7. 

 

9.3 Design Methodology 

The proposed design methodology generates and distributes numerous power supplies 

based on a single input power supply within a 3-D cube, as illustrated in Figure 9.3. By 

utilizing a combination of linear and switching buck converters, high efficiency is achieved 

over a wide range of conversion ratios. A distributed rectifier (see Chapter 7) within the 

switching buck converter is used to further improve power efficiency. 

In section 9.3.1, the efficiency of several 2-D and 3-D converters is evaluated. Based on 

the observations drawn from section 9.3.1, a novel linear converter is proposed in section 

9.3.2. In section 9.3.3, a switching converter with a distributed rectifier is described. 

 

9.3.1 Evaluation of Switching Converter Efficiency 

Since energy losses during power conversion is a significant concern, the primary focus 

of the proposed methodology is on increasing converter efficiency over a wide range of 

conversion ratios. Based on [167], the efficiency of a switching converter in a 180 nm (curve 

a) and 130 nm (curve b) 2-D technology as well as an ideal linear converter (curve c) and a 

switching converter with a distributed filter (curve d) based on the MIT Lincoln Laboratory 

180 nm 3-D technology [156] are depicted in Figure 9.5. The efficiency of the switching 

converter excluding the filter losses is also shown as a reference (curve e). In the 180 nm 
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CMOS 2-D technology (curve a), the efficiency of an ideal linear converter (curve c) 

surpasses the efficiency of a conventional switching converter above a 0.5 conversion ratio. 

In the 130 nm technology (curve b), however, the efficiency of an ideal linear converter is 

higher than a conventional switching converter above a 0.65 conversion ratio. The low 

efficiency of a switching converter can be attributed to the dynamic power losses of the 

power MOSFETs (and the drivers) and the inductor losses within the LC filter. With 

advances in technologies, however, switching converters tend to achieve higher efficiencies 

than a linear converter over a wider range of conversion ratios due to the decreased parasitic 

capacitance of the power MOSEFTs and the improvement in the on-chip inductor. 

 

 

Figure 9.5 Efficiency as a function of conversion ratios in different technologies 

 

As a reference, consider the efficiency of an optimal switching converter excluding the 

filter losses (curve e). As evident from Figure 9.5, the associated filter losses significantly 

degrade the converter performance. The efficiency of an optimal switching converter 
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employing the distributed 3-D rectifier (see Chapter 7) is also shown in Figure 9.5 (curve d). 

The distributed rectifier increases the efficiency of a switching rectifier as compared to an 

ideal linear and a conventional switching converter in both a 180 nm and 130 nm technology. 

Note that at a 0.8 conversion ratio, the power efficiency of the linear converter surpasses the 

efficiency of the switching converter (curves c and d). 

From the above discussion, the following conclusions can be drawn. A switching 

converter with a distributed rectifier is superior in power efficiency as compared to on-chip 

linear and conventional switching converters. Due to the losses of a switching converter with 

a distributed rectifier operating at higher switching ratios (in this example 0.8), a linear 

rectifier is more efficient for these conversion ratios. To obtain the highest efficiency over a 

wide range of conversion ratios (in 3-D circuits), a hybrid methodology that uses a 

combination of linear and switching converters is proposed. As evident from Figure 9.5, a 

switching converter with a distributed rectifier should be used up to a critical conversion ratio 

(in this example, the ratio is 0.8). Above this critical ratio, a linear rectifier provides the 

highest efficiency. 

Alternatively, a dual-Vdd approach can further improve efficiency. In this approach, two 

external power supplies Vdd1H and Vdd1L are provided where Vdd1H is higher than Vdd1L. As 

observed from Figure 9.5, the highest efficiency is obtained at higher conversion ratios. By 

separating the entire conversion range into three sections, overall performance is improved, 

as shown in Figure 9.6. In this example, Vdd1L / Vdd1H equals 0.4. The highest power efficiency 

depends upon the required conversion ratio. For conversion ratios between 0.2 to 0.4 and 0.8 

to 1, a linear 3-D converter is preferable, while for conversion ratios between 0.4 to 0.8, a 

switching converter with a distributed rectifier provides the highest power efficiency. Over 
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the entire conversion range (0.3 to 1), the power efficiency ranges from 65% to about 95% (at 

a 0.4 conversion ratio). 

 

 

Figure 9.6 Efficiency of linear and switching converters with dual-Vdd input voltage (the two 

dashed lines represent the two input voltages) 

 

9.3.2 A Linear Converter in 3-D Technology 

A novel 3-D based linear converter is illustrated in Figure 9.7. The current is distributed 

within the interconnect network. The RLC transmission lines are connected by 3-D vias, 

forming a network that spans from the first plane to a target plane. To adhere to 

electromigration and current density rules, several interconnect networks, as shown in Figure 

9.7, are connected in parallel, providing the required current load. 

On the first plane, current mirror transistors (M7 and M8) conduct the primary portion of 

the current load. These transistors are biased by the circuit shown in Figure 9.8. The current 

mirror produces a high output impedance at the input to the first interconnect on the first 
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plane. The same amount of current will therefore flow within the interconnect network 

regardless of the voltage ripple. The remaining portion of the current flows through the 

PMOS transistor M9 which accommodates the input voltage, process, and DC current load 

variations. 

 

 

Figure 9.7 Linear converter within a 3-D circuit 

 

An amplifier connected in a negative feedback loop controls the gate voltage of 

transistor M9. By comparing the voltage at the output of the network to a reference voltage 

(Vdd2), the amplifier adjusts the gate voltage of transistor M9 to maintain a stable output power 

supply. The amplifier circuit is shown in Figure 9.9. Note that the voltages used to bias this 
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amplifier are also provided by the circuit shown in Figure 9.8. The decoupling capacitor at 

the output Cdec reduces the voltage ripple produced by the transient current load. 

 

 

Figure 9.8 Current mirror bias circuit 

 

 

Figure 9.9 A single-ended differential amplifier 

 

As described in section 9.2, the maximum power efficiency of a linear converter is 

determined by the ratio of the output voltage to the input voltage. The current efficiency is 
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therefore a useful metric for linear converters. In this linear converter circuit (see Figure 9.7), 

three currents have a direct DC path to ground (see Figures 9.8 and 9.9) which reduce the 

current efficiency. The total lost current is 

 

  ,22, biasbiasbiaslostlinear ImImII   (9.4) 

 

where m is the ratio between the width of transistor M16 (M17) and M5 (M6). Thus, assuming 

m = 1, the power efficiency of a linear converter is 
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where IDC is the DC current load, 
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Figure 9.10 A typical current load profile in a high performance processor 
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In (9.6), TCLK is the time period of the current load, which corresponds to the clock signal 

frequency, as depicted in Figure 9.10. 

 

9.3.3 A Switching Converter in 3-D Technology 

A switching converter with a distributed rectifier is illustrated in Figure 9.11. The 

distributed rectifier passes the DC and residual higher order harmonic components of the 

signal at the output of the power MOSFETs (PM1 and PM2). The AC signal produced by PM1 

and PM2 is shown in Figure 9.12. The rectifier is comprised of an interconnect network that 

spans multiple planes. Capacitors C1 to Cn are connected to each interconnect while 3-D vias 

connect the interconnects throughout the planes, forming a distributed filter structure. 

Analysis and design guidelines of the distributed rectifier are described in Chapter 7 and the 

power losses are included in this chapter for completeness. 

 

Power Losses of Switching Converter with Distributed Rectifier 

The input power dissipated by the distributed rectifier (see Figure 9.11) is 
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where VA,rms is the rms voltage of the input signal, R0,eff is the effective output resistance of the 

power MOSFETs PM1 and PM2, and Zin is the input impedance of the rectifier network, as 

described in section 7.4.3. The output power at the load of the rectifier is 
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.2, DCddrectout IVP   (9.8) 

 

 

Figure 9.11 A switching converter with the 3-D distributed rectifier 

 

 

Figure 9.12 Voltage signal at the input of the rectifier 
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The power MOSFETs are driven by buffers controlled by a pulse width modulation 

(PWM) circuit. The PWM circuit senses the output voltage Vdd2, generating the required duty 

cycle to maintain a stable output voltage. The design of the power MOSFETs and the drivers 

for maximum power efficiency is adopted from [139]. 

The average power consumed by a power MOSFET (PMOS or NMOS) and the driving 

buffers is composed of resistive and dynamic power losses, respectively, 
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where R0 is the effective resistance of a 1 μm wide transistor, W is the width of the power 

MOSFET, Irms is the root-mean-square current passing through the power MOSFET, fs is the 

switching frequency, α is the tapering factor of the buffers, and Cox, Cgs, Cgd, and Cdb are the 

gate oxide, gate-to-source, gate-to-drain, and drain-to-body capacitances, respectively, of a 1 

μm wide transistor. E is the unit energy per 1 μm wide power MOSFET consumed during one 

switching cycle, 
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As evident from (9.9) and (9.10), increasing the width of the power MOSFET reduces 

the resistive losses and increases the dynamic power losses, respectively. An optimum 

MOSFET width, therefore, exists that minimizes the total power of the drivers and the power 
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MOSFET. The optimal width and the related power consumption expressions are, 

respectively, 
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The effective output resistance of the optimal PMOS and NMOS transistors are, respectively, 
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and the total effective resistance of the power MOSFETs R0,eff is the average of RPMOS,eff and 

RNMOS,eff. The rms currents through PM1 and PM2 (assuming the ratio between the time when 

both transistors are off to the switching period Ts as compared to the duty cycle D is small) 

are 
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where IDC is the DC current supplied to the load. Applying (9.13) for both PM1 and PM2, and 

substituting the rms current expressions, (9.16) and (9.17), results in the total optimal power 

consumption of the drivers and the power MOSFETs, respectively, 
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The overall efficiency of the 3-D switching converter is therefore 
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The optimal design of the drivers and power MOSFETs does not consider the power 

consumed by the distributed rectifier. As evident from (9.9) and (9.10), increasing the width 

of the power MOSFETs decreases the resistive power component while increasing the 

dynamic power. When both components are equal, minimum power is dissipated. 

Consequently, decreasing the width of the power MOSFETs increases the effective output 

resistance of the power MOSFETs, reducing the power dissipated by the distributed rectifier, 

as evident in (9.7). Minimizing the power dissipation of the entire network may result in 
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differently sized power MOSFET than the optimal width (minimum dynamic and resistive 

loss) determined by (9.12). To illustrate this issue, the MOSFETs, rectifier, and total power 

dissipation as a function of the ratio between the effective output resistance of the power 

MOSFETs and the optimal power MOSFETs is shown in Figure 9.13. In this example, the 

minimum power consumption is achieved when twice RMOS,opt is used. 

 

 

Figure 9.13 Power breakdown of the power MOSFETs and rectifier filter, distributing a 200 

mA peak current 

 

9.4 Case Study 

Based on the methodology developed in section 9.3 and illustrated in Figure 9.5, two 

case studies are presented in this section. Conversion from 3.3 volts to 2.5 volts and 1.0 volt, 

based on the MIT Lincoln Laboratories (MITLL) 180 nm CMOS 3-D technology [156], is 
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demonstrated, assuming current distribution from the first plane to a third plane. In both 

cases, the target voltage ripple at the output is ± 2.5%. Additionally, the current load profile is 

assumed to behave as shown in Figure 9.10 with the following characteristics: 1/TCLK = 3 

GHz, trc and tcf are 0.3TCLK/2 and 0.7TCLK/2, respectively, and I0 and Δi are 0.5 and 2 amperes, 

respectively, resulting in 1 ampere DC current. A hybrid approach is employed to support a 

wide range of conversion ratios (in this example 3.3 volts to 1.0 volt). 

The maximum current density in the MITLL 3-D technology is 

 

.mmA/ 3 2
max,3 DJ  (9.21) 

 

To adhere to electromigration rules in this technology, the width of a single interconnect is 

chosen to be 2.5 μm, supporting a DC current of 5 mA. To conduct a maximum 2.5 amperes 

current (I0 + Δi), 500 interconnects are connected in parallel. In section 9.4.1, a linear 3-D 

converter is used to convert from 3.3 volts to 2.5 volts. In section 9.4.2, a switching converter 

with a distributed rectifier is used to convert from 3.3 volts to 1.0 volt. 

 

9.4.1 3.3 Volts to 2.5 Volts Conversion 

The length of the interconnects on each plane are chosen arbitrarily to be 1 mm long. 

The current mirror bias (Figure 9.8) and the amplifier (Figure 9.9) circuits have been 

designed with the transistor widths listed in Table 9.1. All of the transistor channel lengths 

are 360 nm. Both resistors, R1 and R2, and the current bias Ibias are 5 kΩ and 100 μA, 

respectively. Note that transistors M7 and M8 conduct the majority of the current (800 mA) 

while transistor M9 conducts the rest of the DC current (200 mA). The area occupied by all of 
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the transistors is 0.0176 mm2, while the area of 500 minimum-spaced (0.35 μm) parallel 

interconnects is 0.00122 mm2 per plane. To support an output voltage ripple of ± 2.5%, a 300 

pF decoupling capacitor Cdec is chosen, achieving 104 mV ripple (± 2.1% of a 2.5 output 

voltage). The power efficiency of this linear converter is 74.2%, achieving 98.3% current 

efficiency. The simulated output voltage is shown in Figure 9.14. 

To examine the response of a linear 3-D converter to abrupt changes in the current load, 

consider Figure 9.15. The response of the linear converter to an increase of 200 mA current 

load with a 20 A/μs slew rate is shown in Figure 9.15(a). The output signal exhibits a voltage 

undershoot of 386 mV, settling to 2.5 volts after 156 ns. The response of the linear converter 

to a decrease of 100 mA in the current load with a 20 A/μs slew rate is shown in Figure 

9.15(b). In this case, the output voltage exhibits an overshoot of 187 mV over a period of 523 

ns. Note that the settling time when the current load is decreased by 100 mA is long due to 

the relatively low gain of the amplifier. 

 

Table 9.1 Width of the transistors within the 3-D linear converter 

Transistor Width [μm] 
M1, M2, M3, M4 5 

M5, M6, M16, M17 2 
M7, M8 40000 

M9 8800 
M10, M12 1.1 
M11, M13 13.3 
M14, M15 5 

 

9.4.2 3.3 Volts to 1.0 Volt Conversion 

To achieve maximum power efficiency for a conversion ratio of 0.3, the use of a 

switching converter with a distributed rectifier is required (see Figure 9.5). The same 
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specifications as for the linear converter are assumed in this example. The methodology 

described in Chapter 7 is used to design the distributed rectifier. 

 

 

Figure 9.14 Output voltage of the linear 3-D converter 

 

Designing a switching converter with a distributed rectifier requires an iterative 

approach, since the effective output resistance of the power MOSFETs affects the magnitude 

of the duty cycle DPWM to achieve the required output voltage. Concurrently, the duty cycle 

DPWM affects the design of the drivers and power MOSFETs. The iterative approach 

converges within a few iterations. To convert from 3.3 volts to 1.0 volt, the optimal PMOS 

and NMOS transistor widths (using (9.12)) are, respectively, 22.9 and 15.9 mm. The 

corresponding total output resistance is 0.11 Ω. Note that although the width of the power 

MOSFETs are extremely large, the corresponding area occupied by these transistors is only 

0.0041 and 0.0023 mm2. 
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(a) 

 

(b) 

Figure 9.15 Transient output voltage response: (a) 200 mA increase in current load, (b) 100 

mA decrease in current load 

 

To ensure the voltage ripple of the output power supply is 50 mV (± 2.5% of 1 volt), the 

magnitude of the transfer function of the distributed rectifier, (9.22), switching at 100 MHz 

has to be equal to or less than 0.0149 (see Chapter 7) 
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Figure 9.16 Power components of the 3-D switching converter, distributing 2.5 Amperes of 

peak current 

 

To determine the width of the power MOSFETs and the distributed rectifier structure, the 

MOSFETs, rectifier, and combined power dissipation as a function of the ratio between the 

effective output resistance of the power MOSFETs and the optimal power MOSFETs is 

shown in Figure 9.16. 
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Figure 9.17 Power MOSFET widths as a function of RMOS/RMOS,opt 

 

To achieve minimum power dissipation, the effective output resistance of the power 

MOSFETs is four times RMOS,opt. To determine the corresponding width of the power 

MOSFETs, consider Figure 9.17. The PMOS and NMOS widths provide a four times RMOS,opt 

effective resistance of 5.3 and 3.7 mm, respectively. In this example, the required duty cycle 

is 0.46 (see Chapter 7) according to 
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Since this circuit is designed to provide 2.5 amperes maximum current, 500 rectifier 

circuits on each plane with 0.5 mm long interconnects are connected in parallel, resulting in 

67 nF capacitance per plane. Assuming a 10 fF/μm2 capacitance density in the MITLL 3-D 

technology [156], the area of the switching converter is about 2.6 × 2.6 mm2 (mostly 

occupied by on-chip capacitors) and the efficiency is 44%. Although this is a relatively low 
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power efficiency, note that the aggressive operation of on-chip conversion from 3.3 volts to 

1.0 volt, while distributing 2.5 amperes maximum current, has not been reported in the 

literature, and is shown to be possible here for the first time. As compared to other converters, 

the proposed 3-D converter exhibits superior performance, as described in section 9.5. The 

output voltage produced by this converter, exhibiting 49.5 mV voltage ripple, is shown in 

Figure 9.18. 

 

 

Figure 9.18 Output voltage of the switching converter 

 

9.5 Performance Comparison 

The switching converter occupies a relatively large area due to the significant amount of 

capacitance required to distribute a stable power supply while delivering several Amperes of 

current. The area occupied by the on-chip capacitors, however, is predicted to decrease with 

advanced technologies. The MOS capacitor density can be estimated as εox / tox, where εox and 

tox are the dielectric constant and MOS oxide thickness, respectively [168]. MOS capacitor 
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densities as a function of technology are shown in Figure 9.19. Furthermore, the feasibility of 

fabricating extremely large on-chip capacitances has been demonstrated [169], where a 250 

nF on-chip MIM capacitor in 90 nm technology has been implemented. Alternatively, by 

exploiting the Miller effect, small area active capacitors can also be used, albeit requiring 

additional power [170]. 

 

 

Figure 9.19 MOS capacitor density for different technologies 

 

The multiple plane structure in 3-D circuits suggests that area is less of a concern. Thus, 

several planes can be dedicated to accommodate the required capacitors. Note that a 

conventional LC filter not only requires integration of an inductor but also a significant 

amount of capacitance. For example, an on-chip 5 nH inductor requires a 35 nF capacitor to 

achieve 5% output voltage ripple at 100 MHz with 0.46 Ω output resistance of the power 

MOSFETs (corresponds to conducting 2.5 amperes maximum current). The capacitance of 

the proposed switching converter for a wide output voltage range while distributing 200 mA 
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is shown in Figure 9.20, demonstrating that less capacitance is required for higher conversion 

ratios. 

To evaluate the capability of providing a wide voltage conversion range, as required in 

3-D circuits, the proposed converter is compared to three on-chip converters, as shown in 

Figure 9.21. The proposed converter in this example distributes 200 mA maximum current. 

As evident from Figure 9.21, the power efficiency of the proposed circuit is greater than the 

other converters. A primary reason for the superior power efficiency is that the proposed 

circuit eliminates the need for an on-chip inductor and any associated losses. Additionally, 

the hybrid circuit is composed of both a linear or switching converter with the distributed 

rectifier (depending on the required conversion ratio), further increasing the efficiency. Note 

that the power efficiency of the hybrid (linear and switched-capacitor converter) [166] 

achieves a maximum efficiency of 40% at a 0.38 conversion ratio due to the increased 

efficiency provided by the low voltage regulator system [166]. 

 

 

Figure 9.20 Capacitance per plane as a function of Vout/Vin 
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Figure 9.21 Power efficiency of different approaches as a function of Vout/Vin 

 

A performance comparison between the hybrid 3-D converter and six different 

approaches for on-chip DC-DC conversion is listed in Tables 9.2 and 9.3. In Table 9.2, the 

performance characteristics of state-of-the-art linear, switched-capacitor, and switching 

converters in 2-D and 3-D technologies are compared. The performance of the hybrid 3-D 

converter with a 3.3 volt input power supply, 100 MHz switching frequency, and 5% voltage 

ripple based on the MITLL CMOS/SOI 180 nm technology is listed in Table 9.3. 

As can be observed from this comparison, the proposed circuit achieves significantly 

superior performance. The proposed buck converter efficiently distributes current in the 

ampere range, as compared to the other approaches that only provide sub-ampere current 

loads while maintaining reasonable power efficiency. 

The proposed converter enables a wide voltage conversion range, achieving the highest 

power efficiency as compared to other approaches. The area required by the proposed circuit 

is comparable to other approaches. These properties and the distributed nature of the 
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converter make the proposed converter highly suitable for 3-D integration, where multiple 

voltage domains are required. 

 

Table 9.2 Performance comparison of different on-chip DC-DC converters in the literature 

 
Switching 
converter 

[149] 

3-D 
switching 

[154] 

Stacked 
switching 

[155] 

Linear 
converter 

[163] 

Linear 
converter 

[164] 

Hybrid 
converter 

[166] 
Technology 

[nm] 
130, 2-D 180, 3-D 350, 3-D 90, 2-D 350, 2-D 250, 2-D 

Vout / Vin 
[V/V] 

0.9 / 1.2 0.9 / 1.8 2.3 / 3.3 0.9 / 1.2 3.15 / 5.5 1.62 / 2.5 

Conversion 
ratio 

0.75 0.50 0.70 0.75 0.57 0.65 

Imax [mA] 350 500 70 100 200 100 
Power 

efficiency 
[%] 

77.9 64.0 62.0 70.7 57.1 61 

Voltage 
ripple [%] 

4.4 4.5 10 10 2 19 

Switching 
frequency 

[MHz] 
170 200 200 − − − 

Area [mm2] 1.5 6.9 4 0.098 0.264 0.42 
 

Table 9.3 Performance summary of the proposed 3-D hybrid converter (this work) 

 Imax = 0.2 amperes Imax = 2.5 amperes 
Vout [volt] 1.0 1.5 2.0 2.5 2.7 1.0 (switching) 2.5 (linear)

Conversion ratio 0.30 0.45 0.60 0.75 0.82 0.30 0.75 
Power efficiency [%] 58 67 74 79 80 44 74 

Area [mm2/plane] 1.7 1.34 1.0 0.55 0.35 6.65 0.048 
 

9.6 Conclusions 

An analysis of on-chip linear and switching DC-DC converters is provided in this 

chapter. From this analysis it can be observed that a hybrid approach where both linear and 
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switching converters are combined achieves the highest power efficiency as compared to 

other methods. By incorporating the concept of an inductorless distributed rectifier in 3-D 

circuits, the efficiency is further increased. The proposed circuit provides a wide voltage 

conversion range, suitable for the integration of 3-D heterogeneous systems, distributing 2.5 

amperes maximum current to the load. With this current load, 0.75 and 0.3 conversion ratios 

with a 74% and 44% power efficiency are, respectively, demonstrated. 
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Chapter 10  

Conclusions 

Scaling is the most significant driving force in the development of CMOS integrated 

circuit technology. As the channel length of a transistor approaches a few tenths of a 

nanometer, physical and technological boundaries pose significant difficulties to advancing 

beyond subnanometer geometries. In current technologies, interconnect networks restrict the 

advance in performance of high complexity integrated circuits. This degradation in 

performance is a result of the effects of scaling on-chip interconnects. 

Interconnect networks tend to be highly dense and long, reaching a few millimeters in 

length and distributing signals that often exceed Gigahertz frequencies. The rapid increase in 

current loads, exceeding 100 Amperes in state-of-the-art microprocessors, has a profound 

impact on the operation of these networks. While transistor scaling has significantly 

improved the performance of the active devices, interconnect networks degrade performance, 

undermining the overall advancements. Performance bottlenecks have therefore shifted from 

the active devices to the interconnect networks. 

Clock and interconnect distribution networks are primary bottlenecks in high 

performance circuits. In order to improve performance, several novel clock and data 

distribution networks have been proposed, as described in Chapters 5 and 6. As technology 

scales, new design challenges have emerged, making the design of these networks an intricate 

and complicated task. Existing methodologies for designing clock and data distribution 

networks are being reevaluated to meet the challenges of future nanoscale integrated circuits. 
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Due to the large load capacitance at the local level of a clock distribution network, the 

portion of the clock tree closest to the registers dissipates a significant fraction of the total on-

chip power. Inserting on-chip inductors, thereby eliminating the need for inserting buffers 

within these local networks, can significantly reduce power consumption, clock skew, and 

jitter. Energy resonates between magnetic and electrical fields rather than dissipates as heat, 

forming a highly power efficient clock distribution network. A design methodology for these 

resonant clock distribution networks has been described. A 5 GHz resonant H-tree clock 

distribution network based on a 180 nm CMOS technology is described to demonstrate this 

proposed design methodology. 

Until recently, inductive effects in on-chip interconnects have been primarily treated as a 

detrimental parasitic phenomenon. Due to the difficulties in analyzing inductive effects, 

inductance has been mostly ignored during the design process. By enhancing the magnetic 

properties of on-chip interconnects, remarkable improvements in the interconnect bandwidth 

and signal transmission characteristics can be achieved as compared to repeater insertion. A 

novel quasi-resonant interconnect network for global data distribution has been proposed. By 

exploiting resonance, distribution of a 5 Gbps data signal within a 5 mm long interconnect is 

demonstrated which significantly reduces power dissipation and noise. 

To significantly enhance the performance of interconnect networks, an emerging three-

dimensional (3-D) integration technology has recently been developed. Three-dimensional 

technology offers the traditional benefits of large-scale integration as well as addresses the 

important issue of interconnect in integrated circuits. By vertically stacking two-dimensional 

(2-D) planes, 3-D integration can lead to a drastic decrease in interconnect length, resulting in 

increased speed and reduced power. 
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A primary difficulty in 3-D systems is power delivery, specifically, power generation 

and distribution. This difficulty originates from the technological heterogeneity and multi-

plane structure offered by 3-D circuits. Since different planes occupy different circuit 

domains, e.g., digital, mixed signal/analog, RF, and MEMs, distributed, reliable, and stable 

power supplies are required. To provide circuit domains with the required power supplies, 

multiple on-chip DC-DC converters should be distributed across each plane. The difficulty in 

distributing these power supplies in 3-D circuits arises due to the integration of several power 

distribution networks with different characteristics, all of which need to be integrated within a 

single multi-plane system. Another significant issue is the vertical interconnects, which 

provide communications among the planes. These vertical interconnects must be considered 

in determining the overall impedance characteristics of the power distribution networks. 

Since a significant amount of current flows within the vertical interconnects in a 3-D power 

distribution network, the electrical characterization and deliverable current properties of these 

vertical interconnects are of paramount importance. 

Exploiting interconnect properties in 3-D technology to produce power generation and 

distribution networks is also described in this thesis. A methodology for designing a rectifier 

portion of a buck converter is described. As compared to a conventional filter within a buck 

converter, the proposed rectifier is composed of only interconnects and capacitors. By 

eliminating the need for an on-chip inductor, on-chip implementation of DC-DC converters 

for 3-D circuits becomes feasible. The proposed design methodology exploits the current 

delivery network to a target plane, producing the required voltage conversion. To 

demonstrate and evaluate the proposed rectifier, a test circuit has been designed in the 

MITLL 150 nm CMOS/SOI technology. In this three-plane structure, a distributed rectifier 
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demonstrating 3.3 to 1.5 volt conversion while delivering a peak current of 100 mA has been 

implemented. 

Additionally, a comprehensive design methodology for on-chip 3-D buck converters is 

described. The proposed rectifier is a novel hybrid DC-DC converter, combining switching 

and linear buck converters utilizing the distributed rectifier. A wide conversion range with 

high efficiency is demonstrated in the MITLL 180 nm CMOS/SOI technology. 

The primary contribution of this thesis is the study and exploration of three fundamental 

on-chip interconnect structures: clock, data, and power generation and distribution networks. 

To alleviate the difficulties associated with these networks, novel and innovative approaches 

exploiting on-chip resonance and three-dimensional integration have been proposed, 

delivering a significant improvement in performance over existing networks. 

Clock, data, and power generation and distribution networks are the pillars on which 

high performance, high complexity integrated circuits are positioned. By providing novel 

circuit solutions and design methodologies, another chapter has been added to the chronicles 

of the extraordinary microelectronics revolution. 
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Chapter 11  

Future Research 

Challenges in high performance 2-D and 3-D integrated circuits have been addressed in 

this thesis. Existing methodologies for designing global clock, data, and power delivery 

networks can no longer efficiently support billions of transistors on a single die. To further 

improve the performance of future integrated circuits and maintain the current pace of 

advancement, revolutionary approaches must be explored and adopted. Novel materials, 

devices, integration techniques, and design methodologies are of future research interest in 

nanoscale integrated circuits. Future research topics are proposed in this chapter as an 

extension to the proposed methodologies and design techniques described in this thesis. 

The spectral analysis of jitter associated with resonant clock distribution networks is 

proposed in section 11.1. The objective of the following two research topics is the 

development of novel circuits and design methods to improve the efficiency of DC-DC 

converters. A resonant on-chip DC-DC converter circuit is proposed in section 11.2 while a 

high efficiency buck converter filter is proposed in section 11.3. Design techniques to 

increase the efficiency and reduce the area of on-chip inductors are discussed in section 11.4. 

A summary is offered in section 11.5. 
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11.1 Spectral Analysis of Jitter in Resonant Clock Distribution Networks 

Resonant clock distribution networks have demonstrated reduced power dissipation, 

clock skew, and signal jitter. Since resonant networks exhibit limited bandwidth as compared 

to a conventional clock distribution network, jitter noise propagated by the clock driver is 

attenuated. 

To rigorously evaluate the effectiveness of jitter reduction in resonant networks, spectral 

analysis of jitter noise is an issue of interest. The distribution and characterization of jitter 

power between the fundamental and high order harmonic frequencies are important topics. If 

the majority of the power is carried by the higher order harmonics, jitter noise can be 

significantly reduced. If the fundamental harmonic carries the majority of the jitter noise, 

methods to spread this noise to higher frequencies should be explored. 

 

11.2 On-Chip Resonant Buck Converters 

Techniques for exploiting on-chip resonance to reduce power consumption and improve 

the performance of buck converters are proposed, as illustrated in Figure 11.1. The savings in 

area and power of the resonant buck converter is three-fold. As compared to a conventional 

buck converter, the large size MOSFETs as well as the tapered drivers can be eliminated, 

thereby reducing both power and area. Moreover, the PWM circuit is reduced in complexity, 

requiring only one control signal. The energy also resonates adiabatically between the 

electrical and magnetic fields rather than dissipates as heat. 
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Figure 11.1 Resonant buck converter 

 

The resonant buck converter operates in the following manner. When the control signal 

from the PWM circuit is high, the NMOS transistor turns on, shorting node A to ground. At 

this phase, current from Vdd1 charges inductor Lr (see Figure 11.1). Once the control signal is 

at logic low, the NMOS transistor turns off, forming an LC tank circuit that resonates at the 

1/2 LC  frequency. This periodic operation generates a half sinusoidal signal at node A 

with period Ts. The LfCf pass band filter only passes the DC component of the signal at node 

A, producing a voltage DVdd1 at node B. Therefore, low power and high efficiency operation 

can be provided by resonant buck converters. Design methodologies for resonant buck 

converters are therefore of interest. Furthermore, novel circuit topologies to implement 

resonant buck converters within a three-dimensional structure should be of interest, 

particularly those structures that exploit the characteristics and properties offered by three-

dimensional integration. 

 

11.3 On-Chip Buck Converter Rectifier (Filter) 

An important issue with buck converters is the large magnitude and physical size of the 
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passive LC filter components required to achieve a low ripple in the output DC voltage. In 

order to integrate buck converters on-chip, the size of these passive inductors must be 

reduced. A novel method to achieve size reduction is suggested, as shown in Figure 11.2. 

 

 

Figure 11.2 Proposed filter within the buck converter 

 

In this circuit, the LC1 band pass filter is designed to only pass the DC component and a 

higher harmonic at a resonant frequency significantly greater than the fundamental harmonic 

of the input signal. The remaining harmonics are attenuated, resulting in a high frequency 

quasi-sinusoidal signal. This signal is applied to a low pass filter RC2 that only passes the DC 

component of the signal to the output. With this strategy, the low frequency AC input signal 

is modulated to a higher frequency (with the same DC component), while ensuring that the 

required passive devices, L, C1, R, and C2, remain relatively small, suitable for on-chip 

integration. 

 

11.4 On-Chip Inductors in 3-D Circuits 

The importance of on-chip inductors for RF and, recently, digital circuits has been 

discussed in Chapters 4, 5, and 6. Unfortunately, the performance of on-chip inductors is 

greatly affected by the inherent parasitic losses of the inductor; moreover, spiral inductors 
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occupy a large area. In deeply scaled technologies, the performance and area of these spiral 

inductors are of significant importance. 

Undoubtedly, on-chip inductors will be required in 3-D circuits. Novel inductor 

structures integrated within a three-dimensional technology should be explored. Specifically, 

the design of different on-chip inductors exploiting both the vertical and horizontal degrees of 

freedom are of interest. Three spiral inductor topologies based on a 3-D technology are 

identified, as shown in Figure 11.3. As opposed to planer two-dimensional technologies, 

where the inductors are horizontal to the substrate (Figure 11.3 (a)); in a three-dimensional 

structure, the inductors can be positioned perpendicular to the substrate, significantly 

reducing the losses associated with the substrate. This approach can improve the efficiency of 

the spiral inductors and, consequently, the performance of the circuit. Stacked 2-D inductors 

and vertical 3-D inductors are two topologies of research interest, as shown in Figure 11.3(b). 

 

 

(a) 
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(b) 

Figure 11.3 On-chip inductor topologies in 3-D circuits: (a) planar 2-D inductor, (b) stacked 

planar 2-D and vertical 3-D inductors 

 

An emerging approach to improve the performance of on-chip inductors is to integrate 

on-chip magnetic materials [101]. In these inductors, the magnetic material confines the 

magnetic field, thereby reducing the losses associated with conventional metal on-chip 

inductors. Significant improvements in the Q factor, self-resonance, and magnitude of the 

inductors incorporating thin magnetic films have been demonstrated [101]. The integration of 

magnetic inductors for application to DC-DC converters within a three-dimensional structure 

is an issue of significant interest. Since multiple planes are available in three-dimensional 

technology and area is less of a concern as compared to a two-dimensional technology, a 

large portion or perhaps an entire plane can be dedicated to the integration of these magnetic 

inductors. Techniques to efficiently partition the planes, integrate magnetic materials, and 

utilize the magnetic inductors with buck converters are topics of importance. 
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11.5 Summary 

As technology advances, new challenges arise, requiring novel solutions and innovative 

approaches. Some of these approaches have been addressed in this thesis. Several open 

research directions related to on-chip resonant networks and 3-D integrated circuits are 

described in this chapter. 

Specifically, research problems related to jitter analysis and characterization in resonant 

distribution networks, as well as resonant on-chip buck converters are suggested. 

Additionally, a novel approach to increase the efficiency and reduce the area of an on-chip 

buck converter rectifier is described. Finally, novel topologies for on-chip inductors for 

application to 3-D integrated circuits are described as topics for potential research. 
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Appendix A 

Modeling of a Resonant H-Tree Clock 

Network 

The design of resonant clock distribution networks requires the development of an 

accurate model. Such a model is described in this Appendix. This model is based on 

characterizing the impedances of an H-tree sector using ABCD matrices. The model 

accurately characterizes an RLC transmission line, as well as incorporates a resistive model of 

an on-chip inductor. A derivation of the H-tree sector model is described in section A.1, 

while the rms input voltage is characterized in section A.2. To convert the H-tree sector into a 

single transmission line, a model of an equivalent shorted interconnect is provided in section 

A.3. 

 

A.1 Model of an H-Tree Sector 

An ABCD matrix represents each section of the structure illustrated in Figure 6. From 

transmission line theory, the ABCD matrix for the entire structure is a product of the 

individual matrices. Hence, the ABCD matrix for each section illustrated in Figure 5.5 is 
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where Z0i, γi, and li are the characteristic impedance, propagation constant, and length, 

respectively, of the ith transmission line. The propagation constant and characteristic 

impedance are given by, respectively, 
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The ABCD matrix of the lumped series inductance, resistance, and capacitance at node 2 

(see Figure 5.5) is 
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where the admittance Ys is 
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The ABCD matrix of the effective lumped load at node 4 is 
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 (A.6) 

 

where the admittance Yl is 

16 .l lY C s    (A.7) 

 

The ABCD matrix of the entire structure is given by (5.2) and repeated here for 

convenience. 

 

1 2 3 4 .s l

A B
M M M M M M

C D
     

 
  

 (A.8) 

 

The constants a0, a1, and a2 and the functions K, b0, b1, b2, b3, d0, d1, d2, and d3 in (5.3) and 

(5.4) are extracted from the ABCD matrix in (A.8). In order to represent (A.8) in a convenient 

manner, additional auxiliary functions, k1 to k6, are provided. The constants a0, a1, and a2 

represent the on-chip capacitor, effective series resistance, and on-chip inductor, respectively, 

 

2 ,sa L  (A.9) 

 

1 ,sa R  (A.10) 

 

0 1 .da C  (A.11) 

 

The auxiliary functions k1 - k6 are defined as 
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 1 1 1 2 2 01 02 1 1 2 2cosh cosh sinh sinh ,k l l Z Z l l         (A.12) 

 

2 02 1 1 2 2 01 1 1 2 2cosh sinh sinh cosh ,k Z l l Z l l          (A.13) 

 

3 3 3cosh ,k l  (A.14) 

 

4 4 4cosh ,k l  (A.15) 

 

5 3 3sinh ,k l  (A.16) 

 

6 4 4sinh ,k l  (A.17) 

 

and an additional set of functions is defined as 

 

   1 01 1 1 2 2 02 1 1 2 21 sinh cosh 1 cosh sinh ,p Z l l Z l l          (A.18) 
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Finally, K, b0, b1, b2, b3, d0, d1, d2, and d3 in (5.3) and (5.4) are 
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A.2 RMS Input Voltage 

The input clock signal driving a resonant H-tree clock sector is a square periodic 

waveform, 
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 (A.32) 

 

where T is the period of Vin(t), n is an integer, and τ is the transition time. In the case study 

described in section 5.4, T and τ are 200 psec and 40 psec, respectively, and Vdd = 1.8 volts. 

Substituting (A.29) to (A.32) into (5.8), 

 

, 1.404  volts.rms gV   (A.33) 

 

A.3 Model of an Equivalent Shorted Interconnect 

Assuming that the interconnect between each pair of nodes are effectively in parallel 

(see Figures 5.4 and A.1), the capacitance per unit length is increased by a factor of two, 

Vin(t) =  
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while the resistance and inductance per unit length is decreased by a factor of two at each 

level of the hierarchy. To justify this assumption, consider the interconnect model, as 

depicted in Figure A.2. 

 

 

(a) 

 

(b) 

 

Figure A.1 First level of the resonant H-tree sector: (a) Two identical interconnects driven by 

a buffer, (b) Two symmetric interconnects effectively shorted 
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Figure A.2 Distributed model of two shorted interconnects: (a) Model of two identical 

shorted interconnects, (b) Two shorted infinitesimally small sections, (c) Two shorted 

sections in a different configuration, (d) Equivalent model of two shorted sections 

 

Since all of the nodes depicted in Figure A.2(a) are symmetric, the waveforms at these 

nodes are identical. As a result, the infinitesimally small sections can be assumed to be 

effectively shorted (as illustrated by the dashed lines). The total impedance of each of the two 

shorted sections is determined from the circuit depicted in Figure A.2(c). The total shunted 

capacitance is 
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 2 ,totC C z   (A.34) 

 

while the total impedance is 

 

, ,

1 1
1 .

2 2R L tot

R L
Z z s z

R z sL z R z sL z
                        

 (A.35) 
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Appendix B 

Modeling of a Quasi-Resonant Interconnect 

Power and delay expressions of a quasi-resonant transmission network are derived based 

on the model described in this Appendix. The transmission portion of the network composed 

of an RLC transmission line and an on-chip inductor are modeled based on ABCD matrices. 

In section B.1, the ABCD matrices characterizing the transmission line and on-chip inductor 

are defined, and a derivation of the 50% delay is described in section B.2. 

 

B.1 Definition of ABCD matrices 

The ABCD matrix of the transmission line depicted in Figure 6.6 is 

 

0

int1

0

cosh sinh

,1
sinh cosh

l Z l

M
l l

Z

 

 

 
   
  

 (B.1) 

 

where Z0, γ, and l are the characteristic impedance, propagation constant, and line length, 

respectively. Similarly, Mint2 is 

 

   

   
0
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0
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d d

d d

l l Z l l

M
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 

  
    
  

 (B.2) 
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To derive the ABCD matrix Ms, the spiral inductor depicted in Figure 6.2 is simplified 

into the network shown in Figure B.1. 
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Figure B.1 Simplified admittance network of the spiral inductor model 

 

 

From this network, the ABCD matrix is 
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 (B.3) 

 

where 
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Finally, the ABCD matrix of the capacitive load is 

 

1 0
.

1l
l

M
j C

 
  
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 (B.7) 

 

B.2 Delay of a Quasi-Resonant Interconnect 

The transfer function of the QRN at each angular frequency can be represented as 

 

( )( ) ( ) ,jH j H e      (B.8) 

 

where () is the phase of the transfer function. The output waveform in the time domain of 

a linear system, described by a transfer function such as (B.8) and stimulated by a periodic 

square signal, can be approximated by 

 

   1 1 3 3( ) sin sin 3 ,
2
dd
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V
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where 
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and 
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
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Note that the approximated closed-form solution in (B.9) is available only when 

considering the first three harmonics of the input signal. To determine the 50% delay, (B.9) is 

set to Vdd / 2. A third-order trigonometric expression can be obtained as 

 

3 2
3 2 1 0 0,a x a x a x a     (B.12) 

 

where x = tan(pt) and 

 

0 1 1 3 3sin sin ,a A A    (B.13) 

 

1 1 1 3 3cos 3 cos ,a A A    (B.14) 

 

2 1 1 3 3sin 3 sin ,a A A    (B.15) 

 

3 1 1 3 3cos cos .a A A    (B.16) 

 

A third order polynomial such as (B.12) has either one or three real roots, and a closed-

form solution exists. In the case of a single real root x0, a 50% delay can be determined from 

(6.17).

 


