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Design Automation 
of Superconductive 

Digital Circuits

ELECTRONIC DESIGN AUTOMA-
tion (EDA) is essential for the design of 
large-scale microelectronic systems. In 
this article, EDA methodologies, tech-
niques, and algorithms used to develop 
superconductive computing systems are 
reviewed. The semicustom standard cell-
based design flow, common in conven-
tional CMOS circuits, is widely adopted 
in modern superconductive digital cir-
cuits. Differences and issues in CAD 
f lows as compared to CMOS design 
methodologies are highlighted. The most 
common stages of these design f lows, 
from high-level simulation to physical 
layout, are described. These stages are 
grouped into three areas: simulation/
modeling, synthesis/place and route, 
and verif ication. Modern approaches 
and tools for superconductive circuits are 
reviewed for each of these areas.
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INTRODUCTION
As the scaling of CMOS systems be -
comes progressively more expensive, 
multiple technologies have been pro-
posed to improve performance and 
power eff iciency. Cryogenic electron-
ics specif ically targets large-scale sta-
tionary systems, greatly offsetting the 
energy required by cryogenic refrig-
eration with a higher energy eff iciency 
[1]. Modern superconductive electron-
ics (SCE) based on Josephson junc-
tions (JJs), such as rapid single-f lux 
quantum (RSFQ) [2], adiabatic quan-
tum-f lux parametron (AQFP) [3], and 
reciprocal quantum logic (RQL) [4], 
promise at least two orders of magni-
tude improvement in energy eff iciency 
as compared to conventional semicon-
ductor-based supercomputers [1].  

While state-of-the-art niobium-based 
fabrication technologies can produce more 
than 1 million JJs per die [5], practical 
superconductive circuits are significant-
ly less complex. The physical properties 
of superconductive materials and devices 
are now well understood; considerable 
engineering effort is, however, required to 
ensure large-scale SCE systems are prac-
tical and cost-effective. To support the 
increasing complexity of these systems, 
advances in EDA algorithms, tools, and 
methodologies are necessary [6]. These 
efforts are the primary focus of this article. 
SCE has recently reached the complex-
ity at which a semicustom standard cell 
design flow [7] is preferable to a custom 
design process in terms of computational 
effort, design time, and cost. A semicus-
tom design flow enables the automation of 
many stages of the design process.

Common elements of a typical EDA 
f low are shown in Figure 1. Specif ic 
processes, methodologies, algorithms, 
and tools exist for the different layers of 
abstraction: register transfer level (RTL), 
logic, circuit, layout, and device. Within 
each layer, the design is automatically 
synthesized with specialized algorithms 
or manually evaluated based on simula-
tion and modeling tools. The design is 
verified to ensure logical and function-
al correctness and mitigation of failure 
mechanisms, such as f lux trapping [8], 
based on specialized verification tools. 
These verif ication tools also employ 

simulation and modeling capabilities to 
extract relevant information from the cir-
cuit. These stages are common in most 
integrated circuit (IC) design process-
es; each individual f low is a complex 
process composed of several different 
stages [9]. In this article, the individual 
stages within modern semicustom EDA 
f lows are reviewed within the context 
of superconductive digital electronics. 
In a standard cell design methodol-
ogy, well-characterized blocks perform 
specif ic logic functions. The standard 
cell design process and related cell 
libraries for superconductive ICs are 
described in the section “Cell Library 
Design and Characterization.”

SIMULATION AND MODELING
Simulation and modeling tools are essen-
tial for both the manual and automat-
ed design of microelectronic circuits. 
These tools were among the first EDA 
tools to be developed. The design of a 
complex functional block begins with a 
description of a circuit at a high level of 
abstraction, such as at the RTL. Tools and 

techniques for RTL simulation of super-
conductive circuits are described in the 
section “RTL Design and Simulation.” To 
design and characterize each cell within 
a standard cell library, a dynamic circuit 
simulator is used. A physical layout of a cir-
cuit contains many parasitic components. 
These elements are not considered during 
early phases of the design process and can 
degrade circuit operation. Because of the 
minimal use of resistive elements in SCE, 
the inductance, in particular, can greatly 
affect the operation and behavior of super-
conductive circuits. These topics are dis-
cussed in later sections.

SYNTHESIS AND PLACE AND ROUTE
Synthesis tools enable fast and efficient 
design of large-scale circuits, which would 
be prohibitively complex during a man-
ual design process. In logic synthesis, an 
RTL description of a circuit is converted 
into equivalent logic elements from an 
existing cell library. This process enables 
fast conversion and optimization from a 
high-level description into individual cir-
cuit components to produce a  large-scale 
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FIGURE 1 EDA tools for ICs. IC: integrated circuit; HDL: hardware description language; STA: 
static timing analysis; LVS: layout versus schematic; DRC: design rule check.

SCE has recently reached the complexity at 
which a semicustom standard cell design flow is 
preferable to a custom design process in terms 
of computational effort, design time, and cost.
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 system. Automated logic synthesis for 
superconductive circuits is discussed in 
the section “Logic Synthesis.” A syn-
thesized circuit consists of standard cells 
and the connections between those cells. 
To lay out the physical geometry of the 
cells and route the connections between 
the cells while satisfying specific design 
rules, automated place-and-route (APAR) 
tools are utilized. APAR techniques are 
reviewed in the section “Layout Synthesis.”

VERIFICATION
An IC is a complex system that inevita-
bly contains a variety of logic and lay-
out errors. As the fabrication of an IC is 
often costly in terms of both resources 
and time, a significant effort is directed 
at identifying, f ixing, and/or tolerat-
ing errors during the different stages of 
the design process. A multigigahertz IC 
in particular can exhibit narrow timing 
margins. To ensure correct timing for 
the logic gates and flip-flops and prevent 
race conditions, timing analysis tools 
are necessary. Timing analysis tools for 
superconductive circuits are described in 
the section “Timing Analysis.”

Functional verification detects errors 
in the RTL description of a circuit. This 
step utilizes hardware description lan-
guage (HDL) simulators and specialized 
verif ication methodologies. To detect 
the errors introduced during the physical 
layout stage of the design process, design 
rule check (DRC) and layout versus sche-
matic (LVS) tools are used. Existing veri-
fication techniques and tools for these 
steps are reviewed in the section “Verifi-
cation and Testability.” 

CELL LIBRARY DESIGN AND 
CHARACTERIZATION
Each cell within a standard cell library is 
developed and characterized only once, 

followed by reuse of these cells through-
out multiple circuit design processes. 
In this section, existing standard cell 
libraries and characterization method-
ologies for superconductive circuits are 
described. Many industrial and academic 
superconductive standard cell libraries 
have been developed for internal use. 
Some of them are briefly reviewed here.

Early cell l ibraries were primar-
ily developed for manual or semimanual 
design of RSFQ circuits. The cell library 
developed at Stony Brook University is 
one of the earliest cell libraries devel-
oped for RSFQ circuits [10]. The cir-
cuits are optimized to provide ease of 
interconnectivity with other cells in the 
library. This capability minimizes the 
redistribution of bias currents among 
the connected cells, which can affect the 
circuit behavior and timing character-
istics. Physical layouts are available for 
most cells, although the layouts are based 
on a mature 3.5-μm Hypres fabrication 
process [10]. Most of the cells have been 
experimentally verified. The Stony Brook 
cell library remains one of the few open 
source RSFQ cell libraries, and is a foun-
dation for a significant portion of the 
circuit development process in modern 
RSFQ circuits. Another openly avail-
able RSFQ cell library is sourced by the 
Ilmenau University of Technology [11] 
and targets the Fluxonics foundry [12].

The CONNECT cell library was 
developed in collaboration between 
Nagoya University and National Elec-
trical Code (NEC) [13], in which cells 
are also optimized for interconnectiv-
ity by minimizing the bias current redis-
tribution. The cells are characterized, 
and timing information is available. The 
physical layouts are based on an NEC 
niobium fabrication process [14]. An 
RSFQ cell library has been developed 

at the National Institute of Advanced 
Industrial Science and Technology (AIST), 
also in Japan [15], using a relatively 
advanced 10 kA/cm2 AIST fabrication 
process. These cells [16] are scaled and 
optimized to utilize less area while pre-
serving functionality.

The architecture of modern SCE 
cell libraries, as compared to earlier cell 
libraries, primarily targets automated 
cell placement and interconnect routing 
tools. This focus on design automation 
places several major requirements on the 
cell structure. The cell library must sat-
isfy specific routing rules and allocate 
sufficient space for routing. The charac-
teristics of the cells must be extracted to 
support automated timing analysis.

A common approach to the automated 
placement and routing of medium-scale 
integration and large-scale integration 
(LSI) CMOS circuits is row-based place-
ment [7]. These techniques, commonly 
utilized in LSI CMOS circuits, are also 
applicable to modern superconductive cir-
cuits. Modern RSFQ and AQFP circuits 
adopt a row-based standard cell place-
ment methodology with channel routing. 
The standard cells are arranged in rows, 
while the space between these rows is 
reserved for the signal routing channels 
[7]. While each cell occupies a different 
area depending upon the function, a uni-
form cell height is maintained to support 
standard height rows.

A major difference between CMOS 
and RSFQ circuits is the two different 
types of interconnects—passive trans-
mission lines (PTLs) and active Joseph-
son transmission lines (JTLs)—used 
in RSFQ circuits. The interconnect in 
CMOS technology is composed of metal 
lines directly connecting logic gates 
[17]–[19]. RSFQ circuits can be abut-
ted, where the output of a gate directly 
connects to the input of another gate. 
JTLs in RSFQ circuits are active ele-
ments and are abutted to the cells driv-
ing and receiving SFQ signals. JTLs can 
therefore be characterized in a similar 
manner to any other logic cell within a 
cell library. PTLs are composed of strip-
lines with a specific characteristic imped-
ance, and require a driver and receiver to 
operate [20]. The driver and receiver are 
characterized as active logic gates. These 

SystemVerilog models provide multiple benefits, 
among which are compatibility with industrial 

tools, modular reusable design, and integration 
with existing verification methodologies.
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gates are connected by a (typically long) 
passive metal stripline or microstripline. 
The interconnect delay for a PTL is relat-
ed to the speed of light (in the medium) 
in these long metal lines [2]. A typical 
PTL delay is on the order of 1 ps per  
100 μm.

An RSFQ cell library for a mod-
ern Massachusetts Institute of Tech-
nology Lincoln Laboratory SFQ5ee 
fabrication process [21] has recently 
been developed by Hypres [22]. This 
library supports both RSFQ and ener-
gy-eff icient SFQ (ERSFQ) [23], [24] 
bias distribution by separating each 
cell into multiple components. The 
core portion of the cells contains most 
of the circuitry. The bias component 
contains the relevant elements: a bias 
resistor in the case of conventional 
RSFQ bias networks and a bias JJ with 
a large inductor in the case of ERSFQ 
logic [25], [26]. Another portion of 
the cell contains tracks for routing 
PTLs and bias l ines for use by an 
automated router.

A methodology for extracting the 
timing parameters of standard library 
cells has been proposed [27] in which 
the cell delays for different combinations 
of preceding and subsequent cells are 
extracted in a standard format. These 
delays can be included within modern 
industrial CMOS static timing analy-
sis (STA) tools, as further discussed in 
the section “Timing Analysis.” A meth-
odology is proposed in [25] for param-
eterizing these standard cells. This 
methodology allows the cells to be rotat-
ed and f lipped—common operations 
during the design process—while main-
taining the bias and PTL tracks.

A cell library for the automated layout 
of AQFP circuits has also been devel-
oped [28] based on standard cells and 
is integrated into a semicustom design 
f low. Certain steps within the design 
f low, such as circuit simulat ion and 
layout placement, are performed by 
industrial tools. Other steps, such as 
retiming, utilize custom tools specif i-
cally developed for AQFP. A bottom-
up approach to bui lding an AQFP 
cell l ibrary has been proposed [29] 
in which only four basic elements are 
used: branch, buffer, constant, and 

NOT. All AQFP cells are composed from 
these elements, greatly simplifying the 
cell library design process.

A tool for the automated extraction 
of the timing parameters of AQFP cells 
has also been developed [30]. This tool 
determines setup/hold time character-
istics and delay information by utilizing 
a dynamic circuit simulation capability. 
The timing information is included with-
in an industry standard format for use by 
timing analysis tools.

RTL DESIGN AND SIMULATION
Electrical circuit simulation exhibits 
high accuracy but low computational 
eff iciency. When the size of a circuit 
exceeds several thousand active ele-
ments, the circuit simulation process 
becomes prohibitively long. A solution 
to this complexity issue is to simulate 
the circuit at higher levels of abstrac-
tion with simplified models. The RTL 
abstraction layer models the transfer of 
data between registers with functional 
operations on the data. This abstraction 
level is often described in an HDL. RTL 
simulation is generally technology inde-
pendent; the logic gates and f lip-f lops 
described by an HDL can be based on 
different technologies. HDL simulation 
of RSFQ circuits, however, generally 
differs from HDL simulation of CMOS 
circuits since the signals are pulse based. 
In RQL and AQFP circuits with ac clock 
signals, a different representation of the 
signals is used [3], [31]. In addition, the 
extraction of timing parameters suit-
able for HDL models is an important 
issue. In this section, existing research 
on HDL models of superconductive cir-
cuits is reviewed.

The logic simulation of RSFQ cir-
cuits was f irst demonstrated in 1993 
[33]. Although this approach enabled 

behavioral and timing simulation of 
RSFQ circuits, it utilized a CMOS-ori-
ented model structure specific to a pro-
prietary simulation tool. The personal 
superconductor circuit analyzer (PSCAN) 
circuit simulator [34] utilizes an internal 
HDL, SFQHDL, to describe the intend-
ed circuit behavior. This feature enables 
automated margin analysis and parameter 
optimization of RSFQ gates.

RTL-level models of RSFQ circuits 
based on a general-purpose HDL were 
proposed in 1997 [32], [35], [36]. 
Both Verilog HDL [32] and the very-
high-speed integrated circuit hardware 
design language (VHDL) [35], [36] 
can be used. In this approach, gate-
level HDL models of RSFQ circuits are 
developed for each logic gate and f lip-
flop. SFQ data and clock pulses are mod-
eled as simple rectangular pulses [37]. 
An example of an HDL simulation of 
a half adder is shown in Figure 2. The 
HDL simulation operates with logic 
states rather than voltages and currents. 
The internal structure of the gates is not 
modeled, which reduces the computa-
tional complexity. Only the state of the 
gates is stored. The behavior of the cell 
is modeled as a f inite-state automaton 
(FSA), where an input pulse causes a 
transition between states and/or gener-
ates an output pulse [38].

RSFQ gates exhibit specific timing 
requirements. Transitions between the 
states of an FSA occur within a specific 
time window. To produce accurate simu-
lation results, the timing characteristics 
are included within the HDL models. 
These characteristics include the output 
delay, setup time, and hold time. The 
timing characteristics are extracted from 
circuit simulations. Many additional fac-
tors exist that can change these charac-
teristics, such as parasitic impedances, 

The phase is a natural parameter characterizing 
the state of a JJ, allowing the state, signals,  

and behavior of a circuit to also be  
characterized by the phase.
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temperature, bias current f luctuations, 
and fabrication process variations. More-
over, these characteristics are frequently 
data dependent.

Multiple ways to integrate these factors 
into HDL models have been proposed 
[38]–[40]. The timing characteristics of 
individual cells are initially determined. 
The parasitic elements are extracted and 
back-annotated into the circuit design 
flow [38]. The next step is to extract the 
delay of combinations of gates and more 
complex circuits [39]. The probabilistic 
nature of the delay of RSFQ cells is 
typically modeled as a normal Gaussian 
distribution [40]. Monte Carlo simula-
tions are performed to determine the 
delay of the more complex blocks.

Tools and methodologies for the 
automated extraction of HDL models 
and timing characteristics from circuit 
netlists have recently been proposed [41], 

[42]. In this process, SFQ pulses are 
applied at the circuit inputs, allowing 
different states within the f lux storage 
loops to be identif ied. This capability 
enables the automated extraction of an 
FSA representation of a specific circuit. 
Critical timing characteristics are also 
extracted by applying input pulses in a 
binary search pattern to verify the output 
states [42].

A different method for representing 
signals in an HDL is necessary for RQL 
and AQFP logic. In RQL, informa-
tion is represented as the presence or 
absence of two reciprocal SFQ pulses, 
while the clock is a multiphase ac sinu-
soidal signal [31]. The clock signal in a 
VHDL model of RQL is composed of 
three regions based on the magnitude 
and direction: positive pulse propaga-
tion, negative pulse propagation, and 
no propagation [31]. The total change 

in phase of the JJs within the RQL 
gates is zero. The change in phase is 
nonzero only during the time between 
the arrival of the positive and negative 
SFQ pulses comprising the signal. This 
property enables a natural translation 
of RQL signals into an HDL. Logic 
“zero” corresponds to the absence of 
activity. In the case of a logic “one,” 
positive and negative SFQ pulses cor-
respond, respectively, to the positive 
and negative edges of a conventional 
CMOS-like signal [31].

A similar approach to RQL is used in 
HDL models of AQFP logic. The direc-
tion of the excitation current determines 
the HDL state. A negative current corre-
sponds to logic “zero,” a positive current 
to logic “one,” and the absence of a cur-
rent corresponds to the high-impedance 
Z state [43].

The SystemVerilog language has 
recently been proposed to model the 
characteristics of RSFQ and AQFP cir-
cuits in HDL [43], [44]. SystemVerilog 
models provide multiple benefits, among 
which are compatibility with industri-
al tools, modular reusable design, and 
integration with existing verif ication 
methodologies. Moreover, this approach 
supports the HDL simulation of hybrid 
RSFQ/AQFP systems.

CIRCUIT SIMULATION
Circuit simulators capable of analyz-
ing circuits with JJs are reviewed in this 
section. Dynamic circuit simulators for 
SCE operate with voltages, currents, and 
phases at different nodes and can pro-
duce highly accurate timing and wave-
form properties, while exhibiting a high 
computational complexity. An example 
waveform of a circuit simulation of a JTL 
is shown in Figure 3, where the input 
and output voltages of a two-stage JTL, 
connected to a clock signal, are shown.

Two different methods are used to 
simulate superconductive circuits. In one 
approach, the node voltage is the fun-
damental variable of a dynamic simula-
tor. This approach is commonly adopted 
in dynamic simulators for conventional 
electronic circuits based on the original 
Spice simulator [45]. Spice-based tools 
for SCE include JSpice3 [46], JSIM [47], 
and WRspice [48]. These simulators are 
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in common use and include a variety of 
methods to speed up the time required 
to simulate JJ-based circuits [48].

Certain Spice-like simulators support 
JJ-based circuits by using a physics-based 
device model. Verilog-A is an HDL (see 
the section “RTL Design and Simula-
tion”) commonly used to describe an 
electronic device based on the physical 
equations characterizing the behavior 
of a junction. A Verilog-A model of a 
JJ is typically based on the resistively 
and capacitively shunted junction (RCSJ) 
model [49]. The Verilog-A model enables 
simulation of JJs with the same industrial 
simulators used for CMOS circuits, such 
as Synopsys HSPICE [50] and Spectre 
[51]. However, the use of an external 
model within a standard circuit simulator 
can be computationally slower than using 
a model embedded within the simulator 
because of the absence of enhancements 
specific to JJ-based circuits [52].

Among the advantages of this type of 
simulator is compatibility with existing 
circuit simulation tools. Another impor-
tant benefit is multimode simulation, 
combining both superconductive and 
semiconductor devices (mixed technolo-
gies). This capability can be beneficial, 
for example, in RSFQ/CMOS interface 
circuits. Among the disadvantages of 
existing simulation tools is the difficulty 
in performing dc analyses as the dc oper-
ating point depends upon the phase of 
the JJs. Modern versions of WRspice 
[48] and JoSIM [53] support dc analysis 
based on the phase.

A different approach to simulate 
superconductive circuits is to treat the 
phase of the node rather than the voltage 
as the fundamental variable. The phase 
is a natural parameter characterizing the 
state of a JJ, allowing the state, signals, 
and behavior of a circuit to also be char-
acterized by the phase. The most widely 
used simulators utilizing this approach 
are PSCAN [34], [54] and PSCAN2 
[55]. Another recently developed simu-
lator, JoSIM [53], operates with both 
voltages and phases. No studies, how-
ever, exist comparing these approaches 
in terms of relative computational speed 
and/or accuracy [52].

An important feature of a supercon-
ductive circuit simulator is whether the 

microscopic tunnel junction model of 
a JJ [56], [57] is supported. Although 
the RCSJ model is sufficiently accurate 
for most modern digital superconduc-
tive circuits, the Werthamer model [56] 
targets digital circuits with externally 
shunted JJs, where the shunt resistance 
and inductance are small. In addition, 
voltage variations across a JJ, on a pico-
second time scale, are typically assumed 
to be small in comparison to the gap 
voltage [58]. Significant differences exist 
between the microscopic Werthamer 
model and the RCSJ model for junctions 
with high damping [49]. The micro-
scopic Werthamer model enables simu-
lation of deeply scaled, unshunted JJs 
with a high critical current density [57]. 
PSCAN2 [55], JoSIM [53], WRspice 
[50], and Synopsys HSpice [59] cur-
rently support embedded microscopic  
JJ models.

INDUCTANCE EXTRACTION
On-chip inductance is a critical design 
parameter in superconductive circuits. 
Small variations in the inductance can 
produce incorrect circuit operation. For 
simple structures, the inductance can be 
estimated based on fabrication process 
characteristics. However, most practi-
cal circuits include inductors of complex 
geometry. To design circuits with these 
inductors, accurate extraction tools are 
necessary. In this section, these tools and 
relevant techniques are described.

Inductance extraction can be broadly 
separated into two categories: 2D and 
3D [52]. 2D extraction tools are typi-
cally significantly faster and less accu-
rate than 3D tools. As described in an 
important review on inductance extrac-
tion [52], 2D methods are not com-
monly used in the design of modern 
superconductive circuits.

An intermediate step between 2D and 
3D simulation is 2.5D [60] or planar 
3D [52] simulation. This type of 2.5D 
analysis is used in the Sonnet field solv-
er [61], [62]. In this 2.5D simulation 
system, a 3D circuit geometry is sepa-
rated into conducting surfaces, which 
are partitioned into 2D segments. Field 
equations are solved for these segments 
based on a surface impedance model 
using the method of moments [63]. This 
type of analysis is faster than 3D analysis 
[52], while providing good accuracy for 
most structures. This simulator, howev-
er, exhibits significantly lower accuracy 
for the narrow submicrometer l ines 
expected in next-generation supercon-
ductive circuits [60].

The Ansys high-frequency structure 
simulator (HFSS) tool is also used to 
extract impedances within superconduc-
tive circuits [64]. This tool combines 
three-dimensionality with the f inite-
element method [65]. A dist inctive 
advantage of complex microwave simu-
lators, such as HFSS and Sonnet, is the 
capability to extract frequency-depen-
dent impedances.

A commonly used 3D inductance 
extraction tool in SCE is FastHenry [66]. 
This f ield solver was originally devel-
oped and widely used for conventional 
CMOS circuits [67]. In FastHenry, a 
conductor is divided into segments and 
subdivided into filaments—the partial 
element equivalent circuit method. Fil-
aments and terminal sources form an 
equivalent circuit from which a complex 
impedance matrix is extracted. This tool, 
with additional modifications, is capable 
of simulating superconductive structures. 
In [68], an additional term correspond-
ing to the kinetic inductance is added to 
the basic governing equations. In [69], 
the London equations and the two-fluid 

A distinctive advantage of complex microwave 
simulators, such as HFSS and Sonnet,  

is the capability to extract frequency- 
dependent impedances.
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model [70] are used to support super-
conductive structures. FastHenry pro-
duces highly accurate results for simple 
structures [71]; the tool, however, is 
computationally expensive. Extracting 
the inductance of complex geometries 
requires a fine mesh composed of many 
filaments and can require a prohibitively 
long computational time.

One of the most popular inductance 
extraction tools suitable for large and 
complex structures is InductEx [72]. Ini-
tial versions of this tool are based on a 
FastHenry engine [73]. InductEx utilizes 
a novel segmentation algorithm, in which 
the edges of the geometry are divided 
into f iner segments than the simpler 
regions. Multiple modifications have also 
been introduced to improve the speed of 
the analysis process. For example, a novel 
field solver has been developed utilizing 
cuboid segments [74]. The latest ver-
sions utilize a tetrahedral mesh and other 
enhancements to improve both accuracy 
and speed [75].

A different methodology is used in 
the 3-D-MLSI tool [76], [77], in which 
individual currents are produced from 
stream functions. The London and 

Maxwell equations are described in 
terms of these stream functions, and 
the resulting expression is solved using 
the f inite-element method [78]. This 
approach is computationally eff icient 
and enables inductance extraction of 
complex structures [79].

LOGIC SYNTHESIS
The behavioral description of a circuit 
is converted during logic synthesis into 
a gate-level netlist. Multiple differences 
exist in RSFQ circuits as compared to 
conventional CMOS circuits, requiring 
modifications to existing tools [80], [81]. 
In this section, existing approaches to 
logic synthesis for SCE are discussed.

LOGIC REPRESENTATION
One of the first methodologies for auto-
mated synthesis of RSFQ circuits is 
the top-down binary decision diagram 
(BDD) methodology [82]. A BDD is an 
acyclic directed graph consisting of deci-
sion nodes and terminal nodes [83]. A 
Boolean function can be represented 
as a binary decision tree, as shown in 
Figure 4(a), where each variable cor-
responds to a decision node, while the 

terminal nodes correspond to the state 
of the Boolean function. A different path 
within a graph exists for each combi-
nation of variables, X1, X2, and X3. A 
BDD, shown in Figure 4(b), is a reduced 
representation of a binary decision tree 
where the redundant nodes and edges 
are omitted.

In a BDD-based synthesis methodol-
ogy, the cell library contains only one 
logic gate: a binary switch [82]. In RSFQ 
technology, this switch is based on a D 
flip-flop (DFF), which does not require 
significant area. Other elements in the 
cell library provide connections between 
the switches. BDD transformations, 
however, exhibit high computational 
complexity and are therefore not feasible 
for large-scale circuits.

A commonly used, academically 
developed synthesis tool, ABC [84], is 
applicable to RSFQ circuits. ABC con-
verts the behavioral description of a cir-
cuit into an intermediate representation: 
the AND-inverter graph (AIG). An AIG 
is an acyclic directed graph consisting 
of conjunction nodes, terminal nodes, 
and edges that can contain the inversion 
operation. An example AIG is shown in 
Figure 5, where each node represents 
the conjunction operation on a corre-
sponding child node, and the inversion 
operations are represented by black dots. 
Specific logic transformations are per-
formed on the AIG representation [85] 
to enhance the synthesized circuit. The 
ABC tool is widely used as a platform 
for synthesis optimization.

&

&

&

&

X4 X3 X2 X1

FIGURE 5 AIG. The black dots on the edges 
denote the inversion operation.

These tables allow quick estimation and 
detection of timing violations without requiring 

a circuit to be simulated on a nodal basis.
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A modif ication of the AIG repre-
sentation of a Boolean function is the 
majority-inverter graph (MIG) [86]. In 
a MIG, three input majority nodes are 
used rather than conjunction nodes. This 
format enables a more natural representa-
tion of logic circuits with efficient major-
ity elements, such as AQFP [87] and 
dynamic SFQ [88] circuits. The MIG 
representation also supports specif ic 
optimizations that exploit the properties 
of the majority function [89].

AQFP logic is also compatible with 
standard CMOS synthesis tools, such 
as Yosys [90]. AQFP logic exhibits an 
efficient inversion operation and limited 
fan-out. Additional transformations of 
the netlist are therefore necessary [91]. 
A synthesis methodology for AQFP cir-
cuits has also been proposed [92]. In 
this methodology, an And-Or-Inverter 
(AOI) graph is converted into a major-
ity–minority graph, similar to the MIG. 
As AQFP technology features efficient 
majority gates, this approach reduces the 
number of JJs as compared to an AOI 
representation and also lowers the delay 
due to a shallower logic depth.

PATH BALANCING
Multiple changes are necessary for ABC 
to support the synthesis of RSFQ cir-
cuits, first proposed in [93]. As previous-
ly described, most logic gates in RSFQ 
technology are individually clocked [94]. 
If different inputs of a gate are at differ-

ent logic depths, an erroneous output 
is produced. To balance the depth of 
all of the gate inputs, path-balancing 
DFFs are added. As shown in Figure 6, 
DFFs are inserted into those input paths 
that exhibit a shallow logic depth. These 
flip-flops operate as dummy gates, per-
forming no functional operation other 
than delaying a data pulse by a single 
clock period. This process is referred to 
as path balancing.

In a complex RSFQ logic path, many 
path-balancing DFFs are needed, requir-
ing significant additional area. Multiple 
techniques and algorithms have been 
developed to reduce the number of these 
DFFs [95]. One such technique is reti-
ming [96], [97], in which logic gates 

and path-balancing DFFs are rearranged 
to reduce the number of flip-flops. The 
effect of retiming on the total number 
of path-balancing DFFs is shown in Fig-
ure 7. A technique to convert a CMOS 
netlist into an RSFQ netlist has been 
demonstrated [98]. This technique also 
utilizes retiming to reduce the number 
of flip-flops.

LAYOUT SYNTHESIS
The synthesis process produces a sym-
bolic description of a synthesized circuit 
[99]. At this stage, the circuit is com-
posed of standard cells and connections 
between these cells. The physical topol-
ogy of the individual cells is laid out; the 
geometric descriptions of the elements 

DFF

DFF

X1 X1 X2 X3 X4 X5X2 X3 X4 X5

FIGURE 6 Insertion of path-balancing DFFs into RSFQ logic paths.
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FIGURE 7 Retiming of a logic path with path-balancing DFFs.

Authorized licensed use limited to: UNIVERSITY OF ROCHESTER. Downloaded on February 07,2022 at 16:59:59 UTC from IEEE Xplore.  Restrictions apply. 



62  |  IEEE NANOTECHNOLOGY MAGAZINE  |  DECEMBER 2021 

are assigned to specific on-chip locations 
by a placement tool. The necessary con-
nections between cells are determined 
by a routing tool using interconnect ele-
ments. In this section, automated place-
ment (placer) and routing (router) tools 
and related algorithms for superconduc-
tive circuits are described.

The initial placement of the cells 
representing the synthesized circuit uti-
lizes a geometric representation of the 
physical cells that contains the infor-
mation associated with the cell height 
and width, and the exact location of all 
of the inputs, outputs, and bias pins. 
These abstractions of the physical cells 
also contain necessary information about 
regions the router can use to route and 
regions that are prohibited to the router 
(blockages) to ensure the connectivity 
constructed by the router is legitimate 
and does not create shorts between sig-
nals. After the initial seed placement, the 
placement is finely optimized to mini-
mize the length of the wiring between 
the cells. This process is based on rou-
tines that assign different weights to dif-
ferent criteria.

APAR FOR RSFQ
One of the f irst automated APAR 
methodologies for RSFQ systems was 
developed [100] to lay out an 8-bit gen-
eral-purpose RISC processor composed 
of 20,000 cells. This methodology uti-
lizes PTL interconnect for routing, and 
an H-tree topology [138] for the clock 
distribution network. The placer is based 
on the Fiduccia-Mattheyses heuristic 
[101] to recursively partition a circuit 
while minimizing the number of con-
nections between partitions. By placing 
the connected cells near each other, the 
wire length and, therefore, the delay are 
reduced, thereby increasing the clock 
frequency. Routing in this methodology 

can be performed by any standard com-
mercial CMOS routing tool [102].

A routing tool specifically targeting 
RSFQ circuits is proposed in [103] and 
used to route an 8-bit microprocessor, 
where a PTL interconnect is exclusively 
utilized for routing. This tool is based on 
the A* algorithm [104], widely used for 
CMOS routing and, in general, for mini-
mizing the cost of a path within a graph. 
The tool also adjusts the cost of these 
paths to decrease the number of vias and 
corners along a path.

The delay of the JTL interconnect 
strongly depends upon variations in the 
manufacturing process characteristics. 
Variations in the bias current, JJ size, 
or inductance can change the delay by 
several picoseconds. This effect can be 
unacceptable in a multigigahertz system. 
The PTL interconnect also exhibits small 
variations in the delay, which primarily 
depend upon the length of the line [20], 
[105]. It can therefore be desirable to 
insert a delay by increasing the length 
of the PTL rather than adding a JTL 
delay element. In [106], this property 
is exploited in a routing tool based on 
integer linear programming (ILP) [107]. 
This technique is similar to wire snaking, 
commonly used in CMOS circuits for 
delay balancing [108].

An extension of this work is described 
in [109], where simulated annealing (SA) 
[110] rather than ILP is used to decrease 
the routing time. Segments of the PTL 
interconnect—the delay matching ele-
ments—are inserted to balance the delay 
of the different paths. The SA algorithm 
is also used for automated placement, 
where the length of the wires and the 
delay matching elements are minimized. 
In [111], this approach is improved by 
rearranging the delay matching elements. 
This technique reduces the minimum 
width of the routing channels.

An APAR methodology and a tool 
are proposed in [112] based on an HL-
tree clock distribution network [113]. In 
this approach, the cells are grouped by 
increasing logic level. Cells within each 
group are abutted, decreasing both the 
area and the total wire length. In this 
methodology, the open source qrouter 
tool [114], based on the maze routing 
algorithm [115], is used for routing, 
while the SimPL algorithm [116] is used 
for global placement.

The delay and area of a PTL inter-
connect are greater than those of a JTL 
interconnect for short-distance routing 
[20]. This property is due to the relative-
ly large delay of the driver and receiver 
required to interface with the passive 
stripline. A mixed approach for routing 
RSFQ circuits has also been proposed 
[117], utilizing both JTLs and PTLs. A 
place-and-route methodology for data-
driven, self-timed RSFQ circuits has also 
been proposed [118]. This methodology 
utilizes commercial CMOS-based APAR 
tools to synthesize and lay out asynchro-
nous RSFQ circuits.

APAR FOR AQFP
AQFP circuits are typically placed in a row-
based standard cell topology. Each row 
corresponds to a different logic level, and is 
synchronized by a different clock phase.

AQFP circuits utilize a different 
type of interconnect than RSFQ logic. 
The current waveforms used for signal-
ing in this technology propagate within 
standard metal wires, similar to those 
in CMOS circuits. Multiple restrictions 
exist when routing these wires, as long 
interconnect segments introduce attenua-
tion. In [119] and [120], an APAR meth-
odology for AQFP circuits is proposed. 
In this approach, a genetic algorithm 
[121] is used to place cells while reduc-
ing the number of long interconnect 
segments. Buffers are inserted into the 
remaining long lines. The left-edge algo-
rithm [122] is used for channel routing. 
This methodology has been successfully 
used to automatically place and route a 
16-bit AQFP adder [119].

TIMING ANALYSIS
SCE systems operate at extremely high 
clock frequencies and exhibit small gate 

The effectiveness of these tools to enable  
large-scale superconductive digital systems  

is greatly improving.
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delays [123]. The timing analysis pro-
cess in these circuits is essential for high-
speed operation. In this section, timing 
analysis and related techniques for SCE 
are reviewed.

Conventional CMOS circuits utilize 
different techniques for timing analysis. 
Dynamic timing analysis (DTA), which 
operates at an abstraction layer above 
dynamic circuit simulation, simulates a 
system at the behavioral level. Although 
this approach can produce accurate 
results, it is computationally expensive. 
This analysis is similar to verif ication, 
which is described in greater detail in the 
section “Verification and Testability.”

STA is much faster than DTA. Dur-
ing the STA process, the expected delay 
of different gates and logic paths is 
compared to the minimum and maxi-
mum allowed delays. The delay of each 
standard cell—gates and f lip-f lops—is 
extracted and compiled into a lookup 
table (LUT). Certain cell parameters 
are evaluated to consider manufacturing 
variations in the fabrication process. The 
delay of the interconnect lines includ-
ing the dependence on the load is also 
included within the LUTs. These tables 
allow quick estimation and detection of 
timing violations without requiring a 
circuit to be simulated on a nodal basis.

TIMING REFERENCE
Existing CMOS-based STA tools can 
be adapted to RSFQ circuits utilizing 
PTL routing; inclusion of the PTL driver/
receiver within the standard cells further 
simplifies this process. However, multiple 
differences related to timing exist between 
RSFQ logic and conventional CMOS cir-
cuits. One of these differences is signal-
ing for the clock and data. RSFQ circuits 
utilize SFQ voltage pulses for signaling. 
Although these pulses exhibit a quantized 
area ,0U  the magnitude and duration of 
these pulses can vary for different gates. 
Transient noise in RSFQ circuits can 
appear similar to an SFQ pulse, with the 
primary difference being the area of the 
waveform. It is therefore difficult to deter-
mine the precise moment when a pulse 
arrives or is generated—an important issue 
in the timing analysis of SFQ systems.

One method to determine the tim-
ing of a pulse is to monitor the phase 

of the input/output JJs within a gate. 
A pulse incoming to a gate produces a 
2r  change in the phase of the input JJ. 
Conversely, the output pulse produces 
the same change in the phase of the out-
put JJ. The duration of the complete 2r  
change varies depending upon the damp-
ing characteristics and bias conditions [6]. 
In general, however, it is characterized by 
a steep slope and a settling time. A com-
mon technique to set the precise moment 
of switching is to use a specific fraction of 
the 2r  change, e.g., 75% [52].

This technique is shown in Figure 8, 
where both the voltage and phase of a 
switching JJ are shown. These fraction-
al changes in the phase of a JJ are less 
dependent on the circuit parameters and 
settling time, exhibiting smaller varia-
tions. This approach, however, cannot be 
used if the internal structure of the gate 
is not accessible. In this case, the phase 
of the JJs within the interconnect can 
be used. In the case of a JTL intercon-
nect, for example, the phase of the first 
and last junction of the interconnect can 
serve as a temporal reference. For a PTL 
interconnect, the phase of the driver JJs 
and receiver JJs can be used.

A difference of several picoseconds 
can occur in the gate timing character-
istics extracted from the phase change 
of the output junction of a gate rath-
er than the peak output voltage. While 

both methods are used, it is important to 
extract timing characteristics in a consis-
tent manner.

TIMING CONSTRAINTS
Another important distinction of RSFQ 
logic is that most logic gates require a 
clock signal. Because of this feature, the 
logic cells are treated as sequential ele-
ments. Standard CMOS timing concepts, 
such as the setup time and hold time, are 
therefore redefined for RSFQ circuits 
[32], [124].

Multiple critical timing constraints 
exist in RSFQ logic circuits [42]. These 
timing constraints are illustrated in Fig-
ure 9. One constraint is the minimum 
separation time between the input pulses 
and the clock pulse. If an input pulse 
arrives too late, the clock signal produces 
an output based on the incorrect state of 
the gate, as shown in Figure 9(a). This 
clock-after-data [27] timing constraint 
is similar to the CMOS setup time con-
straint [17]. Another critical timing con-
straint is the minimum separation time 
between the clock pulse and any incom-
ing input pulses during the next clock 
period, as shown in Figure 9(b). If an 
input pulse arrives too early, the state of 
the logic gate does not change, produc-
ing an error. This data-after-clock [27] 
separation time is similar to the CMOS 
hold time constraint [17].
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A different set of critical timing con-
straints exists for asynchronous circuits 
and is related to the minimum separation 
time between input pulses. An exam-
ple of a circuit function affected by this 
timing constraint is the merger. If the 
separation time is violated, one pulse is 
produced rather than two, as shown in 
Figure 9(c). These critical timing con-
straints are different for each gate, and 
some of these constraints do not exist for 
certain gates.

STA TECHNIQUES
Specific algorithms and techniques exist 
for the STA of RSFQ circuits. A statisti-
cal approach for timing analysis has been 
proposed [125]. In this methodology, 
variations in the output delay are based 
on a statistical distribution of several fab-
rication parameters. In [126], algorithms 

for estimating the path delay and timing 
slack of different logic paths are present-
ed. Based on the timing slack, the mini-
mum system clock period is determined. 
An STA tool is described in [127], where 
the critical paths are detected. The tim-
ing slack is determined based on the 
worst-case cell delays and the length of 
the PTL interconnect between cells.

A similar definition of a critical tim-
ing window exists for AQFP circuits 
[43], where both data and clock are rep-
resented as current waveforms. This fea-
ture is similar to CMOS signaling and 
timing constraints, increasing compat-
ibility with standard CMOS timing anal-
ysis methodologies [17].

VERIFICATION AND TESTABILITY
The circuit under development is modi-
fied during each step of the design flow 

(see Figure 1). From logic synthesis to 
layout and fabrication, many different 
tools and steps introduce changes into 
a circuit, which can affect functional-
ity and/or introduce errors. To negate 
the likelihood of errors, verification is 
necessary. In this section, verification of 
both the logical circuit structure and the 
physical layout is discussed.

The operation of a circuit is initially 
described in a target specification. These 
specif ications are manually converted 
into an RTL description. To verify the 
correctness of this conversion process, 
confirming that the RTL matches the 
original specifications, functional verifi-
cation is performed. As the RTL design 
process for superconductive circuits is 
similar to the design process of conven-
tional CMOS circuits, many CMOS-
compatible techniques are used. Until  
recently, the complexity of superconduc-
tive circuits was not suff iciently high 
to require rigorous functional verif ica-
tion. For the 8-bit FLUX-1 processor, 
composed of approximately 66,000 JJs, 
funct ional verif icat ion was part ia l ly 
performed for individual blocks using 
VHDL [128]. These blocks were also 
individually fabricated and tested before 
being combined into a single IC. HDL 
verification has also been used for AQFP 
[43]. For prospective large-scale super-
conductive processors, more rigorous 
functional verification is necessary.

The synthesis process converts an 
RTL description of a system into an opti-
mized netlist suitable for layout. During 
this process, errors can be introduced 
by the synthesis tools. To detect these 
errors, formal equivalence checking 
(FEC) is performed [129]. FEC tech-
niques verify that the RTL description 
is equivalent to the netlist. Alternatively, 
two netlists can be compared before and 
after certain transformations. A logical 
equivalence checking methodology has 
been developed for RSFQ circuits [130]. 
A tool combining formal and functional 
verification has also been proposed for 
RSFQ circuits [131]. These tools verify 
any fan-out restrictions and the correct-
ness of the path-balancing process [132]. 
Upon completion, the circuit is func-
tionally verified using the industry stan-
dard Universal Verification Methodology 
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(UVM) framework [133]. The UVM 
framework utilizes SystemVerilog fea-
tures to enable an efficient design process 
and to facilitate reuse of the verification 
environment [134].

Once the synthesized netlist is laid 
out, additional errors can be introduced. 
Specialized verification steps are there-
fore required. A DRC verifies that the 
layout does not violate the geometric 
spacing rules of the fabrication process. 
This verif ication process evaluates the 
spacings, sizes, and other geometric 
properties of the different physical struc-
tures. An LVS check confirms the equiv-
alence of the layout with the logic netlist. 
This process extracts a netlist from the 
physical layout and compares this netlist 
with the intended logic netlist. Both 
DRC and LVS are applied to supercon-
ductive circuits [51], [135]; Synopsys IC 
Validator combines these capabilities 
[51]. For these verification steps, many 
compatible CMOS methods and tools 
are used.

Defects can be introduced into a 
verif ied circuit during the fabrication 
process. Parameter variations and envi-
ronmental conditions can affect the tim-
ing characteristics and lead to incorrect 
operation, particularly in multigiga-
hertz superconductive VLSI systems. To 
evaluate fabricated circuits, design-for-
testability features are included within 
superconductive circuits [136], [137]. 
These features enable easier detection 
and localization of errors during the 
debug and testing processes.

CONCLUSION
An EDA flow for the design and analysis 
of superconductive circuits is described 
in this article. This discussion includes a 
general background and describes issues 
specific to superconductive circuits and 
systems. For each step of the design flow, 
tools and algorithms are discussed, and 
sources for more information are pro-
vided. Existing standard cell libraries 
for superconductive circuits and related 
cell library design and characterization 
techniques are reviewed. For automated 
synthesis, methodologies and algorithms 
are described for logic synthesis and place 
and route. For simulation and model-
ing, RTL simulation based on HDLs, 

dynamic and static circuit simulators, as 
well as inductance extraction tools are 
reviewed. For the verif ication process, 
timing analysis methodologies and relat-
ed timing constraints suitable for mod-
ern superconductive circuit families are 
discussed, and verif ication approaches 
are described.

The existing EDA tools and tech-
niques for SCE are highly immature as 
compared to CMOS EDA tools. Sig-
nif icant research efforts are, however, 
currently directed at improving and 
developing algorithms and design meth-
odologies that target superconductive cir-
cuits. The effectiveness of these tools to 
enable large-scale superconductive digital 
systems is greatly improving.
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