
 

3-D Topologies for Networks-on-Chip 

Vasilis F. Pavlidis and Eby G. Friedman 
Department of Electrical and Computer Engineering, 

University of Rochester 
Rochester, New York 14627 

 
Abstract—Several interesting topologies emerge 
by incorporating the third dimension in the design 
of Networks-on-Chip (NoC). An analytic model for 
the zero-load latency of each network that consid-
ers the effect of the topology on the performance 
of a 3-D NoC is developed. A tradeoff between the 
number of nodes utilized in the third dimension of 
the network, which reduces the average number of 
hops traversed by a packet, and the number of 
physical planes used to integrate the processing 
elements (PE) of the network, which decreases the 
wire delay of the communication channel, is 
evaluated. A performance improvement of up to 
33% is demonstrated for 3-D NoC as compared to 
a traditional 2-D NoC topology for a network size 
of N = 128 nodes. 

I. INTRODUCTION 
Interconnect related problems, emerging from technol-
ogy scaling and the integration limitations of Systems-
on-Chip (SoC), originate from the functional diversity 
demanded by the electronics market. These issues 
have triggered a quest for non-conventional IC design 
paradigms. 3-D integration [1], and networks-on-chip 
[2] have been proposed as potent solutions to address 
these interconnect problems and the design complexity 
of SoC. Each of these design paradigms offers unique 
opportunities. 

The major advantage of 3-D ICs is the considerable 
reduction in the length and number of global intercon-
nects, resulting in an increase in the performance of 
wire-limited circuits. Another important advantage of 3-
D ICs is that this paradigm enables the integration of 
disparate technologies which can be non-silicon or 
even electro-mechanical [1]. Despite the significant 
advantages of three-dimensional integration, important 
challenges remain such as crosstalk noise analysis and 
reduction, thermal mitigation, and interconnect model-
ing. 

NoC offer high flexibility and the regularity of a net-

work structure, supporting simpler interconnect 
modeling and more robust circuits. The canonical inter-
connect backbone of the network combined with 
appropriate communication protocols enhance the 
flexibility of such systems [2]. The intra-PE delay, how-
ever, cannot be reduced by the network. Furthermore, 
the length of the communication channel is primarily 
determined by the area of the PE which is unaffected 
by the network structure. In addition, each PE is limited 
by the CMOS process. By merging these two ap-
proaches, many of the individual limitations of 3-D ICs 
and NoC are circumvented, yielding a robust design 
paradigm with unprecented capabilities. 

Research in 3-D NoC is only now emerging [3]. 
Multi-dimensional interconnection networks have been 
studied under various constraints, such as constant 
bisection-width and pin-out constraints [4]. NoC differ 
from generic interconnection networks, however, in that 
NoC are not limited by the channel width or pin-out. 
Alternatively, physical constraints, such as the number 
of nodes that can be implemented in the third dimen-
sion and the asymmetry in the length of the channels of 
the network, have to be considered. In this work, vari-
ous possible topologies for 3-D NoC are presented. 
Additionally, simple analytic models for the zero-load 
latency of these networks that capture the effects of the 
topology on the performance of the 3-D NoC are de-
scribed. An optimum topology is shown to exist that 
minimizes the zero-load latency of a network.  

The paper is organized as follows. In the following 
section, various topological choices for 3-D NoC are 
reviewed. In Section III, an analytic model of the zero-
load latency of traditional interconnection networks is 
adapted for each of the proposed 3-D NoC topologies. 
In Section IV, the proposed 3-D NoC topologies are 
compared in terms of the zero-load network latency, 
and guidelines for the optimum design of NoC struc-
tures are provided. Finally, some conclusions are 
offered in Section V. 

II. 3-D NOC TOPOLOGIES 
Various topologies for 3-D networks are presented in 
this section, and related terminology is introduced. 
Mesh structures have been a popular network topology 
for conventional 2-D NoC [5]. A mesh network is illus-
trated in Fig. 1a, where each PE is connected to the 
network through a router. Each router is connected to 
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the neighboring routers in four directions. The architec-
ture of the router is considered here to be a canonical 
router with input and output buffering [6]. Each PE and 
router are called a network node. For a 2-D mesh net-
work, the total number of nodes N is N = n1 × n2, where 
ni is the number of nodes included in the ith physical 
dimension. For a 3-D NoC as shown in Fig. 1b, the to-
tal number of nodes is N = n1 × n2 × n3, where n3 is the 
number of nodes in the third dimension. In this topol-
ogy, each PE is on a single physical plane (2-D IC – 3-
D NoC). In Fig. 1c, a 3-D NoC topology is illustrated, 
where the interconnect network is contained within one 
physical plane, while the PEs are integrated in multiple 
planes (3-D IC – 2-D NoC). Finally, a hybrid 3-D NoC 
based on the two previous topologies is depicted in Fig. 
1d. In such an NoC, both the interconnect network and 
the PEs can span more than one physical plane of the 
stack (3-D IC – 3-D NoC). In the following section, 
zero-load latency expressions for each of the NoC to-
pologies are described, assuming a zero-latency 
model. 

 
Figure 1:  Various NoC topologies (not to scale), (a) 2-D IC – 2-D 
NoC, (b) 2-D IC – 3-D NoC, (c) 3-D IC – 2-D NoC, and (d) 3-D IC – 
3-D NoC. 

III. ZERO-LOAD LATENCY FOR 3-D NOC 
In this section, analytic models of the zero-load latency 
of each of the 3-D NoC topologies are described. The 
zero-load network latency has been widely used as a 
performance metric in traditional interconnection net-
works [6]. The zero-load latency of a network is the 
latency of a network where only one packet traverses 
the network. Although such a model does not consider 
contention among packets, the zero-load latency can 
be used to characterize the effect of a topology on the 
performance of a network. The zero-load latency of an 
NoC with wormhole switching is [6] 
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where the first term is the routing delay, tc is the delay 
of the network channel, and the third term is the seriali-
zation delay of the packet. hops is the average number 
of hops that a packet traverses to reach the destination 
node, tr is the router delay, Lp is the length of the pack-
ets in bits, and b is the bandwidth of the channel 
defined as b ≡ wfc, where w is the width of the channel 
in bits and fc is the inverse of the propagation delay of a 
bit along the longest communication channel. 

Since the number of planes that can be stacked in a 
3-D NoC is constrained by the target technology, n3 is 
also constrained. The average number of hops in a 3-D 
NoC is 

)1(3
)()(

321

21213321321

−
−+−++

=
nnn

nnnnnnnnnnnhops  (2) 

assuming dimension-order routing. The number of 
hops in (2) can be divided into two components, the 
average number of hops within the two dimensions n1 
and n2, and the average number of hops within the 
third dimension n3. 
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The delay of the router tr can be determined from the 
models described in [7]. The delay of the channel tc is 

DhDvc hopsthopstt 23 +=  (5) 
where tv and th are the 50% propagation delay of the 
vertical and horizontal channel, respectively (see Fig. 
1d). Note that if n3 = 1, (5) describes the propagation 
delay of a 2-D NoC. The delays tv and th can be de-
scribed by the delay expression in [8], 
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where rv(h) and cv(h) are the resistance and capacitance 
per unit length of the vertical and horizontal channel, 
respectively, Rs is the driver resistance, CL is the input 
capacitance of the neighboring router, and Lv(h) is the 
length of the vertical (horizontal) channel. The length of 
the vertical communication channel for the 3-D NoC 
shown in Fig. 1d is 
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where lv is the length of a through-silicon via connect-
ing two routers on adjacent physical planes. np is the 
number of physical planes used to implement the PEs. 
The length of the horizontal communication channel is 
assumed to be equal to the side length of the PE and is 
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where APE is the area of the processing element. The 
area of all of the PEs and, consequently, the length of 
each horizontal channel are assumed to be equal. In 
the following section, these expressions are used to 
determine the 3-D NoC topology that minimizes the 
zero-load latency for various network sizes. 

IV. PERFORMANCE TRADEOFFS FOR 3-D NOC 
In this section, the zero-load latency is determined for 
various network sizes. The 3-D NoC topology that pro-
vides the minimum zero-latency is also determined. 
Different constraints apply for each topology. For ex-
ample, n3 and np are constrained by the maximum 
number of physical planes nmax that can be vertically 
stacked. A maximum 16 planes is assumed in this 
study. The constraints that apply for each of the 3-D 
NoC topologies shown in Fig. 1 are 

NoCDICDfornn 32,max3 −≤ , (9a) 

NoCDICDfornnp 23,max −≤ , (9b) 

NoCDICDfornnn p 33,max3 −≤ .    (9c) 
In Fig. 2, the number of hops for a 2-D IC – 3-D 

NoC is compared to a 2-D IC – 2-D NoC. A significant 
reduction in the number of hops is achieved by intro-
ducing the third dimension. This reduction is greater for 
larger networks. Alternatively, the router delay slightly 
increases due to the increase in the number of ports 
required for a 3-D router (from five ports in a 2-D NoC 
to seven ports in a 3-D NoC). This increase, however, 
has a logarithmic dependence on the number of ports 
and is independent of the network size, while from (1), 
the latency of the network depends linearly on the 
number of nodes. Decreasing the number of hops re-
duces the routing and channel latency components in 
(1), while the serialization latency is independent of the 
number of hops. The interconnect and network pa-
rameters are listed in Table 1 for each of the 
topologies. The interconnect parameters are extracted 
using a commercial impedance extraction tool [9]. The 
zero-load latency of a 3-D IC – 2-D NoC is compared in 
Fig. 3 to that of a 2-D NoC. The average number of 
hops between these two network topologies is the 
same, as the network structure is in both cases two 
dimensional. By substituting (8) into (6), the latency of 
the network is shown to be inversely proportional to np. 
Thus, by integrating the PEs in multiple planes, the 
length of the communication channel and, conse-
quently, the latency of the network are reduced. The 
decrease in the length of the communication channel 
reduces the channel latency and the serialization la-
tency in (1). The routing latency, however, remains the 
same as the number of hops does not change. Finally, 

note that the decrease in the network latency for 3-D IC 
– 2-D NoC becomes smaller for larger network sizes as 
the increase in the latency caused by the greater num-
ber of hops cannot be compensated by the reduction in 
the communication channel length. 

TABLE 1:  Interconnect and Network Parameters 

Parameter Value 

Ape 0.01 cm2 

lv 20 µm 

rv 506 Ω/cm 

cv 6 pF/cm 

rh 220 Ω/cm 

ch 2.5 pF/cm 

RS 550 Ω 

CL 10 fF 

Lp 640 bits 

w 64 bits 

A topology that reduces all of the latency compo-
nents in (1) produces the minimum zero-load network 
latency. The 3-D IC – 3-D NoC topology shown in Fig. 
1d provides the greatest reduction in the network la-
tency as nmax is optimally distributed among the number 
of nodes in the third dimension n3 and the number of 
physical planes used for the PEs np. In the 3-D IC – 3-
D NoC topology, both the number of hops and the 
length of the long horizontal communication channel 
are reduced. Alternatively, the router delay tr increases. 
The delay of the vertical channel also increases, ac-
cording to (7). The increase in the router delay, 
however, is small and the increased length of the verti-
cal channel is insignificant as compared to the 
decreased length of the horizontal channel, as de-
scribed in (7) and (8). 

The minimum zero-load network latency achieved 
by each of the 3-D NoC topologies is plotted in Fig. 4 
as a function of the router to communication channel 
delay ratio, tr / tc, for N = 128 nodes. The 3-D IC – 3-D 
NoC achieves the minimum latency. A latency im-
provement of up to 33% is achieved by the 3-D IC – 3-
D NoC topology as compared to a traditional 2-D NoC. 
If tr / tc << 1, the network latency is primarily reduced by 
decreasing the communication channel length. The 
latency of the 3-D IC – 2-D NoC is therefore the same 
as the 3-D IC – 3-D NoC and the minimum latency is 
achieved for n3 = 1 and np = nmax. If tr / tc >> 1, the net-
work latency is primarily reduced by decreasing the 
number of hops that a packet experiences in the net-
work. The performance of the 2-D IC – 3-D NoC 
therefore approaches that of the 3-D IC – 3-D NoC; 
and n3 = nmax and np = 1 achieve the minimum latency. 
For other values of tr/tc, the minimum latency is 
achieved for different values of n3 and np such that (9c) 
is satisfied. 
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Figure 2:  Average number of hops in 2-D IC – 2-D NoC and 2-D IC 
– 3-D NoC for different network sizes. 
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Figure 3:  Zero-load network latency in 2-D IC – 2-D NoC and 3-D IC 
– 2-D NoC for different network sizes. 
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Figure 4:  Minimum zero-load network latency for various 3-D NoC 
topologies as a function of the router to communication channel 
delay ratio (tr / tc) for N = 128. 

Independent of the network size, the minimum la-
tency occurs when n1, n2, and n3 are equal to N1/3. A 
similar result has been reported for generalized hyper-
cubes in [10]. For example, consider a network with N 
= 64 nodes. The minimum zero-load latency for each of 
the 3-D NoC topologies is achieved for n1 = n2 = n3 = 4. 
Due to the discrete nature of the variables, however, 
these optimum values are infeasible for certain network 
sizes (e.g., N = 32). In this case, n3 should be greater 

than or equal to either n1 or n2. By increasing the num-
ber of nodes in the third dimension, the average 
channel delay tc decreases as the packets can utilize 
the short vertical channels. 

In both of these cases, the remaining planes np = 
nmax / n3 can be utilized to reduce the area of the PEs in 
the network and therefore, decrease the communica-
tion channel length. By reducing the number of hops 
and the communication channel length, the 3-D IC – 3-
D NoC topology achieves the lowest zero-load network 
latency among the proposed 3-D NoC schemes. 

V. CONCLUSIONS 
3-D NoC is a natural evolution of 2-D NoC, exhibiting 
superior performance. Several novel 3-D NoC topolo-
gies are presented. The zero-load latency of the 
network is modeled for each of these topologies. The 
minimum latency can be achieved by reducing both the 
number of hops per packet and the length of the com-
munication channel. The 3-D IC – 3-D NoC topology 
provides the optimum choice in terms of minimizing the 
zero-load network latency. Additionally, it is demon-
strated that if the routing delay dominates, the 
performance of the 2-D IC – 3-D NoC topology ap-
proaches that of the 3-D IC – 3-D NoC topology, while 
if the communication channel delay dominates, the per-
formance of the 3-D IC – 2-D NoC topology 
approaches that of the 3-D IC – 3-D NoC topology. Fi-
nally, design guidelines for determining the optimum 
number of nodes for any network size are provided. 
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