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Toward a Systematic Design Methodology for Large
Multigigahertz Rapid Single Flux Quantum Circuits

Kris Gaj, Quentin P. Herr, Victor Adler, Darren K. Brock, Eby G. Friedman, and Marc J. Feldman

Abstract—Rapid single flux quantum (RSFQ) digital circuits
have reached the level of medium- to large-scale of integration.
At this level, existing design methodologies, developed specifi-
cally for RSFQ circuits, have become computationally inefficient.
Applying mature semiconductor methodologies to the design of
RSFQ circuits, one encounters substantial difficulties originating
from the differences between both technologies. In this paper,
a new design methodology aimed at large-scale RSFQ circuits
is proposed. This methodology is based on a semiconductor
semicustom design approach. An established design methodology
for small-scale RSFQ digital circuits, based on circuit (junction-
level) simulation and device parameter optimization, is used for
the design of basic RSFQ cells. A library composed of about 20
basic RSFQ cells has been developed based on this approach. A
novel design methodology for large-scale circuits, presented in
this paper, is based on logic (gate-level) simulation and timing
optimization. This methodology has been implemented around
the Cadence integrated design environment and used successfully
at the University of Rochester for the design of two large-scale
digital circuits.

Index Terms—CAD, design methodology, optimization, physi-
cal implementation, RSFQ superconducting electronics, synthesis,
timing.

I. INTRODUCTION

ONE of the primary problems in the development of large
rapid single flux quantum (RSFQ) circuits [1], [2] is

the lack of appropriate design methodologies that effectively
utilize computer-aided design (CAD) tools [3] while provid-
ing direction for the development of new tools specific to
this superconducting technology. It is controversial whether
superconductingRSFQ circuits should be designed based on
leveraging techniques developed forsemiconductorcircuits or
whether completely new methodologies specific to RSFQ logic
should be created. The proponents of the former approach note
the analogies between both technologies, particularly strong at
the system level, and stress the achievements and maturity
of semiconductor technologies. The proponents of the latter
approach stress the substantial differences between the two
technologies, particularly strong at the circuit level, and the
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large difference in the operating speed, power consumption,
and fabrication process. A combination of both strategies is
clearly the most effective. This paper is intended to summa-
rize recent developments and experiences describing design
methodologies for SFQ circuits.

The main feature of the methodologies described in this
paper is the application of different design flows and tools
depending upon the size and functional complexity of the
circuit. The design methodology for small-scale circuits is
centered around circuit simulation and the optimization of
device parameters. The design methodology for large-scale
circuits is centered around logic (gate-level) simulation and
optimization of the interconnect delays within the circuit.

The second important feature is the development of libraries
composed of basic RSFQ cells, permitting the design of
circuits of arbitrary complexity. This process of constructing
large RSFQ circuits out of a general family of primitive gates
has not been commonly accepted. The main obstacles to this
approach are:

• difficulty of isolating RSFQ gates from each other;
• large uncertainty of delays and other timing parameters

of RSFQ cells due to variations in the fabrication process
and changes in the bias currents;

• use of Josephson transmission lines (JTL’s) for intercon-
nects;

• low fanout of RSFQ gates;
• lack of a well-established methodology for modeling the

timing of RSFQ circuits;
• lack of tools for the timing analysis and timing optimiza-

tion of RSFQ circuits;
• lack of tools to logically simulate RSFQ circuits.

Techniques for overcoming these obstacles are described in
Sections III and IV.

The methodology presented in this paper, while still consis-
tent with afull customapproach, supports the design of RSFQ
circuits based on asemicustomstandard cell approach. Ac-
cording to this application specific integrated circuits (ASIC)
design methodology, a library of standard RSFQ gates is first
created, permitting the multiple and repeated use of these cells
for the design of large-scale digital circuits.

The basic methodology for the design of semiconductor
circuits is summarized in Section II. The differences between
RSFQ and semiconductor logic and their influence on the
choice of RSFQ design methodologies are discussed as well.
The methodology currently in common use for the design of
basic RSFQ cells is presented in Section III. This overview is
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Fig. 1. Implementation approaches for the design of semiconductor digital circuits.

followed in Section IV by the description of the methodology
used for the design of large-scale RSFQ circuits. In Section V,
examples of applying these two methodologies to the design
of various size RSFQ circuits are described, followed by some
concluding comments in Section VI.

II. SUPERCONDUCTORVERSUS

SEMICONDUCTOR DESIGN METHODOLOGIES

A. Semiconductor Design Methodologies

Several distinct methodologies have been developed for the
design of largesemiconductordigital circuits as shown in
Fig. 1 [4]. The choice of methodology depends upon a number
of conflicting factors such as performance (in terms of speed
and power consumption), area, cost, production volume, and
time-to-market. The methodologies and tools used in each of
these various design methodologies have different cost/benefit
tradeoffs with respect to these design goals.

In a full customapproach, the entire circuit is developed
from the basic transistor level. Most stages of the design
process are not fully automated, requiring manual optimization
to achieve the highest performance. The design time is long,
and the design is labor intensive, and therefore costly. These
features may be justified if the circuit is produced in a
sufficiently large volume (as in circuits such as micropro-
cessors and memories) or the performance is the primary
consideration, as in certain military applications.

In a semicustomapproach, the circuit is composed of prede-
fined structures such as standard gates or arrays of cells. Most
stages of the design process are fully or partially automated,
considerably reducing the design time and cost. However, the
performance of the circuit is considerably degraded.

A very popular semicustom approach is a cell-based stan-
dard cell approach in which the circuit is built from a limited
library of standard cells. The design flow for this methodology
is shown in Fig. 2. The behavior of the circuit is described
initially at a functional level, typically using a hardware
description language (HDL), such as Verilog HDL [5] or
VHDL [6]. The structure of the circuit is generated auto-
matically from the behavioral model using automated logic
synthesis. After the function of the circuit is verified using

Fig. 2. Flow chart of the CAD process for semiconductor circuits based on
standard-cell design methodology.

logic simulation, the timing is optimized using specialized
analysis tools. The physical view of the circuit is created
using tools for automated layout synthesis. The physical layout
of the circuit is verified with design rule checking (DRC),
electrical rule checking (ERC), and layout versus schematic
(LVS) verification tools. The extraction of the circuit netlist
from the layout permits parasitic components to be back
annotated into the circuit simulation. The function of the circuit
with extracted parasitics is verified next, and the timing is
reoptimized if necessary. The entire design process is iterated
until the required performance is achieved, and no meaningful
discrepancies between the schematic of the circuit and the
netlist extracted from the physical layout are flagged by the
LVS verification process.
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B. Adopting Semiconductor Semicustom
Methodology to RSFQ Circuits

The design of large RSFQ circuits is currently based almost
exclusively on a full custom methodology. This approach
is justified by the immature state of RSFQ technology and
by the niche applications of RSFQ circuits, such as time-
to-digital converters [7] or decimation filters for analog-to-
digital converters [8], where the advantages in performance,
in terms of both speed and power, are of primary importance.
Nevertheless, this design style also leads to long design
times and significant design effort. Further development of
RSFQ technology and its application to digital signal pro-
cessing [8] and general purpose computing [9], [10] requires
adopting a more labor efficient and less error-prone semicus-
tom design methodology. Unfortunately, differences between
superconducting RSFQ logic and traditional semiconductor
technologies prevent the direct application of semiconduc-
tor methods and tools to the automated design of RSFQ
circuits.

Semiconductor tools used to performautomated logic syn-
thesis, logic simulation, and timing analysisare incompatible
with the RSFQ logic convention and RSFQ suite of basic gates.
RSFQ logic is based on pulses rather than voltage or current
levels. The RSFQ convention for the representation of logic
states requires that most of the logic components, including ba-
sic gates such asNOT, AND, andOR, are synchronous (clocked)
rather than combinational as in semiconductor logic. These
cells combine the logic function with a storage capability. The
semiconductor counterpart is a combinational gate followed
by a D flip-flop. As a result, the set of elementary RSFQ gates
is substantially different from the set of basic semiconductor
gates, and the relative complexity of corresponding cells in
both technologies differ significantly. Due to these differences,
tools for the automated logic synthesis of semiconductor
circuits cannot be directly applied to the synthesis of RSFQ
circuits. Calibrating these tools for RSFQ logic, if at all
possible, would require a major effort. Particularly challenging
is the automated design of the clock distribution network in
synchronous RSFQ circuits.

The effective use of logic simulators for semiconductor
circuits is based on a standard library of elementary semi-
conductor gates distributed by a simulator vendor or available
from a semiconductor foundry. Currently, no such libraries
exist for RSFQ technology. Nevertheless, a majority of stan-
dard simulators permit the creation of user-specified models
of gates, permitting the development of entirely new model
libraries. User specified models are most easily created using
HDL’s, such as Verilog HDL and VHDL. Both of these
languages can be used to describe the functional behavior and
detailed timing characteristics of an RSFQ gate [11].

Tools for the timing analysis and optimization of semi-
conductor circuits are not well suited for RSFQ logic. First,
semiconductor tools are developed to deal primarily withsyn-
chronouscircuits comprised of large blocks ofcombinational
logic separated by registers. Secondly, timing constraints are
more rigid for multigigahertz RSFQ circuits compared to sub-
gigahertz semiconductor circuits. Finally, relative variations of

timing parameters are larger in RSFQ due to the immaturity
of the superconducting fabrication process.

Basic semiconductor tools for layout editing and verification
are quite easily adapted to work with new technologies includ-
ing superconducting technologies [3]. The calibration process
typically includes writing a technology file in which the
properties and rules of the fabrication process are described.
This ease of calibration, however, does not apply to automated
layout synthesis. Most interconnections among RSFQ gates
are composed of active elements—JTL’s. These circuits add
substantial delay to the clock and data paths. In semicon-
ductor technologies, most interconnections are composed of
passive metal lines with extra components such as buffers or
repeaters to control the behavior of the signals propagating
through the interconnect. The different physical nature of
interconnect and their different timing characteristics cause
automated layout synthesis in both technologies to be based
on a different set of rules and algorithms. In particular, the
extremely strong interrelation between timing optimization
and physical layout is of fundamental importance in RSFQ
circuits.

Due to these aforementioned difficulties and the small to
medium scale of RSFQ circuits developed to date, research
on semicustom design methodologies for RSFQ circuits has
only just started. The semicustom design style based on
primitive libraries has only recently been demonstrated by
Hypres Inc., where several medium-sized circuits have been
developed from previously designed cells [7]. The purpose
of this paper is to review the methodology development
accomplished at the University in Rochester on adapting
semiconductor design strategies to RSFQ logic and determine
the directions in which this effort is expected to continue into
the future.

III. D ESIGN METHODOLOGY FOR

SMALL -SCALE RSFQ CIRCUITS

The design flow of a small-scale RSFQ circuit, such as
a basic RSFQ cell, is shown in Fig. 3. The design process
consists of three main phases: synthesis of the circuit struc-
ture, optimization of the circuit parameters, and physical
implementation of the circuit layout. This design flow is
commonly accepted and supported by multiple commercial
and public domain CAD tools [3]. The primary phases of
this well-established design methodology are reviewed below
in order to introduce the design methodology for large-scale
circuits discussed in Section IV. The CAD tools calibrated or
developed at the University of Rochester which are utilized at
particular phases of the design process for small-scale RSFQ
circuits are also introduced in this section.

A. Synthesis

The synthesis of a small-scale RSFQ circuit begins with a
description of the circuit function using a Mealy state transition
diagram or present-state/next-state table. An example of a
Mealy diagram for an AND gate is shown in Fig. 4. The circuit
structure along with a set of near exhaustive input stimuli used
to test the functional behavior of the circuit are derived from
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Fig. 3. Flow chart of the CAD process for small RSFQ circuits.

Fig. 4. Mealy state transition diagram of an AND gate.

the circuit function. This step is currently not automated and
is primarily dependent on designer intuition.

Theschematic viewof the circuit is created from the circuit
structure. At Rochester, theCadence Composerschematic
entry editor is used for this purpose, as shown in Fig. 5.
The netlist viewof the cell in JSpice3 notation is generated
automatically through customized translation software. The
input test stimuli are described initially in a simplified notation
and translated automatically into JSpice3 format using SIG
[3]. The netlist and the input stimuli together constitute the
input deck forJSpice3. The circuit is simulated and modified
iteratively to verify full functionality for all test sequences.

B. Optimization

The custom optimization packageMALT developed at the
University of Rochester is used to determine the optimal
nominal values of the circuit device parameters that achieve
the maximum yield [3], [12], [13]. Before the optimization

procedure can begin, a pass–fail criteria is generated to permit
distinguishing between sets of operating parameters that give
correct and incorrect circuit functionality. These criteria are
generatedautomaticallyby simulating the circuit for the set
of initial operating parameters [3]. This pass–fail criteria only
consider the externally observed behavior of the circuit, i.e.,
sequences of pulses at the inputs and outputs of the cell.

C. Implementation

After the optimum values of the device parameters are
determined, thelayout view of the cell is drawn manually,
as exemplified by Fig. 6. At this level of abstraction, the
circuit is described in terms of the physical geometric data
used to produce the individual lithographic masks. The target
technology used by the Rochester group is the low-temperature
superconducting IC process provided by Hypres Inc., specif-
ically, a four-metal layer, ten-level, Nb/AlO /Nb tri-layer
process [14]. The graphic layout environment supported by
Cadence Virtuosohas been calibrated to support this tech-
nology. The physical dimensions of each circuit inductor
are calculated via a custom graphical user interface,Icalc
from the look-up tables precomputed by a modified three-
dimensional inductance calculation package,FastHenry [3],
[15]. This method permits a more accurate estimation of
the physical dimensions of each inductor as compared with
average inductance per square calculations.

Assuring that the physical layout meets the minimum design
rule specifications of the fabrication process is accomplished
by an automateddesign rule checker (DRC). In an interactive
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Fig. 5. Schematic diagram of the AND gate created using Cadence Composer.

Fig. 6. Portion of the AND gate layout created using Cadence Virtuoso
layout editor.

process, errors are flagged during physical layout, permit-
ting the violations to be immediately corrected, as shown in
Fig. 7. The design rules themselves are calibrated for same-
layer spacing, different-layer spacing, minimum width, on-grid
alignment, and layer enclosure [14].

Once the circuit has been physically laid out and verified
using DRC, anextracted viewof the cell can be generated

automatically using the graphical data, as shown in Fig. 8. The
device extraction process recognizes specific junctions, resis-
tors, and inductors by Boolean combinations of mask layers
using rules provided in a technology file. The location of each
device is noted and a circuit netlist is created, describing the
circuit connectivity. During the extraction process, the physical
parameters of each device are attached to its instance using
additional calibrated features ofCadence Diva. Two graphic
layout layers have also been added to the standard ten-layer
mask set in order to identify circuit inductors, delineating the
desired inductors from the stray parasitic inductances present
in all superconductive interconnect. After the preliminary
layout of the basic cell is completed, parasitic inductances
are marked with the additional mask layers and the schematic
view updated accordingly.

The circuit extracted from the physical layout is verified
by electrical rule checking (ERC)to assure that the circuit
does not contain any electrical errors (e.g., power/ground
shorts or unconnected floating nodes). ERC is a precursor to
layout-versus-schematic (LVS)verification. With LVS, the ex-
tracted physical layout is checked directly against a schematic
description by comparing the netlists generated from each
corresponding view, permitting any errors to be flagged. As
currently calibrated, the environment recognizes design errors
with a precision of 1% for junction areas, 2% for shunt and
bias resistors, and 10% for inductors.

If the parasitic inductances in the circuit are relatively
large, the circuit may require being reoptimized while taking
these inductances into account. The second iteration of the
optimization procedure is typically sufficient to conclude the
design process for a small-scale circuit.

IV. DESIGN METHODOLOGY FORLARGE-SCALE CIRCUITS

The established design methodology for small-scale RSFQ
circuits described in the previous section cannot be easily
adopted to large-scale RSFQ circuits, i.e., circuits composed
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Fig. 7. DRC errors marked in the layout and explained in the information window of Cadence Diva.

Fig. 8. Extracted view of the portion of AND gate layout obtained using Cadence Diva.
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Fig. 9. Flow chart of the CAD process for large RSFQ circuits.

of thousands of Josephson junctions and hundreds of basic
RSFQ gates. The main obstacle is the prohibitive time required
to optimize a circuit, which is determined primarily by the
computational time required to perform the circuit (or junction-
level) simulation. Even assuming significant improvements in
the simulation algorithms [16], the design process becomes
extremely time consuming as soon as the circuit reaches a
medium scale of integration with several hundred Josephson
junctions. The computational time required to simulate a
circuit is significant since the shapes of voltage, current, and
phase waveforms in all nodes of the circuit are determined by
solving a set of complex differential equations. Additionally,
for many optimization algorithms [12], [13], the time required
to optimize a circuit grows polynomially or even exponen-
tially as a function of the number of parameters, leading to
limitations on the number of parameters that can be optimized
simultaneously.

In our methodology, a large RSFQ circuit is constructed
out of basic gates, optimized separately. No device parameter
optimization or even circuit (junction-level) simulation is
required once the library of basic cells is created. A large-
scale circuit is simulated at the gate level rather than the
junction level using a logic instead of a circuit simulator. This
choice reduces the simulation time by two to three orders of
magnitude. The only goal of the optimization process is to
choose the optimum timing scheme (e.g., synchronous versus
asynchronous), and the optimum values of the interconnect de-
lays. Interconnects among the gates are composed of standard
JTL lines. The delays of these interconnects are controlled
by changing the number of basic JTL stages comprising an
interconnect. The timing optimization procedure determines

the appropriate number of JTL stages for each interconnect
in the circuit. The entire design flow used at Rochester for
large-scale RSFQ circuits is shown in Fig. 9 and is discussed
in detail in this section.

A. Library Support

The design of a large circuit in this methodology is based
on the use of a library of basic gates. This library can
be developed for the purpose of designing a specific large-
scale circuit, leading to a full custom design approach, or
it can be in common use for many circuits, leading to a
semicustom standard cell approach. Each gate is represented
in the library by four basic views:schematic, layout, symbol,
and behavioral. Only the layout view of the gate may be
modified when the cell becomes a part of a larger circuit, and
the modifications should not change any of the inductances
within the gate. An example is if the gate inputs and outputs
are reoriented to better fit within the larger circuit. The other
three views of the gate remain unchanged.

The schematicand layout viewsof each cell are created as
part of the design process for a small circuit, as described in
Section III. These views are sufficient for documenting and
fabricating a single gate. When designing a larger circuit, the
circuit schematic and its physical layout become prohibitively
complicated. The design process can be simplified and made
more efficient if both the schematic and layout views are rep-
resented hierarchically. For medium-scale circuits two levels
of hierarchy are sufficient. At the higher logic level, the circuit
is composed of basic cells, each represented by asymbol view
of the cell. The symbol view is a graphical representation
of the gate which includes information describing the gate
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inputs and outputs. At the lower circuit level, each basic
cell is composed of elementary devices such as Josephson
junctions, inductors, resistors, and current sources. The circuit
represented using hierarchical schematic can be simulated
using a circuit simulator such as JSPICE. Nevertheless, the
simulation time does not change compared to simulating a
flat schematic. To substantially reduce the simulation time, a
completely different simulation method must be applied. This
new method, specifically logic simulation, was first introduced
for RSFQ circuits in [17] and further improved in [11].

To make logic simulation possible, a behavioral view must
be created for each basic gate in the library. The behavioral
view describes the logic function and the timing characteristic
of the gate. An acceptable way of creating a behavioral view,
adapted from semiconductor circuit design, is the use of an
HDL, such as Verilog HDL [5], [18] and VHDL [19], [6].

The Rochester design environment supports the use of both
of these languages for behavioral modeling and simulation of
RSFQ circuits [3], [11]. The initial version of a behavioral
view is created directly from the cell specification (e.g., a
Mealy diagram) and doesnot require any information about
the internal structure of the circuit. This view is verified using
one of the two Cadence simulators, Verilog-XL for Verilog
HDL and Leapfrog VHDL for VHDL. A near exhaustive
set of input sequences, including test sequences with timing
violations (e.g., violations of hold or setup time), is used to
analyze a circuit. Behavioral models of the RSFQ confluence
buffer in Verilog HDL and VHDL are shown in Figs. 10
and 11, respectively. After the internal circuit structure is
optimized, exact values of the timing parameters of the cell
(i.e., the propagation delay, hold time, and setup time) specific
for a given implementation of the cell can be determined
from a circuit-level simulation. This process is automated by
a program called the timing analyzer (TAN). TAN is a tool
that enables calculating timing parameters of RSFQ cells,
such as the hold time, the setup time, and the minimum
separation time, and permits estimating the standard deviation
of the propagation delays as a function of variations in the
fabrication process [3]. These timing parameters and their
estimated variations due to variations in the fabrication process
are included in the behavioral model of the cell.

B. Synthesis

The design process of a large-scale RSFQ circuit begins
with a behavioral description. The description may be informal
using a text specification or mathematical formulas, or more
formal, e.g., based on a HDL. The design of the circuit
structure is performed manually. Any automation of this
process is yet to be developed. Gates already available in
the library, or described in the literature, are used as basic
building blocks of the circuit.

Once the circuit structure is specified, it is captured by the
Cadence Composer schematic editor using a library ofsymbol
views of basic RSFQ cells. The full circuit is simulated at the
gate level using the Cadence Verilog-XL or Leapfrog VHDL
logic simulators. These simulators make use of libraries of
behavioral views of the RSFQ gates [3] developed accord-

Fig. 10. Verilog HDL behavioral model of a confluence buffer.

ing to the procedure described in the previous subsection.
Experiments have demonstrated that the logic (or gate-level)
simulation is about two orders of magnitude faster than the
circuit (or junction-level) simulation.

Test sequences are chosen manually to verify the correct
function of the circuit and to detect any violations of the timing
constraints. In case of errors, the circuit structure is modified
and the simulation is repeated. The process is terminated once
the circuit exhibits correct logical functionality and no timing
errors are detected.

Several obstacles, specific to RSFQ technology, must be
overcome to make gate level synthesis of RSFQ circuits
effective. The first obstacle is the small input and output
impedance of the RSFQ gates. This small impedance makes
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Fig. 11. VHDL behavioral model of a confluence buffer.

it difficult to connect two arbitrary gates without reoptimizing
the device parameters at the interface between these gates. Two
basic approaches can be used to circumvent this problem.

In the first approach, the device parameters at the in-
put–output interfaces of the gate are chosen to yield zero input
and output currents when the gate is connected to a standard
JTL. This solution is, however, difficult to implement. RSFQ
gates often have several (a minimum of two) internal states
(see Fig. 4), which differ by the distribution of the internal
currents. It is virtually impossible to choose the parameters
of these devices in such a way as to yield zero input–output
currents in all internal states of the gate. Additionally, choosing
zero input–output currents may deteriorate the device margins

in other parts of the circuit. A partial solution is to choose the
device parameters so as to minimize the input–output currents
in all possible states, although only when the effect on the
critical margin of the circuit is negligible.

A second approach is simpler and more effective. The
core of the gate, i.e., the part of the gate which is sufficient
to perform the basic logic function, is extended before the
optimization process with two JTL stages at each gate input
and output. The optimization process changes the design
parameters of the inner JTL’s, leaving the outer JTL’s basically
unchanged. When two gates implemented with this procedure
are connected, at least four JTL stages exist between the cores,
providing excellent separation. Therefore, the critical margins
of both of the gates remain essentially unaffected.

A drawback to this approach is that adding JTL’s at the
inputs and outputs of basic RSFQ gates adds delay, and
the increased latency of the circuit is a disadvantage for
certain applications such as contingent computation. It is
important to note, however, that adding the same delay at
the input and output of an RSFQ gate doesnot affect the
other timing parameters such as the hold time, the setup time,
and the minimum separation time. Theabsolute minimum
clock periodof a clocked RSFQ gate is the sum of the hold
time, the setup time, and the minimum separation time [20]
and does not depend on the gate delay. In certain timing
schemes, such asconcurrent clockingand two-phase clocking
[21], the maximum clock frequency is determined (without
taking parameter variations into account) only by the absolute
minimum clock period of the slowest gate [21]. Adding
input–output JTL’s therefore does not necessarily reduce the
maximum clock frequency of the entire circuit.

When the most simple and straightforward clocking scheme,
counterflow clocking[21], is applied, the maximum clock
frequency is dependent upon the gate delays. The minimum
clock period is increased by the delay of two JTL stages
(compared with the standard situation where only one JTL
stage is used at each gate input and output). Based on
current technology (minimum 3.5m junction size) the clock
period will increase by 6 ps, compared to the minimum clock
period of a large RSFQ circuit in the range of 50–100 ps.
Therefore, the degradation in speed is in the range of 6–12%, a
factor that only negligibly reduces the performance advantage
of superconducting circuits over traditional semiconductor
technologies.

For larger circuits, long-distance interconnects may consist
of matching microstrip lines (MSL’s), to date only used
experimentally in one large circuit [22]. A more mature
methodology will include a tradeoff analysis to determine in
which circumstance the speed advantage of MSL’s is more
important than their greater area requirement.

A second problem with applying gate level synthesis to the
design of RSFQ circuits is the influence of gate delay vari-
ations resulting from inaccuracies in the fabrication process
on the operation of the circuit. This effect has often been
overestimated in the past. Simulation results demonstrate that
a standard deviation of the delay of a basic RSFQ gate,
corresponding to the variations in Hypres fabrication process
[14], is not larger than 20% [23]. Additionally, as shown in
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Fig. 12. Variations of the propagation delay as a function of the normalized global parameters for a DRO cell.

Fig. 13. Variations of the clock-to-output delay as a function of critical
current density with and without a proportional adjustment of the global bias
current for a DRO cell.

Fig. 12, in the region where the global parameters, such as
the global inductance, global resistance, and global critical
current, vary according to Hypres design rules, the delays
are linearly dependent on these global parameters. Changing
the bias current in proportion to the critical current density
significantly reduces the maximum delay deviations, as shown
in Fig. 13 [23]. To utilize this effect in the large-scale design
methodology, before functional testing the bias current is set
proportionally to the fabricated critical current density, which
is measured using on-chip test structures. Setting the bias
current proportionally to the actual value of the critical current
density simplifies the experiments and makes timing analysis
of the circuit at the gate level easier to perform.

A critical step in the synthesis of a multigigahertz digi-
tal circuit is the correct choice and implementation of the
timing scheme [24]. The choice of synchronization strategy
(synchronous versus asynchronous timing) is often determined
by system level constraints. If this is not the case, the timing
scheme is chosen after the general structure of the circuit
has been developed, based on optimizing either circuit per-
formance or area.

RSFQ logic permits the design of both synchronous and
asynchronous circuits. Compared to semiconductor circuits,
RSFQ synchronous circuits are more deeply pipelined and

not well suited for zero skew clocking. Instead, several other
clocking schemes with intentional nonzero clock skew, includ-
ing counterflow, concurrent, and two-phase clocking, appear
to be practical. Asynchronous RSFQ circuits have also been
demonstrated, and several asynchronous timing schemes for
RSFQ have been discussed in the literature [21]. Semicon-
ductor circuits use synchronous timing almost exclusively
[4]. Synchronous timing has also been successfully used in
the majority of RSFQ circuits developed to date. In either
synchronization approach, the timing of large-scale RSFQ
circuits must consider relatively large parameter variations and
multigigahertz signal frequencies. Certain features of various
timing schemes for large-scale RSFQ circuits are summarized
in Table I. The choice of timing scheme for a particular circuit
should consider a variety of issues, such as the circuit speed,
robustness to timing parameter variations, design simplicity,
and area overhead.

C. Optimization

After the structure of an RSFQ circuit, including its syn-
chronization circuitry, is determined, the interconnect delays
must be carefully selected. Inappropriate delays in either the
clock or data paths may cause the circuit to fail even if all
the constituent gates operate correctly. Additionally, decreased
yield, increased error rate, and/or a significantly reduced
maximum operating clock frequency may occur. For these
reasons, the design of the interconnect structures determines
the ultimate speed and robustness of large-scale RSFQ circuits.

The procedure for optimizing the interconnect delays is very
different depending upon the type of timing scheme chosen
at the architectural or logic level. In particular, completely
different optimization algorithms are used for asynchronous
and synchronous timing schemes. The optimization procedure
for several synchronous timing schemes developed at the
University of Rochester are described below.

1) Counterflow Clocking:In the counterflow clocking
scheme [21], the interconnect delay between clock inputs
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TABLE I
FEATURES OFVARIOUS TIMING SCHEMES FORLARGE RSFQ CIRCUITS. ALL CLOCK SCHEMES ARE DESCRIBED AT LENGTH IN [21] AND

[24]. SOME ASSESSMENTS IN THETABLE ARE CONTROVERSIAL AND DIFFERENT DESIGNERSMAY HAVE DIFFERENT OPINIONS

of two neighboring cells is determined on the basis of the
minimum number of JTL stages necessary to cover the
physical distance between these inputs. Special JTL’s with
extended inductor widths and lengths can be used to minimize
the number of JTL stages between any two cells, thereby also
minimizing the clock period.

The application of a counterflow scheme for medium-
sized circuits almost guarantees that no low speed timing
constraints (or race conditions) will occur. The majority of
timing violations may appear only at high-speed, close to the
maximum clock frequency. Exceptions to this rule include the
following situations.

1) One of the cells in the circuit has a requirement on the
minimum separation time between pulses at its two data
inputs.

2) For a given pair of logically adjacent cells, the hold time
of the second cell is exceptionally large (larger than the
sum of the delay of the first cell and the delays of the
clock and the data paths between the cells).

3) The clock distribution network contains two indepen-
dent long branches leading to the clock inputs of two
communicating cells. Variations in the delays of these
two branches may cause a negative clock skew, which
exceeds the intentional positive clock skew of the coun-
terflow scheme [21].

The circuit can be checked for these conditions either
manually or using the program CNET [3] developed at the
University of Rochester. All of these potential sources of
failure can be prevented by introducing additional delays into
the data or clock paths within the circuit.
2) Concurrent and Clock-Follow-Data Clocking:

Concurrent clocking and clock-follow-data clocking [21],
[24], [25] are used when very high clock frequencies are
required. The design and verification of the optimum clock
distribution network with these schemes are much more
complicated than for counterflow clocking.

The problem is to assure at the same time the maximum
clock frequency and the maximum robustness of the circuit

against race conditions. This process must consider both global
and local parameter variations as described in [21]. This design
effort requires the fabrication process to be statistically well
characterized.

An analytical solution for these schemes which considers
both global and local parameter variations has yet to be
developed. An approximate solution for concurrent clocking
which only considers global parameter variations is described
in [25] and implemented in CNET [3].

To verify this solution, a Monte Carlo analysis integrated
into a logic simulation is used. The timing parameters of each
gate and interconnect are chosen randomly according to a
gaussian distribution with the standard deviation determined
on the basis of expected variations of the fabrication process.
Results of this analysis are used to adjust delays within
the most critical clock and data paths, and the analysis is
repeated iteratively until a satisfactory circuit implementation
is achieved.

3) Two-Phase Clocking:Two-phase clocking offers a
higher maximum clock frequency than is possible with
concurrent clocking [26]. Furthermore, the optimum delays in
the clock distribution network are independent of variations in
the fabrication process. A fully analytical solution to determine
the optimum delays has been implemented in CNET. Some
limitations on the type of the synchronous circuit which can
use this scheme may apply. For example, shift registers are not
effectively driven using two-phase clocking because double
master–slave register stages need to be used instead of single
register stages used in other clocking schemes.

D. Implementation

After circuit synthesis and optimization, a physical layout is
constructed using the Cadence floorplanner and layout editor.
The layoutviews of the basic cells are used for floorplanning.
These views can be modified to adjust for any changes in
the positions of the inputs and outputs in order to minimize
the interconnect delays. If the interconnect delays obtained
from the optimization process cannot be satisfied because of
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TABLE II
FEATURES OFSELECTED RSFQ CELLS DEVELOPED AND MEASURED AT THE UNIVERSITY OF ROCHESTER: THE DESTRUCTIVE READ-OUT (DRO) CELL, THE AND
GATE, TWO TYPES OFPARALLEL SHIFT REGISTERS(PSR1AND PSR2),AND AN ADDER-ACCUMULATOR (AAC). NOTE THAT WHILE BOTH THE HOLD AND SETUP

TIMES DEPEND UPON THE SOMEWHAT ARBITRARY POSITIONS AT WHICH THE CLOCK AND DATA ARE CONSIDERED TOENTER THE CELL, THE SUM OF THESE MUST

BE POSITIVE. THE MINIMUM CLOCK PERIOD LISTED IN THE TABLE IS SIMPLY THE SUM OF THE HOLD TIME AND THE SETUP TIME FOR THE CELL. IN REAL CIRCUITS

OTHER EFFECTSSUCH AS PULSE REPULSION AND PARAMETER VARIATIONS [23] MAY DECREASE THEMAXIMUM OPERATING FREQUENCY

physical constraints, the maximum speed of the circuit must
be determined taking into account layout-derived values of
interconnect delays. If this speed is unacceptable, the timing
optimization process must be repeated.

Once the circuit is fully laid out, it is verified with DRC,
parameter extraction, ERC, and LVS. This verification process
is performed using the same tools and technology files as for a
single cell; however, the circuit is verified hierarchically, such
that if a single cell appears in the layout several times, its
layout is verified only once. Note that the gate level schematic
view of the circuit is used for both logic simulation, where
each cell is represented by a behavioral model, and for layout-
versus-schematic verification, where each cell is represented
by a schematic view.

Another layout design goal is to minimize the total number
of bias lines and pads. If the limitations on the maximum
current are not exceeded, all bias currents are connected
together or at least grouped into a small number of combined
bias lines.

No tools for automated layout synthesis have been devel-
oped for RSFQ circuits. As a result, physical layout design is
still the most cumbersome and time-consuming phase in the
design of superconductive RSFQ circuits.

V. EXAMPLES OF APPLYING THIS DESIGN METHODOLOGY

A. Small Circuits

From 1994 to the present, about 20 basic RSFQ cells have
been designed at the University of Rochester using the small
circuit design methodology described in Section III. Selected
features of these cells are summarized in Table II. Note the
large yield (which is indicated by the large hypersphere axes)
as well the large simulated and experimental bias current
margins.

After these cells have been designed and manufactured,
the timing parameters are extracted using TAN [3], and the
behavioral models with timing information are described in
Verilog HDL and VHDL [11]. These models are used in

Fig. 14. Schematic diagram of a four-bit multiplier accumulator (MAC).

simulating and verifying larger circuits composed of these
small basic cells.

B. Medium-Scale Circuits

1) Multiplier-Accumulator Circuit (MAC): The methodol-
ogy for developing large-scale RSFQ circuits has been demon-
strated on the design of a four-bit multiplier accumulator, as
described in [27]. The circuit contains approximately 1100
Josephson junctions, consisting of 38 synchronous RSFQ cells
of six different types, as schematically shown in Fig. 14, and is
one of the most complex RSFQ circuits verified experimentally
to date. A microphotograph of this circuit is shown in Fig. 15.
Detailed documentation describing the MAC is available on
the web.1

The functional behavior of the multiplier-accumulator can
be described using a simple formula, permitting an initial high-
level diagram of the circuit to be created. The functional be-
havior of the circuit was first verified using URSULA [3], [17].
Design decisions were made regarding the specific function of

1http://www.ee.rochester.edu/users/sde/research/projects/rsfq/4bit.html.
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Fig. 15. Microphotograph of a four-bit multiplier accumulator (MAC) composed of 1100 Josephson junctions.

each of the cells constituting the MAC. These decisions were
based on both the functional requirements of the entire circuit,
as well as on the estimated difficulty of implementing each
subfunctions in RSFQ. This approach resulted, for example,
in replacing an initial design for an adder-accumulator cell
described in [28], by an adder-accumulator based on a T1 flip-
flop [27]. Similarly, a demultiplexer cell with small critical
margin was replaced by much simpler parallel shift register
cells of two types [27].

Most of the six basic cells comprising the MAC are com-
posed of two or three elementary cells. These elementary cells
are optimized individually using MALT. The core portion of
each gate is supplemented with two JTL stages at each input
and output. The parameters of these JTL’s are varied during
optimization. The elementary gates are connected into a larger
cell by removing the outer JTL stages of each elementary
cell and connecting the inner JTL’s. The inner JTL’s and the
neighboring parts of the elementary cells are reoptimized using
MALT. The necessary adjustments were typically quite small.
The result of applying this procedure to an adder-accumulator,
the most complex cell of the multiplier-accumulator, is shown
in Fig. 16.

The next step in the design process is implementing the
timing scheme. Counterflow clocking was chosen as the most
simple and reliable solution. Concurrent clocking was con-
sidered and analyzed using logic simulation, but its physical
implementation was abandoned for the following reasons:

• the design of this clocking scheme requires detailed and
difficult to obtain knowledge of the variations in the
fabrication process;

Fig. 16. Schematic of the adder-accumulator, the most complex cell
within the multiplier-accumulator. Three elementary cells comprising the
adder-accumulator (the DRO, confluence buffer, and T1 flip-flop) and the
reoptimized interconnect JTL’s between the cores of these elementary cells
are noted on the schematic.

• extensive Monte Carlo analysis at the logic level would
be required and this feature is not fully automated in the
existing design environment.

The first version of the MAC with counterflow clocking was
developed without prior timing analysis. Rather, all intercon-
nections in the circuit were laid out using the minimum number
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Fig. 17. Schematic diagram of a 64-bit circular shift register.

Fig. 18. Microphotograph of a 64-bit circular shift register (CSR-64), which has been experimentally demonstrated to operate correctly at a clock
frequency up to 18 GHz.

of JTL stages necessary to physically cover the distance
between the cells. The circuit was found to work for certain
input sequences but produced errors for more complicated
sequences which was attributed to a timing error.

Detailed timing analysis was performed using logic simula-
tion with Verilog HDL models of RSFQ cells and Cadence
Verilog-XL simulator [11]. The analysis revealed that the
problem originated from a violation of the minimum separation
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time between pulses at the two data inputs of the adder ac-
cumulator. This violation was independent of clock frequency
and appeared only for specific test sequences. The error was
easily fixed by introducing additional JTL stages at one of the
adder accumulator inputs. The redesigned four-bit MAC was
successfully tested at low speed with a global bias current
margin of 5%.

Note that six basic cells were optimized separately. No addi-
tional reoptimization was necessary to connect these gates into
a more complicated circuit structure. Furthermore, timing anal-
ysis at the logic level is crucial to properly determine the inter-
connect delays despite the simplicity of the clocking scheme.

2) CSR64: A second medium-scale RSFQ circuit devel-
oped according to this methodology is a 64-bit circular shift
register. The details of the circuit are described in [29] together
with the description and results of the high-speed testing.
The circuit was confirmed to operate correctly up to a clock
frequency of 18 GHz.

The circuit is composed of eight blocks, each containing
eight shift register stages as shown in Figs. 17 and 18. Four
blocks are clocked using counterflow clocking and the other
four blocks using concurrent clocking.

Each individual stage of the shift register was designed
according to the methodology used for small-scale circuits.
The clock path of the register was treated as an integral part of
the gate. The same circuit was used for both clocking schemes,
with the direction of the clock path reversed. This strategy was
possible because the timing constraints are more critical for
concurrent clocking; therefore, the register stage optimized for
this scheme would also operate correctly for the counterflow
clocking scheme. The shift register stages were designed to be
directly abutted to each other without any intermediate JTL
stages.

The connections between the blocks were designed ac-
cording to the methodology used for large-scale circuits. An
appropriate number of JTL’s was used to connect the blocks
together along the data and the clock paths in such a way as
to prevent timing errors at low speed, while maximizing the
operational clock frequency. Logic simulation was applied at
this stage to determine the proper number of JTL stages. The
layout of the circuit was verified using LVS before fabrication.

VI. SUMMARY

A comprehensive design methodology for the design of
large-scale multigigahertz RSFQ circuits has been developed.
The primary feature of this methodology is the application of
different methods and tools for small and large-scale RSFQ
circuits. The design of small-scale RSFQ circuits is centered
around device parameter optimization and circuit simulation.
The design of large-scale RSFQ circuits is focused on timing
optimization and logic simulation.

This methodology for the design of large RSFQ circuits is
based on the use of a semiconductor semicustom, standard-cell
design methodology. Features specific to RSFQ logic include:

• a different set of basic gates constituting an RSFQ library;
• a large variety of RSFQ-based timing schemes;
• a complex timing optimization procedure;
• RSFQ-specific tools.

The detailed techniques presented in this paper are based on
a semiconductor industry standard CAD commercial toolset,
Cadence, which has been calibrated to operate with RSFQ
logic. However, the methodology described in this paper is
general and can be applied using a different set of commercial
and public-domain CAD tools.

The methodology for small-scale circuits has been applied
at the University of Rochester to the design of a library of over
20 elementary RSFQ gates. The methodology for large-scale
circuits has been used to design two large-scale RSFQ circuits.
Both of these circuits, a four-bit multiplier accumulator and a
64-bit circular shift register, are each one of the largest and
most complex RSFQ circuits developed to date.
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