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Abstract—Integrated circuit (IC) camouflaging is a defense to
defeat image-based reverse engineering. The security of CMOS ICs
has been extensively studied and camouflage techniques have been
developed. A camouflaging method is introduced here to protect
superconducting electronics, specifically, rapid single flux quantum
(RSFQ) technology, from reverse engineering. RSFQ camouflaged
units have been developed by applying the structural similarity
of RSFQ standard cells. A defense using camouflaged RSFQ cells
combined with obfuscating the temporal distribution of inputs to
the IC increases the attacker’s effort to decamouflage. The ap-
proach establishes the complexity class of RSFQ decamouflaging
and a model checker is applied to evaluate the strength of the
defenses. These techniques have been evaluated on ISCAS’85 com-
binational benchmarks and the controllers of the OpenSPARC T1
microprocessor. A dummy Josephson junction fabrication process
adds two additional mask steps that increase the cost overhead.
Camouflaging 100% of the benchmark circuits results in an area
and power overhead of almost 40%. In the case of the OpenSPARC
processor, the approach requires near-zero area, power, and per-
formance overhead even when 100% of the sensitive parts of the
processor are camouflaged.

Index Terms—Camouflaging, hardware security, rapid sin-
gle flux quantum (RSFQ), reverse engineering, superconducting
electronics.

I. INTRODUCTION

W ITH Moore’s law faltering, mere scaling of silicon
CMOS technology is no longer a viable pathway to high

performance computing. Power-thermal dissipation is a limiting
factor when determining processor performance [1]. The energy
consumed by a modern supercomputer is 4–6 megawatts, suf-
ficient to power 5000 homes in the US. Building a high per-
formance exaflop class supercomputer using current resources
would consume an estimated 1.5 gigawatts [2].
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Energy efficient supercomputers based on superconducting
electronics (SCE) have been pursued for about six decades
[3]. Digital SCE can operate at ultra-high speed (near THz
frequencies) [4], while consuming ultra-low power [5]. Pop-
ular SCE families include rapid single flux quantum (RSFQ)
[6], reciprocal quantum logic [7], energy efficient single flux
quantum (ERSFQ) [8], eSFQ [9], and adiabatic quantum flux
parametron [10]. Simple RSFQ components can operate at near
terahertz frequencies [11]. Larger RSFQ digital systems have
been demonstrated to operate at 770 GHz, far beyond the pro-
jected capabilities of CMOS [12], [13].

Most SCE families use Josephson junctions (JJs) as the pri-
mary building block [6], [12]. JJs exhibit high switching speeds
and ultra-low power dissipation. As technology matures, SCE
researchers are focusing on designing very large scale inte-
gration (VLSI) SCE circuits by developing electronic design
automation (EDA) tools to automate the RSFQ circuit design
process [14]–[17].

The design–fabrication–test steps in an RSFQ design flow
resemble that of CMOS. A mature SCE fabrication process
for Nb/Al-AlOX /Nb JJs, using 200 mm production class tools,
has been developed [18]. The similarity to CMOS makes
SCE a compelling, low power, and ultra-fast beyond CMOS
alternative technology without requiring an overhaul of the
CMOS ecosystem.

This similarity exposes SCE circuits to reverse engineering
(RE) that is undermining CMOS-based circuits. While con-
siderable research in the security of CMOS circuits exists, the
security implications of SCE remain unexplored and is the focus
of this study.

A. Contributions

This first-of-kind security assessment of RSFQ circuits makes
three contributions.

1) Provides camouflage AND/OR gates and camouflage D
flip-flop (DFF) in RSFQ logic to thwart image-based RE.
Exploits the structural similarity of RSFQ cells to provide
camouflaged cells with low overhead.

2) Exploits the clocked nature of RSFQ logic from a security
point of view. The study leverages the synchronous nature
of RSFQ to thwart satisfiability (SAT) attacks.

3) Obfuscates inputs to increase the attacker’s effort.
Camouflages flip-flops to thwart model checking
attacks.

1051-8223 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.

Authorized licensed use limited to: UNIVERSITY OF ROCHESTER. Downloaded on September 23,2020 at 21:31:29 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-4865-7795
https://orcid.org/0000-0002-6431-7512
https://orcid.org/0000-0002-5549-7160
https://orcid.org/0000-0001-7989-5617
mailto:harshitk@iitkgp.ac.in
mailto:tjabbari@ur.rochester.edu
mailto:gkrylov@ur.rochester.edu
mailto:friedman@ece.rochester.edu
mailto:kb150@nyu.edu
mailto:rkarri@nyu.edu


1700213 IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY, VOL. 30, NO. 3, APRIL 2020

Fig. 1. Three-input circuit: (a) logic, and (b) equivalent RSFQ circuit.

B. Structure

The article is structured as follows. A brief background on
both RSFQ logic and IC RE is provided in Section II. IC cam-
ouflaging is explained in Section II-D. The use of dummy JJs
to create camouflaged gates and camouflaged flip-flops is de-
scribed in Section III. Inputs are obfuscated to secure camou-
flaged gates in Section IV. Security analysis and hardware over-
head are described in Section VI, and the article is concluded in
Section VII.

II. BACKGROUND

The basics of RSFQ circuit design, hardware security, IC RE,
the target RE threat model, and IC camouflaging are explained
in this section.

A. Fundamentals of RSFQ Logic

In RSFQ logic, information is conveyed as picosecond dura-
tion voltage pulses V (t) [6], [8]. Switching a JJ is accompanied
by a 2π phase leap and a voltage pulse equivalent to a quantum
of flux (φ◦ = 2.07 ×10−15 V·s).

The presence of a flux quantum within a specified interval in
time represents a logical “1,” otherwise, a “0.” RSFQ gates such
as a Josephson transmission line (JTL), splitter, and confluence
buffer do not require a clock, and the propagation delay is the
delay of the output with respect to the input. RSFQ logic gates
like NOT, OR, AND, and XOR are clocked [6]. The input pulses
to these gates may change the internal state of the gate but do
not change the output. The output associated with an input pulse
is received when the clock pulse arrives at the logic gate. Hence,
the propagation delay is measured as the time elapsed after the
clock pulse arrives. RSFQ gates are, therefore, similar to CMOS
gates with an edge-triggered flip-flop at the output.

Benchmark circuits, used by researchers as a basis for com-
paring results in the domain of testing and security, do not
exist for the RSFQ logic family. To simulate different attacks
on RSFQ circuits, existing CMOS benchmark circuits [19] are
mapped onto RSFQ gates. Due to the gate-level pipelining inher-
ent to RSFQ logic, a mapped RSFQ circuit functions correctly
when all input pulses arrive during the same clock cycle.

A three-input logic circuit, shown in Fig. 1(a), is mapped to
an RSFQ circuit [see Fig. 1(b)]. Path-balancing DFFs, D1, D2,
and D3, are added at the input of gates G2 and G3 to equalize the
logic depth. Rather than one clock cycle, as depicted in Fig. 1(a),
the circuit shown in Fig. 1(b) requires three clock cycles to

produce an output. SCE EDA tools have been developed to
balance paths to minimize the circuit depth [15]–[20].

B. Hardware Security

An increase in design complexity of modern systems-on-chip
(SoC) has resulted in higher manufacturing cost [21]. In an en-
deavor to regulate expenses, most design houses outsource por-
tions of the design process to third parties. These cases include
third party EDA software to third party foundries. Due to the
increase in manufacturing cost, even large semiconductor com-
panies are going fabless [22]. Although this distributed design
flow reduces expenditure, it introduces security vulnerabilities
into the design flow [23].

A malicious employee or a rogue foundry may introduce a
hardware Trojan inside a circuit [24]. A Trojan is an exter-
nal component introduced into a circuit to perform malicious
operations like deny service or create a backdoor path. Other
vulnerabilities with outsourcing fabrication include stealing of
IC masks [25], IC counterfeiting [26], and overproduction of ICs
[27]. IC counterfeiting and overproduction are feasible when a
malicious entity can reverse engineer an IC.

Counterfeiting can be thwarted in two ways—either by IC
camouflaging or logic locking to prevent RE, or by including a
watermark to identify counterfeit ICs. The former technique is
explained in Section II-D. An intellectual property (IP) water-
mark consists of a particular signature inside the IP, which is not
part of the IP functionality but acts as proof of ownership. IP
watermarks can be based on either finite state machines (FSM)
or scan chains. FSM-based watermarks exploit undefined states
[28] or transitions [29] in the FSM to create a watermark. Alter-
natively, scan chain watermarks are constructed by reordering
the scan chains [30], [31]. Each of these approaches have spe-
cific disadvantages. While FSM-based watermarks require large
area, scan chain watermarks produce routing congestion.

C. Reverse Engineering

RE is the process of analyzing the functionality, examining
the manufacturing process, and extracting gate-level schematics
and netlists. Companies use RE to gain a competitive advantage
over rivals and to uncover evidence of patent infringement [32].
While RE is legal and accepted by the IC industry as a legitimate
form of competition, an attacker may reverse engineer a gate-
level netlist and use the netlist in the company’s own design,
make counterfeit ICs, or sell the IP to a rival. The semiconductor
industry suffers losses in many billions of dollars due to IP
infringement, most of which is due to RE.

A gate-level netlist can be extracted from a packaged IC as
follows [33].

1) Remove package using corrosive acids.
2) Delayer using recipes for each layer (metal, insulator,

semiconductor, or superconductor).
3) Image individual layers using SEM or optical instruments.
4) Align images, annotate, and infer the circuit schematic.
5) Verify and analyze the extracted netlist.
Since the principles of fabricating RSFQ are similar to

CMOS [18], the same RE methodology applies to the RSFQ
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Fig. 2. RSFQ design flow is shown on the top half (shaded green). The bottom half (shaded red) depicts the reverse engineering flow employed by an attacker.

Logic family. RE is a significant threat to RSFQ circuits due
to the relatively large size devices and small number of de-
vices per IC, as compared to CMOS. The security of RSFQ
circuits should be a concern as SCE is used in large data cen-
ters and supercomputers, both of which have national security
implications [3].

The global scale semiconductor supply chain is making it
easier for IP piracy while making it difficult to detect IP piracy.
Hence, approaches are needed to thwart RE as part of the design
process. In this article, defensive schemes are described for the
emerging RSFQ SCE.

D. Camouflaging Thwarts Reverse Engineering

IC camouflaging thwarts image-based RE by introducing a
set of camouflaged cells along with the standard cells during the
synthesis process. Camouflaged cells appear indistinguishable
from the top view of the different layers (encountered while de-
layering), yet perform different logical operations. For example,
a NAND/NOR/XOR camouflaged cell can function as either a
NAND, NOR, or XOR gate, depending upon the internal config-
uration. Merely imaging the layout is not sufficient to decipher
the functionality of the camouflaged gates. Multiple strategies
for designing camouflaged standard cells have been proposed.
These methods include dummy contacts [34], dummy filler cells
[35], programmable standard cells [36], or an amalgam of these
approaches.

A list of terms used here is described in Table I. The RSFQ
design flow with camouflaging (shaded green) is shown in Fig. 2.
The NOR gate G4 in the original netlist is replaced with a
camouflaged cell. The attacker procures the IC through spurious
means or from the market (if available) and reverse engineers the
IC to determine the gate-level netlist (shaded red). The attacker
fails to determine the function of the camouflaged gate G4 solely
by examining the circuit layout. To uncover the function of the
camouflaged gates, the attacker can use the functional IC as a
black box to determine the oracle (input–output pairs). With
this oracle, the camouflaged netlist can be probed, allowing the
function to be deciphered [37], [38].

The next example illustrates an oracle-based attack strategy
[37]. The camouflaged netlist of a simple circuit is shown in
Fig. 3(a). The function of the camouflaged gates, G2 and G3,

TABLE I
GLOSSARY OF TERMS

Fig. 3. Overview of IC camouflaging: (a) G2 and G3 are resolvable and
(b) G6 and G7 are not resolvable [37].

is unknown to the attacker. The attacker exploits the following
VLSI testing principles to decipher the functions:

1) Justification: The output of the camouflaged gate is jus-
tified to a known value by controlling the inputs. For ex-
ample, the output of the NAND/NOR/XOR camouflaged
gate is 0, irrespective of the functionality, NAND, NOR,
or XOR, if both inputs are 1.

2) Sensitization: The output of a camouflaged gate is made
observable at a primary output by placing non-controlling
values in the remaining gates.

Consider the circuit shown in Fig. 3(a). The attacker can force
the input of gate G3 to w1 = 0 and w2 = 0 by applying the input
pattern 11 000 to resolve the function of G3 as XOR. If XOR
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is eliminated, the attacker can justify the input of gate G3 to
w1 = 0 and w2 = 1 by applying the input pattern 11011 to
resolve the functionality of G3 to be either NAND or NOR.
Once the function of G3 is known, the attacker can set non-
controlling values to bypass G3 and decipher G2 in a similar
manner.

The sensitization and justification conditions for the example
circuit shown in Fig. 3(b) cannot be simultaneously satisfied.
Consider justifying the output of either gates G6 and G7 to 0.
This method prevents sensitization of the output of the gate that
is not justified. This behavior occurs because 0 is a controlling
value of G8 and sets the output to 1.

Similar attacks apply to RSFQ circuits with changes to ac-
commodate a pipelined structure. The attacker waits for N
clock cycles to receive the output from the black box; N is
the number of pipeline stages in the circuit. N can be de-
termined by analyzing the camouflaged gate-level netlist as-
suming that all gates introduce a single cycle delay. Similar to
CMOS, camouflaging random gates does not secure an RSFQ
circuit.

E. Threat Model

A GDSII file includes all of the masks, therefore, IC cam-
ouflaging assumes that the foundry is trustworthy and cooper-
ates when fabricating ICs with camouflaged cells. Alternatively,
post-fabrication entities in the supply chain are untrusted [39].
Since a fabricated IC is a tangible component in the supply
chain, the attacker can be a rogue within the supply chain who
can obtain an IC. Moreover, the attacker can procure an IC
through illicit channels while or after the IC is deployed in the
field. This threat model is consistent with the CMOS RE threat
model, when the attacker has access to a functional IC. From
the attacker’s perspective, the assumptions are as follows:

1) the attacker has access to RE facilities allowing the steps
listed in Section II-C to be performed;

2) the attacker can identify the camouflaged cell from a stan-
dard cell. The image of standard and camouflaged cells
is assumed to be publicly available. While the attacker
can differentiate a camouflaged cell from a standard cell,
the function implemented by the camouflaged cell using
image-based RE cannot be deciphered;

3) as a worst case scenario, it is assumed that the attacker
can deduce the possible list of functions implemented
by the camouflaged cells. For example, a camouflaged
NAND/NOR/XOR cell can implement either a NAND,
NOR, or XOR function. The attacker, however, cannot
determine the exact function of the camouflaged cell using
image-based RE.

III. DESIGN OF RSFQ CAMOUFLAGING CELLS

In this section, dummy JJs, camouflaged RSFQ AND/OR
gates, and camouflaged RSFQ flip-flops are discussed. The
structure of dummy JJs to thwart RE is introduced in
Section III-A. Considering a dummy JJ, RSFQ AND/OR gates
are described in Section III-B. The function of the dummy DFF
as a JTL is introduced and discussed in Section III-C.

Fig. 4. Cross section of a normal and dummy JJ with a shunt resistor [40].

A. Dummy Josephson Junction

A dummy JJ never switches into the superconducting state and
always behaves as a resistor. JJs are fabricated as a sequence of
Nb–AlOX –Nb layers where the AlOX layer is the insulator [40].
The critical current density of a JJ depends upon the thickness of
the AlOX tunneling barrier [14]. Changing the thickness of the
insulating layer and the quality of the superconducting material
affects the switching characteristics of a JJ. Two approaches to
fabricate a dummy JJ are considered. These approaches increase
the cost by using two additional mask steps.

1) Method 1 — Vary Insulator Thickness of the JJ: The crit-
ical current density and thickness of the insulation layer depend
upon the RSFQ fabrication technology and the physical de-
sign rules. The thickness of AlOX is currently about 1 nm in
a standard JJ technology [40]. By increasing the thickness of
AlOX beyond the ∼38 nm coherence length of the Nb layer, a
dummy JJ can be fabricated that always behaves as a resistor
[41]. The magnitude of the resistance depends upon the insulator
thickness.

While the reverse engineer can differentiate between a true
JJ and a dummy JJ by slicing the die and imaging a side view,
this strategy does not scale due to the large number of JJs in a
typical RSFQ circuit [33], [37]. Hence, slicing an IC to decipher
the function of every JJ is extremely challenging. Alternatively,
a top view image of a dummy JJ is identical to a standard JJ.
Hence, it is difficult to distinguish between two JJs using image-
based RE.

To tune the McCumber damping parameter, most of the JJs
in current fabrication processes are shunted with a resistance
[42]. A cross section of a JJ with a shunt resistor is shown in
Fig. 4. The structure is composed of two Nb layers, a stack of
Nb–Al–Al2O3–Nb for the JJ, a Mo layer for the shunt resistors,
and Nb2O5 and SiO2 for the isolation layers [40]. A thicker in-
sulator film yields a dummy JJ that cancels the superconducting
current. The minimum thickness of Al–Al2O3 in a dummy JJ is
40 nm.

Dummy JJs are shunted with a resistor to appear identical to a
normal JJ. A small shunt resistor with a dummy JJ can degrade
the camouflaged cell. Decreasing the thickness of the Mo layer
increases the shunt resistance and prevents deterioration of the
camouflaged cell. Two approaches exist to tune the thickness of
a JJ, either by addition or by elimination.
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Fig. 5. Camouflaged RSFQ AND–OR cell; J9 and J11 are dummy JJs for the
AND gate, and J13 is a dummy JJ for the OR gate.

a) Double deposition process: It can be used to fabricate JJs
to achieve the proper critical current density for a normal JJ and
to maintain the resistive behavior for a dummy JJ. The initial
deposition process determines the critical current of a normal
JJ. A thicker deposition layer can be used for a dummy JJ based
on the coherence length. As compared to normal junctions,
a dummy JJ increases the fabrication time by adding several
fabrication steps. As compared to other methods to fabricate
a dummy JJ, a double deposition process offers benefits that
include an accurate thickness for the normal and dummy JJs
and a shorter fabrication time.

b) Ion beam etching: A thick AlOX layer is deposited for
the dummy JJs. This step is followed by an ion beam etch to
fabricate a normal JJ. The etching time, surface roughness, and
insulator depth determine the switching characteristics of the JJ.

2) Method 2 — Damage the Nb Layer: In this method, the
Nb layer is bombarded with an ion beam to damage the surface.
The ion beam smooths the surface depending upon the energy,
temperature, and angle of the beam [43], [44]. The properties of
the ions used to bombard the surface are enhanced depending
upon the thickness and material of the film affected by the ion
beam. Various materials have different effects on the Nb layer.
To remove an undesirable surface, an Ar or He ion beam is used.
Dummy JJs, fabricated using an ion beam, have a Nb layer
thickness identical to a normal JJ. Furthermore, bombarding
the top Nb layer with carbon ions alters the superconductive
properties (e.g., eliminates the superconducting current due to
the large impurity concentration within the Nb). Based on the
suggested methods, a normal JJ and dummy JJ can be separately
fabricated with different and specific parameters. A dummy JJ
can be included in a fabricated RSFQ circuit to thwart RE.

B. Camouflaged RSFQ AND/OR Cell

Dummy JJs are used to design camouflaged AND/OR RSFQ
gates to behave as either a two-input AND or OR gate. The
camouflaged AND/OR gate is based on the structural similarities
of the AND and OR gates to ensure low overhead. A schematic
of a camouflaged AND/OR gate with dummy JJs is shown in
Fig. 5. For an AND gate, J9 and J11 are dummy JJs. Similarly,
J13 is a dummy JJ for an OR gate. For simulation and analysis
purposes, the dummy JJ is modeled as a large resistor in parallel
with a small shunt resistor (a normal shunt resistor is 2 to 5

Fig. 6. AND function; J9 and J11 are dummy JJs.

Fig. 7. OR function; J13 is a dummy JJ.

Fig. 8. Layout of a camouflaged RSFQ AND/OR cell.

ohms). The high operating speed of the camouflaged cell is
retained by reducing the thickness of the shunt resistor in the
dummy JJ. The resistance of the shunted dummy JJ is 24 ohms. A
simulation of the camouflaged AND/OR gate is shown in Fig. 6
characterizing the AND function, and in Fig. 7 characterizing the
OR function. The camouflaged AND/OR cell layout is shown
in Fig. 8. The layout follows 4.5 kA/cm2 Hypres RSFQ design
rules [45].

The output delay, power, and area depend upon the number
of dummy JJs. Due to the small shunt resistor in a dummy
JJ, the current passing through the JJ after each input pulse is
significant. Hence, the power and output delay of a camouflaged
gate can be reduced by optimizing the shunt resistance.
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Fig. 9. Power dissipation of a dummy JJ.

Fig. 10. Camouflaged RSFQ DFF.

The energy dissipated by the dummy JJs in the camouflaged
AND/OR is shown in Fig. 9. Averaging the energy over one
clock cycle provides a power overhead of 100 pW for an AND
gate with two dummy JJs, and 30 pW for an OR gate with one
dummy JJ for an operating frequency of 10 GHz. The energy
dissipated is approximately 2% to 5% higher than a standard
RSFQ OR and AND gate. The output delay of the camouflaged
AND/OR gates is 11 ps as compared to a delay of 10 ps for a
standard AND and 7 ps for a standard OR gate. As compared to
standard AND and OR gates, the area overhead of the camou-
flaged AND and OR gates is, respectively, approximately 15%
and 10%. Since the energy dissipation is higher for camouflaged
gates when compared to standard RSFQ gates, one might won-
der whether a side-channel attack [46] can distinguish the two
logic topologies. The energy dissipation due to JJ switching is
low (∼ 10−19 J) and, hence, power side channel attacks may be
infeasible.

C. Camouflaged RSFQ D Flip-Flop

A camouflaged RSFQ DFF can function as a JTL or as a
standard DFF. A schematic of a camouflaged DFF is shown in
Fig. 10 which is the same as a standard DFF. In the camouflaged
cell, J4 is a dummy JJ and behaves as a resistor. By adjusting

Fig. 11. Camouflaged DFF operating as a JTL. The JTL passes the input
pulses regardless of the clock.

the thickness of the insulating layer, the resistance is increased
to lower the output delay and power. In a standard DFF, LLoop

is large, storing the information bit while the content is read.
To achieve the same layout, the length of the inductor in the
camouflaged DFF is maintained the same as a regular DFF.
Consequently, the large kinetic inductance in the camouflaged
DFF produces a large output delay when functioning as a JTL.
To circumvent this effect, the inductance is reduced to decrease
the delay. This smaller inductance can be achieved by increasing
the thickness of the kinetic inductance, resulting in a decrease
in the inductance [47]–[49]. Since a JTL is asynchronous and
does not require a clock, the effect of the clock signal is elimi-
nated by reducing the critical current through J2 by increasing
the thickness of the insulator layer. A simulation of the cam-
ouflaged DFF functioning as a JTL is shown in Fig. 11. By
changing the thickness of the Nb, Mo, and insulator layers to a
standard thickness, the functionality of a standard DFF can be
achieved.

The output delay of a camouflaged DFF is approximately
11 ps which is roughly twice the delay of a standard JTL. This
difference is attributed to the large inductance and two different
input pulses—the clock and data signals. The throughput of the
circuit is halved when the camouflaged DFF is part of the crit-
ical path. The current through the dummy JJ varies depending
upon the clock frequency and the input signal in the camou-
flaged DFF. By assuming a frequency of 10 GHz for the input
and clock pulses, the total power dissipated by the dummy JJ is
approximately 100 pW. The energy dissipation of the camou-
flaged DFF is approximately the same as a standard DFF due
to the different critical current of the JJs. The energy dissipated
by a camouflaged DFF is approximately 2% more than a stan-
dard JTL. The camouflaged DFF has an identical top view and
a different thickness for J2 and dummy J4. A camouflaged DFF
therefore exhibits the same area as a standard DFF. Furthermore,
the area of a camouflaged DFF is approximately twice as large
as a standard JTL.
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IV. CAMOUFLAGING RSFQ CIRCUITS

Since camouflaging thwarts image-based RE, the attacker
may resort to alternative means to decipher the function of the
camouflaged gates. Query-based attacks such as brute force,
test based [37], and SAT based [38] are popular. Brute force
attacks, used as a last resort, become infeasible by increasing
the number of camouflaged gates. Test-based attacks can be
thwarted by selecting the location of the camouflaged gates to
infer with justification and sensitization.

A SAT-based attack on a camouflaged IC uses a satisfiability
solver to determine a set of discriminating input patterns (DIPs).
By applying this attack to a functional IC, the function of the
camouflaged gates is revealed [38]. Application of the inputs
such as querying an IC to fetch the output bits requires sig-
nificant time. An attacker’s objective is, therefore, to minimize
the size of the DIPs. Due to the small size of the set of DIPs,
SAT-based attacks can decamouflage large benchmark circuits
within minutes. Since these techniques are oracle guided, they
require access to a functional IC which can be queried as a black
box. Directly probing an IC is infeasible even for moderately
sized circuits. Hence, the attacker uses a functional IC as a black
box.

The objective of a defender is to increase the attacker’s ef-
fort by increasing the size of the discriminating sets. This result
is achieved by camouflaging a large number of gates. However,
camouflaged cells exhibit additional area, power, and delay over-
head as compared to standard cells. A tradeoff therefore exists
between cost and security.

A. Camouflaging CMOS and RSFQ: Is It Really Different?

Given a combinational CMOS logic, the equivalent RSFQ
Logic is sequential due to the clocked nature of RSFQ. Al-
though clocked, the combinational behavior is retained by ap-
plying path-balancing flip-flops. These flip-flops plus the built-
in latches in the gates transform the data paths into a multicycle
pipeline with the same function. The RSFQ circuit shown in
Fig. 1(b) behaves similarly to the CMOS circuit, except that the
output appears after N clock cycles, where N is the depth of the
balanced circuit (N = 3 in this case).

Hence, an equivalent netlist Ccombo with a single cycle data
path can be constructed from an RSFQ circuit by eliminating the
path-balancing flip-flops and the built-in latches of the RSFQ
gates. Ccombo can be conceptualized as a technology independent
netlist for digital logic. Hence, similar to CMOS circuits, RSFQ
circuits are vulnerable to decamouflaging.

Decamouflaging sequential circuits requires the following al-
terations. A sequential circuit can be converted into a combina-
tional circuit in one of two ways:

1) Access the internal state of the flip-flops via a scan chain.
The flip-flops store the information of the respective cone
of dependencies consisting of the standard combinational
gates, thereby partitioning the circuit into smaller com-
binational modules. SAT solvers have been successfully
employed on these circuits [38].

2) Eliminate the sequential nature by unrolling the circuit
into the temporal domain. Bounded model checking can

TABLE II
TEMPORAL DISTRIBUTION OF INPUTS IN FIG. 1(B)

be used for this method [50]. Unrolling a circuit is com-
putationally infeasible if the number of internal states rel-
ative to the number of inputs and outputs is large [50].

Modern ICs are fortified against the former method by block-
ing unauthorized access to scan chains [51]. Since established
test structures do not exist in RSFQ, RSFQ test point and scan
chain structures [52] can be similarly encrypted.

B. Does Removing Path-Balancing Flip-Flops Secure an IC?

Removing path-balancing flip-flops in a mapped RSFQ cir-
cuit reverts the function back to a sequential nature and loses
functionality. This method can be managed by adding clock
delays while feeding the input to the circuit.

Example: In Fig. 1(b), removing the path-balancing flip-
flops, D1, D2, and D3, requires applying input IN[0:2] in a
specific order, as listed in Table II, to maintain correct circuit
function. As a result, the circuit becomes sequential with a large
number of unknown internal states (due to the clocked nature of
each gate) which makes unrolling impractical.

From an initial assessment, hiding the temporal distribution of
the inputs from an adversary will secure an IC. However, every
combinational RSFQ circuit has a unique mapping of path-
balancing flip-flops which can be determined by examining the
camouflaged layout, using the principle “all inputs to a gate
should arrive within the same clock cycle.” The attacker can
decipher the temporal distribution of inputs to determine the
circuit function.

C. Temporal Obfuscation of Inputs

The evolution of the strategy in Section IV-B is explained in
this section. The camouflaged DFF described in Section III-C
is used to hide the input timing. As explained in Section III-C, a
camouflaged DFF functions similar to a JTL, introducing zero
clock cycle delay, or a true DFF, which introduces a single clock
cycle delay.

Consider the function of the circuit shown in Fig. 12(a). R1
to R6 depict the functional representation of the standard RSFQ
gate, G1 to G6, with the respective built-in flip-flops, D1 to D6.
The camouflaged flip-flop array consists of three stages of cam-
ouflaged DFF, (J1 to J3, F1 to F3, M1 to M3, H1 to H3, and K1 to
K3). Let |Camostages| be the number of stages of camouflaged
DFFs in the camouflaged flip-flop array: |Camo stages| = 3
in the current example. Each input port (I0 to I4) can exhibit a
delay ranging from zero to three cycles due to the camouflaged
flip-flop array. As a result, the total number of clock cycle delay
combinations at the input is ζ, where

ζ = (|Camo stages| + 1)|Primary inputs|. (1)
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Fig. 12. Proposed defense using camouflaged gates: (a) camouflaged flip-flop array and (b) temporal distribution of inputs for the specific assignment to the
camouflaged flip-flop array.

Fig. 13. Bubble pushing of flip-flops.

Thus, 45 input combinations exist for the example shown in
Fig. 12. One assignment to this array is considered wherein
the camouflaged DFFs, shown in orange (J2, F1, F3, H2, H3,
K2), function as a true DFF, introducing a single clock delay.
The remaining camouflaged DFFs function as a JTL passing the
SFQ pulse to the output. For this circuit to function as intended,
the inputs are temporally arranged, as shown in Fig. 12(b).

The designer hides this unique temporal distribution of the
inputs from the attacker. Without this information, the attacker
cannot deduce the function of the camouflaged netlist due to the
exponential number of possible input combinations introduced
by the camouflaged flip-flop array.

D. Sustainability Against Removal Attack

If the entire camouflaged flip-flop array is intact, an attacker
can isolate the chain of camouflaged DFFs to bypass the defense.
To prevent this attack, a concept similar to bubble pushing can
be used [53]. As illustrated in Fig. 13, a unit cycle delay in all
of the inputs of a logic gate is functionally equivalent to a unit
cycle delay at the output. The camouflaged DFFs can be pushed
to different pipeline levels within the circuit, creating a uniform
distribution of camouflaged DFFs.

E. Output Corruption

One of the basic requirements of a robust camouflaging tech-
nique is to ensure that incorrect assignments to the camouflaged
netlist produces incorrect outputs. The objective is to achieve

50% output corruption for minimum correlation. The following
principles from VLSI testing are used [54]:

1) Excitation of either a stuck-at-1 or stuck-at-0 fault is anal-
ogous to an incorrect assignment of a camouflaged gate
(camouflaged DFF or camouflaged AND/OR gate).

2) Propagation of the activated faults to the output ensures
that an incorrect assignment necessarily sensitizes the out-
put, thereby corrupting the signals.

Based on a fault impact-based metric [55], those locations
where a fault is inserted propagates to the output, allowing
corrupt output bits to be identified. From these locations, gates
or flip-flops are selected to camouflage using Algorithm 1.

V. SECURITY ANALYSIS OF RSFQ CAMOUFLAGING

A strong camouflaging scheme should be resilient against all
types of decamouflaging and offer high output corruption for
incorrect assignment to camouflaged gates.
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Fig. 14. dumSAT which replicates the function of a dummy flip-flop in
CSAT .

A. Security: A Complexity Theoretic Perspective

The attacker obtains two copies of an IC. The first IC C̄ is used
as a black box to produce the oracle. The second IC is reverse
engineered to obtain the gate-level netlist Ccamo. The attacker
deciphers the function of the camouflaged gates in Ccamo by
using the oracle obtained from querying the black box C̄. The
problem is formalized as follows:

Problem 1. Let n be the number of primary inputs, o be the
number of primary outputs, kcamo be the number of AND/OR
camouflaged gates, and kdum be the number of camouflaged
DFFs in Ccamo (and C̄). A completion X is the assignment of
boolean identities to all of the camouflaged gates of Ccamo, and
is denoted by CX

camo. The attacker’s objective is to determine the
completion X∗ which assigns correct boolean functionality to
all of the camouflaged gates, satisfying the following relation:

CX ∗
camo(I) = C̄(I) ∀I ∈ I (2)

where I is the universal set of input sequences. Equation (3)
implies that a completion is correct if the output of the completed
circuit agrees with the output of the black box for all possible
input sequences.

Complexity of Problem 1 : Given a set of input sequences I, the
certificate (guess) for the stated problem in (3) is a completion
X such that CX

camo concurs with C̄ on all input sequences in I.
The maximum number of camouflaged gates depends upon the
circuit Ccamo (or C̄) which prompts the linear dependency of
X on the size of Ccamo . The verification of the given certificate
can be accomplished in O(|Ccamo ||I|) which is polynomial in
|I|. Moreover, given an input sequence i ∈ I, the corresponding
output can be obtained in a time polynomial in the size of
Ccamo . Hence, this problem is NP and can be solved using the
model checker based attack which tackles problems of the same
complexity class.

The camouflaged netlist Ccamo is modified to simulate a cam-
ouflaged DFF. Each camouflaged DFF in Ccamo is replaced with
the structure shown in Fig. 14. The structure, camSAT , models
the function of the camouflaged DFF in a circuit using AND/OR
camouflaging. Depending upon whether the camouflaged gate
(AND/OR) performs the function AND or OR, the select line
(SEL) of MUX is 0 or 1, introducing a delay of one clock cycle
between the input (IN) and output (OUT) or no delay at all.
The boolean circuit resulting from the reduction of Ccamo is
CSAT , where all camouflaged DFFs are replaced by the corre-
sponding camSAT . CSAT has ktotal(= kcamo + kdum) number

TABLE III
BENCHMARK CHARACTERISTICS (ITALICS: ISCAS’85 Benchmarks [19];

BOLD: OpenSPARC Controllers [56])

of AND/OR camouflaged gates, n + kdum is the number of pri-
mary inputs, and o is the number of primary outputs. The model
checking framework is used to launch a decamouflaging attack
on CSAT [50].

B. Benchmarks and Experimental Setup

ISCAS’85 combinational benchmarks [19] and OpenSPARC
T1 microprocessor controllers [56] are camouflaged using the
proposed approach. Due to insufficient candidate gates for cam-
ouflaging, the smaller benchmark circuits and controllers are
excluded from this analysis. The number of gates and the pri-
mary inputs (PI) and outputs (PO) of the benchmarks are listed
in Table III. Approximately 200 lines of Python code convert
the CMOS combinational circuits to RSFQ circuits using path-
balancing flip-flops. The attack framework is in C++ in ∼700
lines of code using NuSMV [57] as the back-end model checker.
The corresponding CSAT formulation is based on the principles
described in Section V-A. The AND-OR and DFF-JTL cells are
inserted by Algorithm 1. All experiments are performed on an
Intel i7-4510U processor. The bounded model checking-based
decamouflaging attacks are launched on these netlists.

C. Security Analysis: Resilience to Practical Attacks

This defense offers resilience against two major decamou-
flaging attacks: test-based and SAT-based. A test-based attack
sensitizes the output of the camouflaged gate, as illustrated in
the example described in Section II-D. This attack can, how-
ever, be thwarted when a clique-based selection (CBS) strategy
is used [37]. CBS ensures that the camouflaged gates interfere
with each other, preventing simultaneous sensitization and jus-
tification. CBS can be coupled with output corruption-based
selection (OCS) (see Section IV-E) to provide a defense against
a test-based attack and ensure high output corruption.

An attacker can decamouflage a netlist protected by CBS
+ OCS with a SAT solver. SAT resilient schemes exploiting
the clocked nature of RSFQ logic do not exist. Temporal ob-
fuscation of the inputs (see Section IV) reverts the multicycle
pipelined structure of the combinational logic into a clocked sys-
tem, preventing the attacker from creating an equivalent Ccombo,
as described in Section IV-A.
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TABLE IV
RESULTS OF THE DECAMOUFLAGING (�: SUCCESSFUL; UNSUCCESSFUL)

Decamouflaging sequential circuits using a SAT solver re-
quires controllability and observability of the internal states
within a circuit. The scan chains are design-for-test structures
which provide the ability to set and observe each on-chip flip-
flop. Modern ICs, however, do not provide unauthorized access
to scan chains; the attacker is therefore left with the sole option
of “unrolling” the circuit using a concept similar to time frame
expansion [50]. This action can be achieved by using a model
checker which performs a reachability analysis based on SAT.
Bounded model checking [50] discovers a discriminating set
of input sequences which are sufficient to determine the func-
tionality of the camouflaged gates within a sequential circuit
without scan access.

Inserting one stage of camouflaged DFF requires a camou-
flaged DFF to be added to every primary input within the circuit.
These camouflaged DFFs are “bubble pushed” to those locations
which offer maximum output corruption, thwarting removal
attacks. The results of decamouflaging are summarized in
Table IV.

1) Case 0. The number of camouflaged DFF stages = 0: No
camouflaged DFFs are introduced into the circuit. Only
AND-OR camouflaging is performed using the CBS +
OCS strategy. The model checker decamouflages all cir-
cuits, confirming the weakness of CBS.

2) Case 1. The number of camouflaged DFF stages = 1: One
stage of camouflaged DFFs is introduced along with cam-
ouflaged AND/OR gates. Decamouflaging fails in some
circuits due to the large number of circuit inputs (i.e., a
large number of camouflaged DFFs).

3) Case 2. The number of camouflaged DFF stages = 2: Two
stages of camouflaged DFFs are introduced along with
AND-OR camouflaging. The attack is unable to decam-
ouflage all of the circuits except c880 and FPU Input con-
troller. Successful decamouflaging in these circuits is due
to the small size. On benchmark circuits such as c5315,
c6288, c7522, and the larger OpenSPARC controllers, the
attack crashes due to the inability of NuSMV to support
large model checking instances. This behavior demon-
strates the infeasibility of unrolling introduced with this
defense.

On increasing the number of camouflaged DFF stages to
three, the defense can thwart decamouflaging on the FPU In-
put controller. Due to the small size of c880, seven stages are
required to thwart decamouflaging.

TABLE V
OVERHEAD OF CAMOUFLAGED CELLS AS COMPARED TO

BASELINE STANDARD CELLS

VI. OVERHEAD OF RSFQ CAMOUFLAGING

The overhead of the camouflaged cells is summarized in
Table V. CMOS tools are used to synthesize the bench-
marks. Selected gates are replaced by camouflage gates
and dummy DFFs are inserted at the inputs. The area,
power, and delay overhead of the camouflaged circuits is
listed.

The area and power overhead for the benchmark circuits is
shown in Fig. 15. The NAND and NOR gates generated by
the CMOS synthesis tools are replaced with AND and OR plus
NOT gates (e.g., NAND = AND + NOT). This approach cam-
ouflages the maximum number of gates, offering maximum
security. Three stages of camouflaged DFF are introduced for
each benchmark circuit. For circuits of comparable size, the cir-
cuit with a greater number of primary inputs has more overhead,
e.g., C6288 and TLU. Camouflaging all of the gates incurs an
overhead of about 50%. This approach contrasts with the large
overhead associated with CMOS camouflaging; camouflaging
5% of CMOS gates entails over 100% overhead.

The area overhead of camouflaging flip-flop stages is shown
in Fig. 16. For a small circuit with a large number of inputs
(FPU Input), the overhead rises steeply as compared with a
circuit with a small number of inputs (c6288). Although the
overhead is linear in the number of camouflaged DFF stages,
the search space for input patterns is exponential.

Since RSFQ circuits are gate-level pipelined, the throughput
of the system depends upon the maximum delay of the inter-
mediate cells. While the camouflaged DFF and camouflaged
AND/OR cell incur a delay overhead of, respectively, 100%
and 50%, the delay is less than with complex standard cells.
The throughput of the circuit is halved in the worst case if the
camouflage cells are part of a critical path. Camouflaging the
OpenSPARC T1 processor: Modern ICs are composed of two
types of logic—a data path and a controller. The controller de-
termines the sequence of operations executed during each clock
cycle, and hence realizes the secret IP of the circuit. Moreover,
since the controllers occupy less than 1% of the total design
area, the overhead to camouflage a controller is negligible [37].

Consider the OpenSPARC T1 processor shown in Fig. 17.
While the T1 processor has a six-stage data path, the controllers
listed in Table VI orchestrate the flow of operations. While the
controllers of the OpenSPARC T1 processor require 1.2 × 104

gates, the processor has 11 × 106 gates, accounting for less
than 1% of the overall system [58], [59]. Hence, camouflaging
can be efficiently applied to the controllers. The area and power
of camouflaging all of the gates in the controllers are negligible
as compared to the area and power consumed by the baseline
processor.
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Fig. 15. Different amounts of camouflaging: (a) area and (b) power overhead.

Fig. 16. Area overhead in terms of number of camouflaged DFF stages.

Fig. 17. Five-stage pipeline of the OpenSPARC processor.

TABLE VI
OPENSPARC CONTROLLERS AND THEIR CORRESPONDING IP SECRET [37]

VII. CONCLUSION

In this article, methods for camouflaging RSFQ circuits using
two types of camouflaging cells are presented. The proposed
camouflaged AND/OR cell can represent either AND or OR
boolean functionality with the same layout, increasing ambigu-
ity during RE. A camouflaged DFF has been proposed which
can function as a DFF or JTL. The flip-flop is used to obfus-
cate the temporal distribution of the inputs to the circuit. The
camouflaged AND/OR cell requires an area overhead of up to
15%, power overhead of up to 5%, and delay overhead of up to
57%. The camouflaged DFF uses the same layout as a standard
DFF. While functioning as a JTL, the camouflaged DFF offers
an area and delay overhead of 100%, and a power overhead of
2%. The camouflaged cells obfuscate large portions of a circuit,
increasing the attacker’s effort.

Model checking-based decamouflaging attacks are per-
formed on the ISCAS benchmarks and the controllers of the
OpenSPARC T1 processor. The efficacy of the model checking–
based attack is limited by the size of the circuit and the com-
plexity of the model checking problem. As demonstrated by the
results of the attack (see Table IV), the defense is able to thwart
this attack. A test-based attack is thwarted through the use of a
CBS + OCS strategy while selecting the location of the cam-
ouflaged AND/OR gates. The defense can provide immunity
against state-of-the-art attacks when integrated into commercial
ICs, whose size is orders of magnitude greater than the ISCAS
benchmark circuits.

In this article, the analysis is focused on RSFQ circuits whose
CMOS counterpart is combinational in nature. The security im-
plications of the equivalent RSFQ logic for sequential CMOS
circuits will be pursued in future work. In addition to RE, vul-
nerabilities due to RSFQ design-for-test structures will also be
assessed.
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