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Optimization
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Abstract—This paper investigates the application of simulta- maximization to clock-signal delay variations has become

neous retiming and clock scheduling for optimizing synchronous of paramount importance to the design of high-performance
circuits under setup and hold constraints. Two optimization prob- digital circuits

lems are explored: 1) clock period minimization and 2) tolerance L .
maximization to clock-signal delay variations. Exact mixed-integer ~ Retiming and clock scheduling are two elegant and pow-
linear programming formulations and efficient heuristics are given  erful approaches to digital circuit performance optimization.
for both problems. When both long and short paths are consid- Although completely different from an implementation stand-
ered, circuits optimized by the combined application of retiming point, they both improve circuit performance by redistributing

and clock scheduling can achieve shorter clock periods or demon- timing slack amona the combinational paths of a circuit. Re-
strate greater tolerance to clock-signal delay variations than cir- g g P :

cuits optimized by retiming or clock scheduling. Experiments with  timing decreases the critical delays of a circuit by relocating its
benchmark circuits demonstrate the effectiveness of the combined registers so that combinational path delays are evenly balanced
optimization. In comparison with the best result obtained by ei- across the entire design. Instead of transforming a circuit, clock

ther of the two optimizations, the joint application of retiming and  ¢cneduling increases the timina slack alona critical paths b
clock scheduling increased operating speeds by more than 8% on . 9 g 9 P Y

the average. It also increased tolerance to clock delay variations by introducing appropriate clock delays that differentiate, or skew,

an average of 12% over a broad range of target clock frequencies. the arrival times of the clock signals at the circuit registers.
Larger relative improvements were achieved for shorter clock pe- Due to their common operating principle, retiming and clock

riods, thus suggesting that simultaneous retiming and clock sched- scheduling are often referred to as being “equivalent,” although
uling can play an important role in high-speed design. they do not always achieve the same clock period when applied
Index Terms—Delay tolerance, digital circuits, optimization separately. Significant effort has been devoted to the individual

delay variations, retiming, scheduling, timing. study of the two optimizations. The investigation of their
combined application has been limited, however.
l. INTRODUCTION This paper investigates the simultaneous application of

. . ._retiming and clock scheduling for digital circuit optimization
PERlODIC clock signals play a central role in the des'g'&nder setup and hold constraints. When both long and short

%nd perfo;]mar_]ce.of syncrr]]ropoushdlgltal bsinteth' The¥ihs are considered, the combined application of the two
provide a synchronization mechanism that enables the stralghityimi;ations is more powerful than either of the two opti-

gorward_ |mprllemre1ntat|%n of f:cnlthe state machines. :’hey gl%izations by itself, resulting in faster circuits or circuits that
etermine the throughput of the computation performe e more tolerant to variations in the delays of their clock

these machines, since data propagation through a digital Sys@aﬁals. Moreover, the combined application of retiming and
proceeds at the rate specified by the clock period. As clocki(%%

. o in th on del  the ol ck scheduling adds flexibility during circuit synthesis,
rates increase, variations In the propagation delays of the clogi, ing alternative ways for achieving a target performance

signals across a chip are becoming a significant fraction Qﬁecification
the clock period and begin posing a fundamental challen ) . -

b . gn p g "eng he effectiveness of simultaneous retiming and clock sched-
o the _deS|gn of high-performance systems. Such vanatlolT“sng in minimizing the clock period of a digital circuit is
are typically due to process parameter variations, temperatyre

or environmental variations, and power supply variations a monstrated in the example of Fig. 1. In addition to demon-

become particularly pronounced in submicron design. Const rating the speedup potential of simultaneous retiming and

; - : L c%ck scheduling, Fig. 1 shows that the shortest clock period
quently, in addition to clock period minimization, tolerance - )
achievable by retiming and clock scheduling may not be ob-

tainable by an “intuitive” application of the two optimizations

Manuscript received August 16, 2000; revised April 27, 2001. This wory sequence that is. first performing retiming for maximum
was supported in part by the National Science Foundation under Grants CCR- ’ .

9796145, MIP-9610108, and CCR-0082876, a grant from the New York stat@®€d (under zero skew) and then applying clock scheduling.
Science and Technology Foundation, and by grants from the Xerox, IBM, ahal this figure, digital circuits are represented as directed graphs.

Intel Corporations. This paper was recommended by Associate Editor L. St‘EaCh vertex denotes a block of combinational Iogic and each
X. Liu and M. C. Papaefthymiou are with the Department of Electrical Engi- '

neering and Computer Science, University of Michigan, Ann Arbor, Ml 4810§dge t.)etwee.n a vertex pair denotes a wire between th_e corre-
USA (e-mail: xunliu@eecs.umich.edu, marios@eecs.umich.edu). sponding logic blocks. The rectangles represent edge-triggered
E. G. Friedman is with the Department of Electrical and Computqregisters_ The pait/yinside each vertex denotes the minimum

Engineering, University of Rochester, Rochester, NY 14627 USA (e-mail; . . .
friedman@ece.rochester.edu). and maximum propagation delays of the signals through the

Publisher Item Identifier S 0278-0070(02)01054-0. corresponding logic block.

0278-0070/02$17.00 © 2002 IEEE



LIU etal: RETIMING AND CLOCK SCHEDULING FOR DIGITAL CIRCUIT OPTIMIZATION 185

1 . 0 1
% A

1 { i
ol e oy N i, LY g,
2 9—¢ Fote-o
L+_I $ I [-5.4] I [-Z.4 "
4/ |

(656
£
133

s a0

o
Fig. 1. Clock period improvement by simultaneous retiming and clock I_N "-' |_|"‘| | ‘x.’_.l_': =y
scheduling. (a) Original circuit. (b) Fastest retimed circuit with zero skew. (c) e .
Fastest retimed circuit with nonzero skew. I [-1.7 A

When all clock skews are zero, the minimum period at which
the circuit can be clocked is the longest delay among its Corlgg 2. Tolerance improvement by simultaneous retiming and clock
binational paths. For example, the original circuit in Fig. 1(&kheduling. (a) Original and (b) retimed circuit.
achieves a clock period af = 23 tu (time units) with zero clock
skew. If nonzero clock skew is introduced, it is possible to op- .
erate the circuit at a shorter clock period that equals the larg glng atj is [-2, 4]. When clock delay is centered at zero,
difference between the maximum and minimum register-to-re erefore, the permissible skew rangejaé [-2, 2], assuming

ister delays over all paths in the circuit. Accordingly, if registe ymmetric clock delay variations, and the tolerance of the cir-
I “sees” the clock edge by 4 tu earlier than regigtethe cir- cuit is 4 tu. When clock signals are designed to arrive \aith

cuit can function correctly with a clock period af = 19 tu. a delays(j) = 1, however, the permissible skew range-2|

This clock period is the shortest one that clock scheduling cé}l and delay tolerance increases to 6 tu.
achieve without introducing any signal races, since the differ- A retimed version of the original circuit that is obtained by
ence in the maximum and minimum propagation delays alof§ifting j forward is shown in Fig. 2(b). In this case, the inter-
the pathBCD is 19 tu. section of the two skew ranges is ], 7]. When clock skew is
The retimed circuit in Fig. 1(b) is obtained by first retimingzero, the permissible range pfs [-1, 1], and tolerance drops
the original circuit to minimize its clock period with zero skew0 2 tu. When the arrival time of the clock signal ats de-
and subsequently adjusting its clock schedule to further redug¥ed bys(j) = 3, however, the permissible range becomes
its clock period. The new register locations result from a back="1, 7], and tolerance increases to 8 tu. This value is the max-
ward shift of register: across block D and a forward shift ofimum tolerance that can be achieved by simultaneous retiming
register! across block B. With zero clock skew, this circuit igand clock scheduling for = 12 tu. An interesting observa-
optimally retimed and achieves a clock periodrof 16 tu. If  tion about the retimed circuit in Fig. 2(b) is that when skews are
the clock edge arrives at regisfeby 1 tu earlier than at register Zero, the delay tolerance of this circuit is smaller than that in the
I, this retimed circuit can achieve an even shorter clock peri@#iginal one. Nevertheless, when clock skews are nonzero, this
of # = 15 tu. No further clock period improvements are poscircuit exhibits maximum tolerance to delay variations. It may
sible, however, because the propagation delay difference aldhgs be impossible to compute a maximum tolerance configu-
pathDAB is 15 tu. ration by simply performing retiming for maximum tolerance,
Fig. 1(c) shows another retimed version of the original circui@llowed by clock scheduling for maximum tolerance.
that is obtained by shifting registeacross block B. For this cir- ~ This paper investigates the simultaneous application of re-
cuit, the shortest clock period that results in no timing violatiortaiming and clock scheduling for increasing the performance of
under zero clock skew is = 18 tu. If the clock edge arrives at a digital circuit. We first study theetiming and clock sched-
registerk by 4 tu later than registér however, this circuit can uling problem In this problem, given a synchronous digital cir-
function correctly with a clock periogl = 14 tu. This clock pe- cuit, a target clock period, and a target tolerance on the varia-
riod is the minimum that can be possibly achieved by applyint@n of the clock arrival times at the circuit's registers, we wish
both retiming and clock scheduling, since the total propagatitm compute a retiming and a clock schedule so that the opti-
delay around the cycle is 28 tu and must be distributed betwemired circuit meets its performance specification. We then turn
two combinational paths. to the two optimization variants of the basic retiming and clock
The effectiveness of simultaneous retiming and clock schestheduling problem. In theinimum-period retiming and clock
uling in increasing the tolerance of a circuit to variations in thecheduling problemgiven a synchronous circuit and a target
propagation delays of its clock signals is demonstrated by tteéerance, we wish to compute a retiming and a clock schedule
example in Fig. 2. In this example, the clock skew between tkeach that the optimized circuit satisfies the tolerance constraints
input/output registers andk is assumed to be zero. The setupvhile achieving the minimum possible clock period. In thax-
and hold constraints along each of the two combinational pafhsum-tolerance retiming and clock scheduling problgiaen a
yield a range £, y] of permissible clock delays [18] for the ar-synchronous circuit and a target clock period, we wish to com-
rival of the clock signal at registgr The permissible skew rangepute a retiming and a clock schedule such that the optimized cir-
of 7 is obtained by intersecting the two possible ranges. cuit meets its clock period constraint while achieving the max-
For the original circuit in Fig. 2(a) and a target clock perio@mum possible tolerance to variations in the clock signal arrival
of 12 tu, the range of possible delays for the clock signal aimes.
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We give an exact mixed-integer linear programming (MILPYling is given in Section 11-B and Section II-C, respectively. Pre-
formulation for the retiming and clock scheduling problenvious research related to retiming and clock scheduling is dis-
under setup and hold constraints. Our program ©4&?) cussed in Section II-D.
constraints, wheré’ is the number of wires in the circuit and
can be solved exactly using general MILP solvers. Althoug. Circuit and Delay Model
MILP algorithms have worst case exponential complexity, our . L . .
MILP formulation is valuable from a number of standpoints, An edge-triggered circuit |s_modeled as a directed multigraph
Most notably, it gives a mathematically accurate set of necég- = (V> E,d, & w). The verticesV correspond to the com-
sary and sufficient conditions for the problem, thus providinginational logic elements in the circuit. The directed edges
a way for calculating the optimal solution. For relatively smalinodel the interconnections between the combinational blocks.
circuits, the MILP formulation is thus useful in evaluating th&ach edge € £ corresponds to a wire that connects an output
effectiveness of heuristics. In addition to the MILP formulatioRf @ combinational block to the input of another combinational
of retiming and clock scheduling, we give practical heuristidd0Ck, possibly through one or more globally clocked, edge-trig-
for the minimum-period and the maximum-tolerance optBered registers. For each edgec F, the register count of
mization problems. Our heuristics run faster than MILP-basdg€ corresponding wire is given by a nonnegative, integer edge-
optimization by several orders of magnitude with little or n¥/€ightw(e). To avoid races, every directed cycle@includes
sacrifice in accuracy. an edge with strictly positive register count.

To complement our analysis, we present extensive experi-1hroughout this paper, we assume a data-independent delay
mental results on modified LGSynth93 and ISCAS89 bencAodel that considers timing constraints on long and short
mark circuits that demonstrate the speed and tolerance improRaths. Specifically, each vertex € V' is associated with a
ments which can be achieved by combining retiming and clo8@ir of nonnegative weightd(v) and 6(v) which give the
scheduling. Our results also indicate the circuit structures tHapgest and shortest propagation delay, respectively, through
are more amenable to speed-up by retiming and clock schéte corresponding combinational logic block. All registers are
uling. In our experiments, clock periods improve by 8% on th@ssumed to have the same propagation dejagetup timet,
average and by as much as 42% in the best case over separa@é-hold timet;,, regardless of their positions in the circuit.
timing or clock scheduling. Sequential application of retiminépiven a target clock period, we say that a circuif achieves
and clock scheduling is found to be effective for most bench- if all setup and hold constraints i& hold. Intuitively, G
mark circuits when optimizing for speed. For about a quarter oéntains no setup violations if for every combinational path
the circuits, however, simultaneous retiming and clock scheftiom a registef: to a registef in G, data have sufficient time to
uling can further improve the clock frequency by up to 28%aropagate along before the arrival of the latching clock edge
With respect to delay variations, our heuristic outperforms tta register{. Moreover, G contains no hold violations (also
best of retiming, scheduling, or sequential retiming and schediown as races) if the propagation of clock signals between
uling by an average of 12% across a broad range of target cl@sid [ occurs faster than data propagation algngA precise
periods. In certain cases, improvements of up to a multiplicerathematical formulation of the setup and hold constraints that
tive factor of 3 are achieved. In our experiments, the effectiverust hold to ensure correct timing is given in Section Il1.
ness of retiming and clock scheduling in improving tolerance
to clock signal c:elay variationshgenerally increases \/l\llitkéi the Retiming
target operating frequency. Such a property is especially desir- e . .
ablge in rﬁ)igh-pe?forrr?ancez;esign, sirl?cepit p?ovidespflexibﬁity in A retiming of an edge-trlggereq circul = (V. B, d, é,w)
achieving high operating speeds with high tolerance to del&y2" Integer-yaIUed Vertex-lgbehr!g; V-2 that d_enotes
variations. a’transformation of the original circui into a functlonpally

The remainder of this paper has six sections. Backgroufiguivalent circuitz,. = (V. £, d, 6, w,). For each edga —v
material is given in Section II. In Section Ill, we present a sét Gr» wr 1 defined by
of necessary and sufficient conditions for correct timing in a
digital circuit that is optimized by retiming and clock sched- wy(e) = wle) +r(v) —r(u) . 1)
uling. A novel MILP formulation for the retiming and clock
scheduling problem is given in Section IV. In Section V, we deFhe retiming transformation for a vertexin V' is shown in
scribe a heuristic scheme for retiming and clock scheduling tf'liag 3. The output ofi’'s computation inG,. is generated(u)
can be adapted to solve the minimum-period and maximuglock cycles later than irG. The retimed circuitG,. is well
tolerance variants of the basic retiming and clock schedulif@medif for all edgese € E, we have
problem. The results of extensive experiments using LGSynth93
and ISCAS89 benchmark circuits are presented in Section VI. A
summary of our contributions and directions for future research
are given in Section VII.

wy(e) > 0. (2)

Equation (1) implies that for every vertex pairv in V', the
change in the register count aloagy path« % v depends
Il. BACKGROUND solely on its two endpoints

Section lI-A presents the circuit and delay models we assume
in this paper. Background material for retiming and clock sched- wr(p) = w(p) +7r(v) —r(uw) (3)
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¥ clock skews are adjusted to implement the optimal circuit

lef. W performance, fpr e>_<ample, minimal clock period, without any

[T —[Iﬂ—- H setup or hold violations.

/_,/'\ X'\— A variety of factors, including differences in interconnect

delay, parasitic impedances, process parameter variations, and

temperature variations, affect the delays in the propagation

Fig. 3. Retiming of a vertex by r(u) = 1. of the clock signals to their registers in the circuit. After
fabrication, therefore, the actual delay of a clock signal with

wherew(p) = >, w(e). Thus, the maximum decrease in thewominal propagation delay(c) varies within a “range” around

register count of any path L ovis s(e). For every value of the clock signal delay in this range, a
correctly designed circuit should meet all its timing constraints.
W (u,v) = min {w(p) PN U} ) (4) The minimum and the maximum delays for the propagation of

each clock signal to the corresponding wiren G are denoted
Accordingly, given a retiming, the number of registers alongby labelingss,, : £ — IR andsy; : E — IR, respectively.
all pathsu L, wwith w(p) = W(u,v)is W, (u,v) = W(u,v)+ For each wiree, the valuess,,(e¢) andsy;(e) define arange
r(v) — r(u). The only paths: % v that can become combina-[$m(¢); sa(e)] for s(e). o _
tional (and possibly lead to a timing violation) @&, are those ~ Given a clock periodr, we say that a circui&z achievesr

for whichw(p) = W («, v) in G. For each of th&(V2) vertex with tolerancer to the propagation delays of its clock signals if
pairsu, v in V, the qua;ntities and only if there exist labelings,, ands,,; such that7 is timed

correctly with clock periodr and for all wirese € E, we have

D(u,v) =max {d(p) cu > v, w(p) = Wk, v)} (5) < sa(e) = sme) - 7

—_ 1 . p —_
A(u, v) = min {6(p) tu > v,w(p) = Wy, U)} ®)  Themaximum tolerance,,.,. of G is defined as

:Nherectl(p)d:hzjtmeq d(), 6(pt) :dZI:pr 5|(37) rtehpresé?dfrng the 7 .. = max {7 : Isps, 5m
ongest and shortest propagation delays along therpdthere- . .
fore, with zero skew, the clock period of any retimed cirexijt such that achievesr and Inequality (7) holds. ~ (8)
is always some element in tli&(1'*)-size set ofD(u, v). Given s,,, and sy, it is possible to compute a clock schedule
When only setup constraints are considered, a retimed cirwith tolerancer if the distribution of the delay variations is
cuit that achieves a given clock periadcan be computed in known. Throughout this paper we assume that delay variations
O(V E). A retimed circuit that achieves the minimum possiblgre distributed symmetrically. In this case, for each edigeF,
clock period can be computediW(VE + V?1g V) steps [11]. the quantitys(c) can be computed straightforwardly by setting
C. Clock Scheduling () = (om(e) - sa())/2.
In synchronous digital circuits, a clock signal provides B- Previous Research
global time reference that synchronizes the flow of data be-Retiming has been investigated for a variety of clocking
tween storage elements. Clock signals are delivered throughgigciplines [9], [11], [14], [20], delay models [10], [21], and
the circuit by a clock distribution network which introducesptimization objectives [2], [6], [17], [19]. In the context of
delays in their propagation [8]. edge-triggered circuits, a linear programming formulation of
A clock scheduleof an edge-triggered circuity = the clock scheduling problem was first described in [7], and a
(V,E,d,6,w) is a real-valued edge-labeling : £ — IR. graph-theoretic approach to clock scheduling was presented
This labeling gives the propagation delay of each clock signal [5]. In both papers, the relative placement of the storage
from the global clock source to the corresponding wiie G.  elements was assumed to be fixed. Algorithms for scheduling
Timing violations can be fixed (or created) by adjusting thesecal clocks to improve the tolerance of an edge-triggered
delays. For example, consider the path« % v 557, wheree  circuit to process parameter variations were described in [18].
ande are wires with registers, andis a path of combinational The combined application of retiming and clock scheduling
logic blocks. The difference(e) — s(e) is referred to as the was first discussed in [16]. A mathematical framework for
clock skewbetween the registersande. If s(e) — s(e) < 0, retiming and clock scheduling for maximum tolerance to clock
then the time available for the propagation of data freto delay variations under setup and hold constraints was investi-
e decreases by(c) — s(e). This adjustment may caugeto gated in [13]. A two-step procedure for minimizing the clock
become a critical path it or eliminate a race condition alongperiod of a synchronous circuit by combining retiming and
p. Conversely, ifs(¢) — s(e) > 0, then the time available clock scheduling was proposed in [3]. That work considered
for data to propagate from to e increases by(e) — s(e). only setup violations. When both setup and hold constraints
This increase may remove a long path violation or introducea@ae considered, however, the solution space expands. The
short path violation. In thelock scheduling problenwe wish optimization of clock period in this broader solution space is
to adjust the clock skews by appropriately selecting a clockscussed in [12].
schedules so that no setup or hold violations exist in the circuit. Level-clocked circuits have the potential to achieve greater
Furthermore, in theclock scheduling optimization problem tolerance than edge-triggered ones with the same clock period.
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” nonzero clock skew and a lower bound on the circuit’s toler-

] i
o e, WY . » - . L
ll—p: ...—,)_I.I_..: 13— s _..II ance. The conditions for correct timing with retiming and clock
s S il scheduling are then derived by adapting these constraints to in-
v e v clude the relocation of registers. For simplicity, we assume that
Fig. 4. A two-phase level-clocked implementation of the circuit in Fig. 2. '€gister propagation delays are zero. It is straightforward to ex-

tend our analysis to encompass registers with nonzero propaga-

Algorithms f imizing the tol f level-clocked cir 0 d&1aYa-
gorithms for maximizing the tolerance of level-clocked cir- When all clock skews are zero, the arrival times of the clock

cuits to clock signal delay variations were investigated in [1] a ynals at the registers are all equal. In this case, the maximum
[15]. The work in [1] investigates clock period minimization an ime allowable for the propagation of data along,every combi-

tolerance maximization using clock scheduling with fixed latch_ ;i)\ path between any two registers in the circuit is equal
locations. In that paper, the timing slacks of all existing datapd the clock periodr minus the register setup time. The

aths and the tqleranc_e ofall CIPCk tre_e Paths are |mproved. bys&?ﬁ)rtest clock period that will not result in setup violations is
much as possmle', W'thOUt using repmmg to relocate regISt&Rs bounded from below by the sum of the register setup time
and balance the timing slack_s of d|ﬁerept paths.. on t.he _Ot d the delay of the longest combinational path in the circuit.
end of the spectrum, the work in [15] applies retiming with fixe 0 avoid races, the minimum data propagation time should not
clock skew values that are assumed to be given and are not ffee . o than the register hold time The following propo-

parame_ters to be 9pt|m|zeq. Mpreover, clocking schemes ffon gives a mathematical description of these setup and hold
constrained to avoid hold violations. In our proposed methogd, i < that must hold for correct timing

both register locations and clock skew values are variables thabroposition 1: LetG = (V, E, d, 6,w) be an edge-triggered

are adjusted to optimize circuit performance. circuit, and letr be a constant. Thexy can be correctly timed

A d_irect _comparison be_tween our _approach and the me_th a zero-skew clock with period if and only if for every edge
described in [1] and [15] is not possible because the quality ir 7 “u, v 57 in E such thatw(e) > 1, w(c) > 1, and

the results obtained with those methods can vary significan (u,v) = 0, we have
depending on thgivenconditions, that is, the fixed locations of ’ '
the latches in [1] and the fixed skew values and clocking scheme D(u,v) <m —t, Q)
in [15]. Depending on the values of these parameters, our ap- Alu,v) >t (10)
proach can outperform [1] and [15]. For example, Fig. 4 shows =t
a two-phase level-clocked implementation of the edge-triggered 0
circuit from Fig. 2(a). For the edge-triggered version of this \ynen clock scheduling is introduced, the arrival times of
circuit, combine_d retiming gnd clock scheduling can achieveﬂqe clock signals can be adjusted to balance the maximum al-
target clock period 12 tu with a tolerance of 8 tu, as shown gyaple propagation times between different register pairs. The
Section I. The clock scheduling algorithm in [1] cannqt ?‘Ch'eW%IIowing theorem from [7] givesD(E2) setup and hold con-

a tolerance greater than 6 tu, however, since the timing CQz5ints that must hold for a circuit to be correctly timed with a
straints in that paper provide an upper bound of D(u,v) +  0ck schedule and a target clock period.

A(u,.v) for _the tolerance. For = 12 tu, the upper bound of  Theorem 2: Let @ = (V,E,d, 8,w) be an edge-triggered

6 tuis obtained fon, = B andv = C with D(B, C) = 81U gjreyjit andr a constant. Moreover, lat: £ — R be a clock

andA(B,C) = 2 tu. Furthermore, the retiming algorithm ingcpeqyjing function. Then, the circuit is timed correctly if and
[15] cannot achieve tolerance greater than 5 tu. Specifically, 6ﬂly if for every edge pait u, v 7in E such thatu(c) > 1,
achieve a clock period of 12 tu, retiming must place a Iatclp(g) > 1, andW (u, ) = 0, we have -

on an edge other than the interface, sidee4,C) = 15 >

12 and [15] constrains the two clock phases to be nonover- D(u,v) + s(e) — s(e) <m —t, (11)
lapping. Such a latch cannot have tolerance greater than Alu, ) + s(e) — s(c) 2t (12)
max;e 4,8, d(4) = 5 tu, however. In general, retiming and ’ ="
clock scheduling with level-clocked circuits is at least as effec- 0

tive as with edge-triggered circuits, assuming no skewvariationslnequamies (11) and (12) can be rewritten as difference con-
among latches on the same wire. The combined applicationgfaints in the form of a shortest paths problem [4]. A clock
the two optimizations on level-clocked circuits has yet to g-hedules that satisfies these constraints can be computed ef-
investigated, however, and constitutes an interesting future fiently in O(VE + V21g V) time by solving a shortest paths

search direction. problem on an appropriately constructed edge-weighted graph
H = (Vy, Ey,wyy). Foreach edge € E, the sel, includes a
ll. RETIMING AND CLOCK SCHEDULING CONSTRAINTS vertexu, . For each inequality (11), the sB§, includes an edge

In this section, we give a set of necessary and sufficient con- —u. With weightwy (i) = = — ¢, — D(u, v). Moreover, for
ditions for correct timing in a digital circuit that is optimized byeach inequality (12)E), includes an edge, —u. with weight
retiming and clock scheduling. We first give the setup and holdy (i) = A(u, v) — ts.
constraints that must be satisfied by a correctly timed circuit Due to variations in the physical parameters of a circuit, the
when the placement of its registers is given and all clock skewslay values of its clock signals may change. In deep-submi-
are zero. We also give the constraints for correct timing wittron VLSI technologies, where interconnect delays dominate,
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such variations can be significant compared with gate delaysmfaximum clock delays, and let,, : £ — R be an assignment
correctly designed circuit should be able to tolerate this variaf minimum clock delays. Then the retimed circdit. is well
tion, which means, when the clock scheduling variaifle as- formed and achieves a clock perigdwith tolerancer if and
sumes any value in the intervial,, (¢), sas(¢)], the constraints only if for every edgew -v € E, we have

in Theorem 2 should always hold. Therefore, they should also < _ 18
hold under the worst case assumptions, as stated in the following T <sw(e) = sm(e) (18)
lemma. w(e) +7r(v) —r(u) =0 (19)

Lemma 3: Let G = (V| E, d, 6, w) be an edge-triggered Cir- 54 for every pair of edges u, v 57 € E, we have
cuit, and letr be a given constant. Moreover, kg, : £ —

ands,; : E — R be assignments of minimum and maximum Ale,€) >0 = Wi(u,v) > 1
clock delays, respectively. The@,is timed correctly if and only or (wy(e) =0 or w.(e)=0) (20)
if for every edge pai? “u, v 7 in E such thatw(e) > 1, A% (e, €) >0 = Wi(u,v) > 1
w(€) 2 1, andW(u, v) = 0, we have o (w(e) =0 or w(c)=0) 1)
D(u,v) + sn(e) = sm(e) <7 — 1 (13)  where A(e,e) = D(u.v) + sps(e) — sm(e) — 7 + t, and
Au,v) + sm(e) — sa(e) >ty (14) A*(e,e) = — (A(w,v) 4 spm(e) — sp(e) — ) for the setup
and hold constraints, respectively. O

wheret;, andt, are hold and setup time, respectively. [ Proof: Inequality (18) follows from (7) and ensures that
Proof: We will show that (13) holds if and only if all setup e tglerance of7, is . Inequality (19) follows from (1) and
constraints in the circuit hold. The proof for the hold constram@) and, therefore, the resulting circa, is well formed.
is similar. It remains to show that the timing constraints are satisfied.
(=) Assume (13) holds. For any clock schedulgye will prove that (20) holds if and only there are no setup
s(e) € [sm(e), sm(e)], we have violations inG,.. The proof for the hold constraints is similar.
(=) We show that if the setup constraints hold then (20)
D(u,v) + ste) = s(e) =D(u,v) + s(e) = sm(e) holds. The proof will be by contradiction. Assume that for every
<D(u,v) +sn(e) = sm(e) vertex pair: andv in G,., (13) holds. Moreover, l&t S, v 5?2
< — g be two edges in7 such thatA(e,¢) = D(u,v) + sp(e) —
) sm(€) —m+1ts > 0, Wp(u,v) =0, w,(e) > 1, andw,(¢) > 1.
sinces,,(¢) < s(¢), sm(e) > s(e), and (13) holds. From (11) ¢ follows that fore ande, we haveD(w, v) + spr(e) — sm(e) >

it foIIovys that_the_re are no setup violations. _ 7 — t,, which contradicts (13).
(«=) if (13) is violated, then the setup constraint between the(<:) We now show that if some setup constraint G.
edges: andc is violated. L is violated then (20) does not hold. The violation of (13)

The setup and hold constraints for correct timing undqsfrm:,“(_}S that for some edge patt “u, v ? in G, such
nonzero clock skew and a specified tolerance to the variatigiy we(e) > 1, we(e) > 1, andWy(u,v) = 0, we have
of clock delays follow immediately from Lemma 3. D(u,v)+5p(€) — $m(€) > 7 —t,. By the definition ofA(e, ¢)

Corollary 4: Let G = (V, E,d, 6, w) be an edge-triggered anq 4 straightforward algebraic manipulation, it follows that
circuit. Moreover, letr and+ be given real constants. Thef, Afe,€) = D(u,v) + spr(e) — spm(€) — 7 +t, > 0. Therefore,

achieves a clock periogd with tolerancer if and only if there (20) does not hold for the edg@s™« andv <=7 in G,.. 0
exist functionss,,, : £ — R andsy; : £ — R such that for

each edge, —v IV. EXACT MILP FORMULATION

T < spre) — smle) (15) The constraints in the statement of Theorem 5 do not appear
. . to be amenable to efficient algorithmic solutions. In this sec-
and for every edge pait —u, v —7in E such thatu(e) > 1,  tjon we recast them in the form of an equivalent exact mixed-in-
w(e) = 1, andW(u,v) =0 teger linear program, thus enabling the application of powerful
MILP solvers to the retiming and clock scheduling problem. We
D(u,v) + sm(e) = sm(€) <7 — (16) express the retiming and clock scheduling problem as a set of
Au, v) + sm(e) — sar(e) 2tn. 17 O(E?) linear inequalities with integer and real unknowns. This
0 setis obtained by restricting the solution space of the constraints

By relying on Corollary 4 we can give a precise mathematic;ar] Theorem 5 while maintaining their feasibility.
yrelying ary 9 prect: First, for eache € F, we introduce two new integer variables
formulation for theretiming and clock scheduling problerm

this problem, we wish to compute a retiminga clock schedule g(e) andh(e) such that

sy, ands,,, so that the optimized circuit achieves a clock period wy(e) =g(e) + h(e) (22)

7 with no timing violations and with toleranee The following g(e) >0 (23)

theorem formulates this problem as a se€g#?) constraints. hie) 20 (24)
Theorem 5:Let G = (V, E,d, 6,w) be a synchronous cir- =

cuit, and letr and be given constants. Moreover, let V — g(e) <1 (25)

Z be aretiming function, lefy; : £ — R be an assignment of he) <F - g(e). (26)
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The parametef’ in (26) is the maximum number of registers Let W,.(«,v) > 1. Sinceg(e) < 1 andg(¢) < 1. Therefore

that retiming can place on any edge(f) and equals
agle) + gle) — Wplu,v) <141 — W,.(u,v)

1

IA |

F = max {Floop, FI/O} (27)

where Fi,,, = max {W(u,v)+ W(v,u):u,v € V}, and and (34) holds.
Frjo = max{W(u,v) : uw € PI,v € PO},andPlandPOare Now, assume that.(¢) = 0. From Lemma 6, we have
the sets of the primary inputs and outputs, respectively.in g(c) = 0. Sinceg(¢) < 1 andW,.(u,v) > 0, we have
This upper bound follows directly from the fact that retiming
does not change the register count of cycles or I/O paths in a g(e) + g(e) = Wi(u,v) <0+ 1 - W, (u,v)
circuit graph. 1
The following lemma proves thate) is an indicator variable )
for w,(e). Intuitively, g(¢) maps each edge € E to the set a_nd_ therefore (34) holds. The proof for the cagée) = 0 is
{0, 1}, indicating whether the retimed register count(c) is Similar. -
positive or not. Accordinglyk(e) gives the number of registers (<) We prove the contrapositive. Suppose that (33) does not
on ¢ in excess of 1, after retiming. hold. Then, from (2), (25), and (28), we have
Lemma 6: Assuming that the conditions in the statement of
Theorem 5 hold, we have

IA |

W,.(u,v) = 0andg(e) = 1 andg(e) = 1. (35)

It follows thatg(e) + g(e) — Wi (u,v) = 1+1—-0 > 1, and
wy(e) =0 g(e) =0. (28)  therefore (34) does not hold. O
In the following lemma we show how (29) and (30) can be

Proof: (=) Sinceg(c) and(c) are nonnegative and theirreplaced by two linear inequalities, thus paving the way for the
sum equalsu, (¢), if w,(c) = 0 theng(c) = 0 formulation of the retiming and clock scheduling problem as a

- ; o mixed-integer linear program. To obtain these bounds, we as-
the(?r:guh;ngzge,)(e)_ igyz(e2r60) and (24) yieldi(c) = 0. Therefore, sume that the parametdrand A* are bounded from above by

Usingg(e) andh(e), (20) and (21) can be simplified by elim_sor;ehknqwrll consttam?m tr:ﬁt d(ra]pendsl.ont.the chip die size
inating the implication and reducing the number of disjunctio physical constraints on e chip reaiization.

itincludes. The following lemma gives equivalent relations Witq.hLemmaSS;f\lzsu;nglng tgatgtge condltlt_)nsl mttthe statement of
only one disjunction. eorem 5 hold, (29) and (30) are equivalent to

Lemma 7: Assuming that the conditions in the statement of Ale,e)
Theorem 5 hold, (20) and (21) are equivalent to the disjunction g(e) + g(e) = Wi(u,v) <2~ o (36)
Ae,) <0 or g(e)+g(e) = Wo(uo) <1 (29) o)+ 9(e) = Wyuw) <2 29D (g7)

A*(e,e) <0 or gle)+ gle) — Wi(u,v) <1  (30) e
() () +9(¢) (u.0) where A(e,¢) = D(u,v) + sp(e) — sm(e) — 7 + ¢, and

where A(e,e) = D(u,v) + sp(e) — sm(e) — 7+t and  A*(e,e) = — (A(w,v) + sp(e) — sp(e) —13,) for the setup
A*(e,6) = — (A(u,v) + sm(e) — sp(e) — tg) for the setup and hold constraints, respectively, adg.x iS an upper bound
and hold constraints, respectively. O onA(ee) andA*(e,e). O
Proof: Since the predicate = ¢ is equivalent t V ¢, Proof: (=) We first prove that (29) implies (36).
(20) and (21) can be rewritten in the equivalent form Inequality (36) follows by a straightforward case analysis on
the value of the parametet(e, ¢). If A(e,¢) < 0, sinceG,. is
Ale,e) <0 or well formed, g(e) + g(e) — Wy(u,7) < 14+ 1 — Wi(u,r) <
(W(u,v) >1 orw.(e) = 0 orw,(c) =0) (31) 2<2— Ale,€)/Amax- If A(e,€) > 0, then (29) implies that
A*(e.€) <0 or g(e) + g(e) = Wy(u,v) <1
(Wi(u,v) >1 orw,.(e) = 00rw,.(e) =0). (32) < A(e, )
Therefore, to prove the equivalence of relations (20) and (21) A
with relations (29) and (30), it remains to show that since the sumg(e) + g(¢) — Wy(w,v) is integer and

W(u,v) > 1lorw,.(e) =0o0rw,.(¢) =0 (33)  similar by repi’:lcingA with A*.
(«=) We now prove that (36) implies (29) by a case analysis
on the value ofd(e, €). If A(e, €) < 0, then (29) trivially holds.
g(e) + g(e) = Wi(u,v) < 1 (34) If A(e,€) > 0,then2— A(e, €)/Amax < 2. Sinceg(e) +g(e) —
W,.(u,v) is an integer, (36) yieldg(e) + g(e) — W,.(u,v) < 1,
holds. and therefore Relation (29) holds. Similarly, we can prove (37)
(=) Assuming that (33) holds, we prove that (34) holds by ianplies (30). O
straightforward case analysis on the value8igfu, v), w,.(e), Based on Lemmas 7 and 8, the problem of retiming and clock
andw;(¢). scheduling problem can now be recast as a mixed-integer linear

Ale, €)/Amax < 1. Therefore, (36) holds. The proof for (37) is

holds if and only if
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program withO(E?) linear inequalities|V | + |E| integer un- uling information and generates a retimed circuit with improved
knowns, an@ - | E| real unknowns. The complete statement aflock period or tolerance to delay variations. To obtain an op-
this program is given in the following theorem. timal circuit, this scheduling-guided retiming procedure is ap-

Theorem 9:Let G = (V, E,d, é,w) be an edge-triggered plied iteratively until a local optimum of the solution space is
circuit, and letr and+ be given constants. Then there exists seached. Section V-A describes our Procedure SGR for sched-
retiming function- : V' — Z and clock schedules; : £ — R uling-guided retiming. Section V-B proves that SGR correctly
ands,, : £ — R such that the retimed circud,. is well identifies and removes timing bottlenecks. Section V-C gives
formed and achieves clock periadvith tolerancer if and only  our heuristics for the problems of minimum-period retiming and
if there exists a retiming function: V' — Z, clock schedules clock scheduling and maximum-tolerance retiming and clock
sy F — Rands, : ¥ — R, and functiong; : £ — Z and scheduling.

h : E — Z such that for every edge ~v € E, we have
A. Scheduling-Guided Retiming

w(e) +r(v) = r(u) =g(e) + h(e) (38)  The scheduling-guided retiming procedure we describe in
g(e) 20 (39) this section relies on three auxiliasfack graphsto encode
h(e) >0 (40) and manipulatetight path constraints, that is, timing and
gle) <1 (41) toleranc_e_ constraints that hold_with equality for giveran_d
hie) <F 2 Specifically, a graphS(=,7) is used to encode the tight
(€) £ g(e) (42) setup constraints, a grapH (=, 7) is introduced to capture
for every edge: € E, we have the tight hold constraints, and a graplir,7) is constructed
to encode both the setup and the hold constraints in a single
7 < sp(e) — sme) (43) representation.
] . . The three slack graphs are constructed as follows. For each
and for every pair of edges —v, u —» € E, we have edgec in G such thatw(e) > 0, a vertex is introduced in all
three graphs. Each vertex is associated with a weight equal to
< . : . .
é(e’ €) SAmax (44) the register countv(e) of its corresponding edge For sim-
A™(e€) SAmax (45) plicity, we overloade to denote in each slack graph the vertex
gle) + g(e) — Wilu,v) <2 — Ale, o) (46) of a corresponding gdgein G. Similarly, we usew(e) to de-
Amax note the corresponding vertex weight. All edges connected to a
o(¢) + g(€) — Wi(u,v) <2— A*(e,e) (47) primary input or output o7 are assumed to have a register and

are represented in each slack graph by a single vefexwith
w(er/o) = 1. The register on the edgg,» serves as the 1/0
interface of the circuit and is not relocated by retiming.
The directed edges of the slack graphs correspond to combi-
d’lational register-to-register pathgitfor which both the timing

) ; . and the tolerance constraints are satisfied with equality. Specifi-
Lemmas 7 and 8. Relation (38) and inequalities (39)—(42) egé”y’ for each pair of edges v, 1 v in G such thatu(c) >

sure that(,. is well formed andy(¢) is an indicator ofw,(¢). S — s ;
Inequality (43) ensures that the resulting schedule has toleral éu(;)) i 1, andW (v, ;1) = 0, an edge: —« is introduced in

7. Inequalities (44) and (45) enforce the upper bound of the pa—7r

rametersd and A*. Inequalities (46) and (47) enforce the setup D, 1t) + Sm(€) + 7 — sme) = 7 — t,. (48)
and hold constraints for the clock periad The unknowns are

the |V| integersr(v), the |E| integersg(c), the |E| integers Equation (48) is derived by combining (15) and (16) and re-
h(e), the |E| realssy(c), and the|E| realss,,(c). (Note that placing the inequality by equality. Whenever (48) holds, the cor-
the variablesi(c) are not independent, since (38) can be elimesponding setup constraint is said tdight and gives rise to a
inated by substituting(c) = w(e) + r(v) — r(u) — g(e) into  timing bottleneck. Similarly, an edge— ¢ is added taH (7, 7)

the left-hand sides of (40) and (42).) All inequalities are lineatf

in their unknowns. O

max

where A(e,¢) = D(v,p) + sple) — smle) — 7 + ¢, and
A*(e,e) = —(A(v, 1) + smle) — spr(e) — ) for the setup
and hold constraints, respectively.

Proof: This theorem follows directly from Theorem 5 an

Alv, ) + sm(€e) — sp(e) — 7 =t (49)

V. HEURISTIC OPTIMIZATION
This equation is derived by combining (15) and (17) and signi-

In this section we describe a heuristic approach for solvifigs a timing bottleneck due to a hold constraint between regis-
the minimum-period and the maximum-tolerance optimizatiagrs one ande.
versions of the retiming and clock scheduling problem. EvenThe graphr’(x, ) is the union ofS(r, 7) and H (=, ) with
though the MILP constraints presented in Section IV can b the edges i («, 7) inverted. This inversion is a mere con-
used to compute an exact solution to the problem, the worst cgg@ience that enables the uniform handling of both the setup and

exponential runtime of MILP solvers becomes evident even fgfe hold constraints. As it can be verified by bringing (17) into
circuits of relatively small size. Our heuristics run substantialpe form

faster than the exact MILP solvers. They rely on a common
procedure that identifies critical paths based on clock sched- —A(v, ) + spe) — sple) < =ty (50)
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Fig. 5. Circuit graph and associated slack graphs.

SGR(G, sy, 8m, T, T)
1 compute S(w,7), H(m,7), and T(m, 7)
2 for each vertex e in a directed cycle ¢ € S(m, 7) such that w(e) > 1
3 do shift a register from e onto a register-free edge in ¢
4 return G,
5 for each vertex e in a directed cycle ¢ € T'(x, 7)
6 do if 3z, v € ¢ such that (e, z) € H(w, 1), (e,v) € S(m,7)
7 then shift a register from e forward in G
8 return G,
9 if 3z, v € csuch that (z,€) € H(w, 1), (v,e) € S(m,7)
10 then shift a register from e backward in G
11 return G,

12 return FALSE

Fig. 6. Algorithm SGR for scheduling-guided retiming.

and subsequently comparing it with (16), from a mathemat- Our algorithm SGR for scheduling-guided retiming is given
ical standpoint the hold constraint froento ¢ is equivalent to in Fig. 6. The inputs to this procedure are a circuit gréph
a setup constraint from to e with path delay—A(v, ) and clock schedules,,, andsy,, a clock periodr, and a tolerance
setup time—t;. Thus, when the direction of the hold edges is. The input grapiz may be an original or a retimed circuit. If
inverted in7'(w, 7), timing bottlenecks due to combinations othe procedure succeeds in identifying and eliminating a timing
tight setup and tight hold constraints appear as directed pathattieneck inG by generating a retimed gragh,, it returns
and timing optimality can be verified by identifying a directedr,.. Otherwise, it returns False. Initially, algorithm SGR con-
cycle inT(w, 7). A formal proof of this statement is given instructs the slack grapt&«,7), H(w, ), andZ(r, 7). It then
Theorem 10. proceeds to detect timing bottlenecks by identifying directed cy-
Fig. 5 gives an example of how slack graphs are constructetes inS(x,7) andT’(x, 7). Once discovered, a bottleneck is re-
When tolerance is set to 1 tu, the original circuit in Fig. 5(a) camoved by retiming the original input gragh. Thefor loop in
be correctly timed with a minimum clock period of 20 tu. Thdines 2—4 searche$(r, 7) for the special case of timing bottle-
ranges §,.(e), sp(e)] of the optimal clock schedules are indi-necks comprising only setup constraints. If an edge with register
cated nextto each register, assuming that boéimdt;, are zero. count greater than 1 participates in such a constraint, one of its
Fig. 5(b) shows the corresponding slack grapii20,1) and registers is shifted to a register-free edge along the bottleneck.
H(20,1). The path from registerto registerk in the original A tight setup constraint is thus removed, creating the potential
circuit satisfies both (48) and (49). An edge is therefore addéat a shorter clock period or greater tolerance. Tdreloop in
between the corresponding verticesSi(20,1) and H(20,1). lines 5-11 searcheéB(w, ) for timing bottlenecks comprising
The grapHI'(20, 1) combiningS (20, 1) and H(20, 1) is shown both setup and hold constraints. In lines 6-8, the procedure dis-
in Fig. 5(c). The directed cycle in this graph indicates that faovers a tight setup and a tight hold constraint that start from
the specified tolerance and register placement, the given cldhke same register. By shifting that register forward, it decreases
schedule is optimum and achieves the minimum possible clatie maximum delay of the long path and eliminates the corre-
period. sponding setup constraint. It also broadens the range of clock
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schedules that satisfy the hold constraint along the short pa I
thus creating opportunities for further clock period or toleranc _ .~ /™, Tim,T) Ab

optimization. In lines 9—11, a pair of tight setup and hold conl®) - L. {r) " “w"“fﬁ 3R i
straints leading to the same register is detected, and the regis -\rij = J,x“"l o @;
L 5 _l %, _{ r

is shifted backward to relax them. If no register can be move: ; e e .
line 12 reports the failure to build a net,.. '@5_ - @ ,-’_“: ek L)
The runtime of algorithm SGR is dominated by its three =
loops. Each loop iterate®( £?) times, since each slack graph [a} il
hasO(E?) edges. The runtime of each loop body execution de i o ——t
pends on the implementations of the shifting transformations | ;.-I‘j} |-‘_|‘* Lol i S R
lines 3, 7, and 10. A straightforward implementation of registe "J_ el [Rd .%;‘ et
shifting that propagates the perturbation to adjacent edges ur sl 3 1 5 A
1

no edge has a register deficit tak€$E) time. In this case,
the total runtime of each loop i9(E?) steps. More elaborate
shifting schemes that also consider constraints on the regiswer
counts of specific edges require the solution of single-soureg. 7. (a)T (=, r) with a single strongly connected componeny, i from
shortest-paths problems with negative edge-weights. The cefiges corresponding to hold constraints. (b) Constructiofi¢fr, 7). (c)
struction of the three slack graphs in line 1 tak&@?) time, Labeling of"(x, 7).
since G may haveO(F) edges with nonzero register counts.
In lines 2 and 5, the detection of all edges that participate ialy on these labels to compute new clock schedsfleands’,,
some directed cycle of(w,7) or T(w,7) can be performed that distribute timing slack among all tight timing constraints
in O(E?) steps by running a breadth-first search that proceeasd yield a clock perioad’ < 7 with tolerancer.
until it discovers2 - E levels. Algorithm SGR runs very fast The absence of tight setup constraints from all directed cycles
in actual circuits because the number of vertices in the slaick?’(w, ) allows us to compute a labeling of its vertices such
graphs equals to the number of registers in the circuit at motat for each edge —¢, we have
which is usually far less thah.

(e —e) € S(m, 1) =(e)
B. Timing Bottleneck Elimination (e —e) € H(m,7) =1(e)

I(e) +1 (51)
I(e) (52)

v v

In this section we prove that algorithm SGR correctly iden-
tifies timing bottlenecks in a circuif, given a specified clock wherel(¢) andi(e) are the labels of ande, respectively. The la-
schedule, a clock periog, and a tolerance. We then prove bels/ can be computed by performing a single-source longest-
that it correctly retimeg7 to remove a tight timing constraint paths computation on a directed acyclic gréftir, r). This
that contributes to an identified bottleneck. graph is derived frori’(, 7) by grouping together into a single
Algorithm SGR identifies timing bottlenecks by detecting divertex all vertices that participate in the same strongly connected
rected cycles in the slack grafit{=, 7). The following theorem component formed by tight hold constraints. Fig. 7 shows the
proves that each timing bottleneckéhdoes indeed correspondderivation of 7”(x, 7) from a tight graphZ(«, 7). The solid
to a special directed cycle ffi(w, 7). In addition to bottlenecks lines represent tight setup constraints, and the dashed lines rep-
due to cyclic sequential paths @, the theorem encompassesesent tight hold constraints. The shaded nodésg form a
bottlenecks due to acyclic sequential paths from a primary ing@ihgle strongly connected component from edges corresponding
to a primary output, since each such path corresponds to a clogetight hold constraints and are grouped togetheFifir, 7).
path inT’(r, 7) that starts and ends with the vertex . Fur-  SinceT’(r, ) has no cycle containing a tight setup constraint,
thermore, it also considers possible bottlenecks due to acythe graphl” (w, 7) is acyclic. Itis thus possible to assign to each
sequential paths between any two registers since both setup eerdexe’ in 77(w, 7) the lengthl’(¢’) of the longest path from
hold constraints are considered. a source vertex, to ¢’ [4]. Fig. 7(c) shows the derivation of
Theorem 10:Let G = (V, E,d, §,w) be an edge-triggered labels onZ”(x, ). For each vertex € T that is also present
circuit, and letr andr be given reals. Moreover, lat,, : £ — inT’, we havel(e) = I/(¢). For all vertices: € T in the same
R andsy; : E — R be minimum and maximum clock schedstrongly connected component represented iy T7, we have
ules, respectively, such thét achieves a clock period with  [(¢) = ’(¢’). In other words, all vertices in the same strongly
tolerancer. Then for the given placement of registerginr is  connected component ifi have the same label.
the shortest clock period that clock scheduling can achieve withWe now define theslacko (¢) of a vertexe in T(w, 7) as the
tolerancer if and only if there exists a directed cycledi{(=,7) minimum timing margin over all hold constraints betweemnd
which contains a tight setup constraint. O all upstream registers i@ but not in the same strongly con-
Proof: (=) The proof is by contradiction. Specifically, wenected component and over all setup constraints between
show that if the directed graghi(w, 7) has no cycle containing downstream registers i8. Intuitively, this slack is the largest
a tight setup constraint, then there exist clock schedyjesnd value by which the skew betweenand anye¢ can increase
sy, such thats achieves a clock periad < 7 with tolerancer,  without violating any timing constraint except for hold viola-
thus contradicting the minimality of. To that end, we first de- tions within the same strongly connected component. If some of
scribe a procedure for labeling the verticedifr, 7). We then these timing constraints is tight, thete) = 0. In mathematical
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terms, for an edge —w in E with w(e) > 1, the margins(e¢) e —e ¢ T'(w, 7). In this case, a straightforward algebraic ma-

is defined as follows: nipulation yields
o(e) =i {{A( )+ sm() = smle) =7~ Do, 1)+ (50n(e) +7) = () + A1)
u;L/wuiveG’ wle) > 1, W(v,u) =0, S(W—ts—d)—ka.(l(e)l_l(a)
l(e) #1(e)} o-(l(e)—1(e) = 1)
U{r —t, - (D(v,1) = —t+ l
+sm(e) +7 = sm(e)) : <m—ts— %
w5 p S € Gow(e) > 1, o
W(v, ) = 0}}. (53) = (W - 7) — (55)

If the setup constraint betweenandce is tight, it follows that
The slack o of the tight graphT(x,7) is defined as ¢ —c e 77(x,7) andi(e) > I(¢) + 1. Therefore
o = min{o(e): e € E,0(e) > 0}. Based on the acyclicity

of T7(x,7), we can prove that > 0. Indeed, sincd”(r, 7) D6, 1)+ (5m(€) +7) — sm(e) + (i(e) — 1(e))

is acyclic, there exists a vertex € 1”7, and a corresponding ’ " e l

vertexe € 7T°, with no outgoing edge. Thereforehas no tight <D(v, 1) + (sm(e) +7) = sm(€) — %

setup constraint with any downstream registetsirMoreover, o

¢ has no tight hold constraint with any upstream registein <(m—ts) — 7

except for those within a strongly connected component. From o

the definition ofo(e) it follows thato(e) > 0, and therefore < (” - 7) —t (56)
o > 0.

From (54)—(56), and the definitions ef, ands’,, it follows
that s/, and sy, satisfy the setup constraint fromto ¢ with
clock periodr — /I and tolerance. A similar case analysis
shows thats/,, and s}, satisfy the hold constraint between
ande. Moreover, in the case thatande belong to the same
connected component ifi(w, 7), their clock schedules change
by the same amout - I(¢)/l, and the hold constraints among
them still hold tight. Therefore, there exists a clock schedule that
achieves a clock period’ < 7 with tolerancer.

(<) We now prove that if there exists a directed cyelm
, , T(m,7) which contains at least one tight setup constraint, then

su(e) = sm(e) + 7. 7 is the shortest clock period that clock scheduling can achieve
with tolerancer.

The following straightforward case analysis shows that the Consider an edge —« in ¢ that encodes a setup constraint on
new clock scheduleg,, ands’, satisfy the timing constraints in a combinational path from a register on edgé;v to a register
G for clock periodr — o /1 and tolerance. Letu v ~ 1 v on edgeu v in G. From (15) and (16), this constraint yields
be a path ir7 such thatv(e) > 1, w(e) > 1, andW (v, i) = 0.
By relying on the definitions of/, ands’,,, the setup constraint D(v, ) + sple) + 7 — smle) < m —t,. (57)
along this path can be written as follows:

We now rely on the labeling and the slacks to compute
new clock schedules],, ands’,. For each vertex € T, the
new clock schedule’,,(¢) is defined as

o-l(e)
l

S;n(c) = Sm(e) +

wherel = 14+max {{(e) : ¢ € T(m,7)}. Furthermore, the clock
schedules,,(e) is defined as

Alternatively, if e —¢ encodes a hold constraint frogm= to
u 5w, then (15) and (17) yield

D(v, p) + siy(e) — sp(€) =D(v, 1) + (57, ) S (€)
<8 (e)) A, u) + smle) = smle) =7 = tn. (58)
m l
By rearranging the terms in (57) and (58), we obtain the equiv-
+7 — <sm(6) + ] ) alent inequalities
=D(v,p) + (sm(e) +7) = sm(e) $m(€) — sm(€) + 7 <m — t, — D(v, ) (59)
+ <OTZ(C) _e ll(e)> sm(e) — smle) + 7 <A(v,u) — t,. (60)
=D(v,p) + (sm(e) +7) — sm(e)  Adding up (59) and (60) along we obtain
o - (I(e) —I(e))
i : (54) Z (sm(e) = sm(e)+7) < Z (m—ts = D(v, 1))
e—e€c e—eCeCy
The schedules,, and s,; satisfy the setup constraint be- + Z (v,u) — tn)

tweene ande with = and . If this constraint is not tight, then e—eCen,
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Fig. 8. Result of register relocation for the original circuit in Fig. 5. (a) Regisieshifted forward. (b) Registdr is shifted backward.

where ¢, and ¢;, denote the edges in that correspond to tight setup constraint. Sinee~ x is a subpath of ~ ¢, it fol-
setup and hold constraints, respectively. The summation on thes thatd(e ~~ z) < d(e ~» ¢) and the tight setup constraint
left-hand side of this inequality telescopes, yielding between: ande has thus been removed.
When line 7 executes, the delay along the setup path that

le| -7 < Z (m —t, — D(v, 1)) + Z (A(v,u) — t2) ends av is reduced. The corresponding tight setup constraint is

thus removed. Similarly, when line 10 executes, the setup path
(61) starting atv becomes shorter and the corresponding tight con-
where|c| denotes the edge count of the set. Since there existsint is eliminated. O
at least one tight setup constraint, we can now obtain the fol-The retiming transformations in lines 7 and 10 create the po-
lowing lower bound on the clock periad by rearranging (61) tential for further clock period and tolerance optimization. For

e—eCc, e—eCcy

as follows: example, consider the forward relocation of a regigtecross
a vertexy, under the conditions of the predicate in thetate-
|e| 1 ment of line 6. In the transformed circuit, the maximum de-
> T+ . ts + D(v ) '
s les] Z ( (v, ) lays of the paths that end atandx decrease byi(w), whereas

e—eCcy

1 the minimum delays decrease &§t.). Thus, clock scheduling
+— Z (tn — A(v,u)) (62) can redistribute a slack af{«) among other tight setup con-
Jes| e—e€cy, straints downstream from Moreover, it can redistribute a slack
of d(u) — 6(w) among other tight hold constraints downstream
where|c;| denotes the edge count of the sets. The right-hafrém x. It thus allows for the timing constraints to be met with
side of (62) gives a lower bound far that is independent of a shorter clock period or greater tolerance.
the clock schedules,,, and s,;. If the choice ofs,,, and s, The reader should note that even though they promote op-
does induce the directed cydten T'(x,7), (57) and (58) are timization, the retiming transformations of algorithm SGR do
satisfied with equality along. Propagating this equality all the not guarantee the improvement of the clock period or the toler-
way to (62), we infer that the lower bound is attained. Thereforance in the resulting circuit. When a register is shifted forward
the associated clock periads the shortest one achievable witho remove a tight setup constraint with a downstream register,
tolerancer. O forexample, a setup violation with an upstream register may re-
Theorem 10 implies that whenev&i(w,7) has a directed sult. A careful implementation of the relocation steps in lines 7
cycle which contains at least a tight setup constraint, the cloakd 10 of algorithm SGR should consider the violation of con-
period of a circuit cannot be improved by clock schedulingtraints that currently hold before deciding to move a register.
without reducing the tolerance to clock delay variations. Fig. 8 shows how register relocation can result in a faster or
Retiming can be used to “break” such cycles by relocating tieore delay-tolerant circuit. By examining the slack graphs in
registers along the critical paths of the circuit. The followingig. 5 form = 20 tu andr = 1 tu, we infer that vertex sat-
theorem shows that the register relocations in lines 3, 7, andisfles the condition in line 6 of algorithm SGR and can thus be
of algorithm SGR break a directed cycledijr, 7). shifted forward. Furthermore, vertésatisfies the condition of
Theorem 11:Each execution of lines 3, 7, and 10 in algoline 9 and can be shifted backward. The circuits resulting from
rithm SGR eliminates a tight timing constraint associated wittach of these possible transformations are shown in Fig. 8. With
the timing bottleneck detected inlines 2, 6, and 9, respectiMelytolerance remaining at = 1 tu, clock scheduling results in
Proof: When line 3 executes, a register is placed on a reg-shorter clock period for both circuits. The retimed circuit in
ister-free edge:, between the edgesande that give rise to a Fig. 8(a) achieves = 16 tu, whereas the circuit in Fig. 8(b)
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RSMINP(G, 7)
1 G, = RET(G) ©> retime for minimum clock period
2 (m,5M, Sm) = SCHEDMINP(G,,7) > schedule for minimum clock period with tolerance 7

3 while SGR(G,, sp, $m, ™, 7) = NOT FALSE

4 (7', sum, sm) = SCHEDMINP(G,, 7)

5 ifr <=

6 thenw = «'

7 else if no improvement for n consecutive iterations
8 then break

9 return (G, 7, Sp1, )

Fig. 9. Procedure RSMP for simultaneous retiming and clock scheduling to minimize clock period.

RSMAXT(G, «)
1set G, = RET(G) D retime for minimum clock period
2 (7, 8M,5m) = SCHEDMAXT(G,,7) > schedule for maximum tolerance with clock period =

3 while SGR(G, sar, Sm, ™, T) = success

4 (7', 8M»8m) = SCHEDMAXT(G;, )

5 iftr' >

6 then7 = 7’

7 else if no improvement for n consecutive iterations
8 then break

9return (G,, T, a1, 8m)

Fig. 10. Procedure RSMT for simultaneous retiming and clock scheduling to maximize clock delay tolerance.

achievesr = 15 tu. The intervals above the register namewith minimum clock period under zero clock skew. The reg-
specify the ranges of the skewed clock arrival times. Alterngsters in this circuit have been relocated so that maximum de-
tively, with the clock period fixed at = 20 tu, clock sched- lays are distributed evenly along its paths. In line 2, algorithm
uling can increase the delay tolerance of both retimed circuBsHEDMINP solves the clock scheduling optimization problem
to 7 = 2.5 tu. The ranges of the clock arrival times are givefor G, with tolerancer. Based on Section lll, this computation
below the corresponding register names. can be performed by binary searching the tolerance domain with

a single-source shortest-paths algorithm. Whée loop in lines

3-8 iterates until the clock period cannot be reduced any further
C. Period and Tolerance Optimization for a predefined number of iterations. Each execution of line

3 invokes algorithm SGR with the objective to relax the tight

This section describes two heuristic procedures for the opgbtup and hold constraints for the clock schedu)gss,; and
mization versions of the retiming and clock scheduling problermhe corresponding optimal clock periedeturned by algorithm
These procedures are not guaranteed to find the optimum sagrepMINP. In line 4, clock scheduling is performed on the re-
tion to their respective problems. As shown in Section VI, howimed circuit@,. returned by algorithm SGR. Lines 5-6 update
ever, they outperform the MILP-based binary search algorithfge best solution found so far. The loop exits when no f&vis
by achieving a good tradeoff between program runtime and cfsund or the clock period has not improved for a given number
cuit performance improvement. of times.

Fig. 9 gives pseudocode for algorithm R8I that performs  Fig. 10 gives a pseudocode description of algorithm RSW
simultaneous retiming and clock scheduling to minimize clodr maximum-tolerance retiming and clock scheduling. Sim-
period. Given an edge-triggered circaitand a target delay tol- ilar to algorithm RSMNP, this procedure is based on sched-
erancer, algorithm RSMNP returns a retimed circui,.,, an uling-guided retiming to create a sequence of retimed circuits
optimal clock periodr, and clock schedules,; ands,, such and converge toward an optimal tolerance. Given an edge-trig-
that GG,. achievesr with the given tolerance. The main idea gered circuitG and a target clock periodl, this procedure re-
in this heuristic is to iteratively perform clock scheduling folturns a retimed circuif,., an optimal clock tolerance, and cor-
lowed by scheduling guided retiming. In line &,. is initial- responding clock schedules; ands,, such that3,. achieves
ized to a retimed version of the input circ(it that operates the given clock period with maximum tolerance. Procedure
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ScHEDMAXT in line 2 performs a binary search to compute the TABLE |
maximal delay tolerance thet,. can achieve with clock period STATISTICS OF TEST CIRCUITS
7. Next, thewhile loop in lines 3-8 iteratively retimes,. until —
tolerance cannot be improved any further or no new retiming number |  circuit | nodes | edges | n°
can be found. 1 bbara 72 199 | 5.30
2 bbtas 44 100 | 4.08
VI. EXPERIMENTAL RESULTS 3 |beecount | 56 | 132 | 6.80
4 daio 26 39 3.23
In this section, we discuss extensive experimental results 5 dk14 84 253 | 6.30
from the application of retiming and clock scheduling to the 6 dk15 61 166 | 5.87
optimization of the LGSynth93 and ISCAS89 benchmark 7 dk16 139 | 586 | 9.88
circuits. The statistics of the circuits in our test suite are given 8 dk17 53 127 | 5.28
in Table I. Section VI-A presents the results we obtained for the 9 dak27 34 64 | 41
clock period minimization problem and Section IV-B gives our 10 dk512 53 121 [ 4.55
results for the tolerance maximization problem. In both cases, 1 exl 222 | 916 | 1611
the combined application of the two optimizations resulted 12 exd 88 | 225 | 643
in significant improvements over the separate application of 13 ex6 121 | 398 | 8.22
either of the two. We also compared the results of our heuristic 14 Lion 24 | 42 349
. . . . 15 opus 93 264 9.37
with those of sequential retiming and clock scheduling. For 16 51196 863 | 1357 | 2121
the circuits in our test swt.e,.our heurlstu_: achieved marginally 17 s1238 gs4 | 1401 | 19.96
better speedups than retiming for maximum speed followed 18 s1423 | 1105 | 1586 | 48.28
by scheduling for maximum speed. With respect to tolerance 19 s208.1 139 | 217 | 568
maximization, however, our heuristic achieved 12% higher 20 s208 54 129 | 5.13
tolerance, on the average, than sequential retiming and clock 21 5298 166 | 297 | 6.18
scheduling. Our proposed heuristic approach was orders of 22 s344 272 | 392 [ 1534
magnitude faster than the exact MILP-based optimizer with 23 5349 278 | 401 | 1551
little sacrifice in accuracy. Our software was developed in C 24 5382 302 | 456 | 12.29
and ran on a Pentium Pro Il with 128MB of main memory. 25 s386 190 | 385 | 10.12
26 5400 323 | 487 | 12.04
. s 27 £420.1 | 362 | 528 | 10.57
A. Clock Period Minimization 28 <40 65 196 | 624
Simultaneous retiming and clock scheduling was applied to 29 s444 260 | 437 | 8.06
improve the clock period of LGSynth93 and ISCAS89 bench- 30 $526 363 | 610 | 10.05
mark circuits. We first evaluated the extent to which the com- 31 s526n 325 | 582 | 857
bination of retiming and clock scheduling is better than either 32 s641 412 | 587 | 38.67
optimization. We subsequently compared our heuristic with the 33 s713 478 | 691 | 46.26
sequential application of the two optimizations. 34 $838.1 | 734 | 1076 | 13.48
The following experimental methodology was used to com- 35 s838 722 | 1004 | 46.99
pare the joint retiming and clock scheduling with either of the ;g 5153 17;:9 i;gg ;i'g
two approaches. First, for each circuit, the shortest clock pe- 18 :S: 110 | 355 8'15
riod under zero skewr® was computed. Subsequently, each 39 fav 40 7 3'65
benchmark circuit was optimized by retiming, clock scheduling, -

and simultaneous retiming and clock scheduling to achieve the
minimum possible clock periods?, =2, andny,, respectively.
All clock periods were computed with zero tolerance. Simulta- To explore the potential of simultaneous retiming and clock
neous retiming and clock scheduling was performed using theheduling on a test suite that is more representative of typical
heuristic procedure RSIMP. circuits, we slightly modified the original benchmark circuits
Fig. 11 gives the relative improvemantn {#2, 7} /x%,—1 by inserting an additional register into each single-register loop.
achieved by heuristic retiming and clock scheduling over ttgpecifically, each register whose output was connected to its
best result obtained by either retiming or clock scheduling. O@wn input via a purely combinational path was replaced by a pair
results show that combined retiming and clock scheduling dogfack-to-back registers. This modification does not change the
improve over the separate application of the two optimizatiorglock period of the unoptimized circuits. It nevertheless creates
Improvements greater than 10% are achieved in only five casere potential for retiming and clock scheduling to improve
however, and most of the circuits show no improvement. Thégrcuit performance.
relatively unimpressive performance can be attributed to theThe optimal clock periods, »7*, and »)X were com-
structure of our original test circuits. Most of these circuitputed on the modified test circuits. Relative improvements
are finite state machines with single-register loops or within {#/*,#7*} /#72 — 1 are given in Fig. 12. Simultaneous
input/output combinational paths. Thus, they are not amenabéiming and clock scheduling improved the clock period for

to performance optimization by retiming or clock scheduling.more than half of the modified test suite. For one-third of
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Fig. 11. Relative clock period improvements with original circuits over retiming or clock scheduling.
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Fig. 13. Relative clock period improvements with modified circuits over the sequential retiming and clock scheduling.
the test circuits, improvements exceeded 10%. In four cases, TABLE I

relative improvements exceeded 30%. The average improvg-LOCK PERIOD MINIMIZATION WITH ALGORITHM RSMINP AND AN EXACT
) L . MILP-BASED BRANCH-AND-BOUND ALGORITHM
ment was 8%. These results show the superiority of combined

reummg apd (_:Iock scheduling to the separate application of th Circuit RSMINP MILP Ar™ (%)
two optimizations.

In addition to the separate application of retiming or clock 7ys | CPU (sec) | % | CPU (sec)
scheduling, we compared our heuristic algorithm RSM 455, 0.63 02! 063 1902.2 1
with a relatively straightforward sequential heuristic. Specif-
ically, for all modified circuits, we computed the minimum k27 201 0.2} 201 63306.1 0
possible clock periods;”, that can be obtained by performing beecount | 3.07 1.9 | 3.07 t/o 0
m_|n|mum-pe_r|od retiming fqllowed by minimum-period sched- 4, ;5 3.35 171 335 29715 0
uling. As with our heuristic, the tolerance was set to zero
Although this heuristic may fail to obtain the shortest possible =~ %17 2.63 181 262 vo 0
clock period, as we demonstrated in Section |, it proved to bt 1ion 1.37 01| 137 141.8 0
qun.e effefcfuvg on our _mod|f|ed circuits W|th.res.pect to clock <208 192 261 192 o 0
period minimization. Fig. 13 shows the relative improvements
obtained by our heuristic over the sequential heuristic on th ~ tav 1.72 031 1.72 3.8 0
modified circuits. Noticef_;lble_ improvements_ were achievec ¢g3g.1 7.13 1001.1 1 7.13 /o 0
for qnly a quarter of the circuits in the test suite. Average_ anc <1423 2565 | 351250 | 39.20 Vo e
maximum improvements were 1.6% and 28%, respectively-
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The runtime of Procedure RSNP was always longer than thatthis paper, we did not consider register sharing, and therefore
of the sequential heuristic, since RB\W? uses the sequentialthe fanout did not change during retiming.
heuristic as a preprocessing step. If RS8M could not find
a petter sqution than the sequential _heuristic, it terminated Delay Tolerance Maximization
quickly and achieved comparable runtimes. Whenever Proce-
dure RSMNP computed better solutions, however, its runtime In addition to clock period optimization, we applied retiming
could be several times longer then the sequential heuristic. and clock scheduling to our modified benchmark circuits to
To evaluate the relative speed and efficiency of our retimirigaximize their tolerance to clock delay variations. In our exper-
and clock scheduling heuristic, we independently developednaents, target clock periods ranged frén65 x = to 7°. For
MILP-based branch-and-bound solver. Table Il compares tBach clock period, the test circuits were optimized by retiming,
runtimes and output clock periods of the two programs for@ock scheduling, sequential retiming and clock scheduling, and
subset of our test suite. In general, the CPU requirements of y@cedure RSMXT to achieve the maximum tolerancg, 7.,
MILP-based optimizer grow very fast, due to the high compusZ;, and 7, respectively. The sequential heuristic performed
tational complexity of mixed-integer linear programming. Withninimal-period retiming followed by maximal tolerance sched-
a 48-hour timeout, the MILP-solver runs out of time on mostling with the given target clock period.
circuits, without having discovered a better solution than the Generally speaking, retiming had little effect on tolerance im-
heuristic scheme. The last column of Table 1l shows the relatipgovement in our experiments and was outperformed by clock
clock period improvement achieved by the MILP-based solveecheduling for most circuits. The sequential heuristic achieved
over our heuristic. Except for daio, the fastest circuit computébe highest tolerance among®, 7, and7,”,. As shown in
by the heuristic is as good as that of the MILP solver. For daibigs. 14-18, for most target clock periods and most test circuits,
the heuristic solution comes within 1% of the MILP solver. Imur heuristic RSMXT achieved higher tolerance than the best
the case of s1423, the heuristic computes a better solution, &ehievable by the other three optimization methodsnFerr®,
cause the exact solver reaches its timeout limit before disc@lock scheduling performs as well as the combined application
ering a better solution. Whenever the exact solver terminatfsretiming and clock scheduling in almost all cases. When the
with the optimal answer, it is one to five orders of magnitud&rget clock period is relatively long, each circuit has only a few
slower than the heuristic. critical paths and abundant timing slack that can be distributed
In all the experiments, gate delays were derived from theéth no need for register relocation. It is thus possible for clock
widely used linear delay formula 4 b - fanout. For each scheduling to set the clock arrival times near the middle of their
gatew, we setd(v) = a + b - (fanout + rand) andé(w) = respective permissible ranges, thus achieving the same tolerance
a+ b (fanout — rand), wherea andb were parameters ob- as the combination of retiming and clock scheduling. As the
tained from the library iwls93.mis2lib in the LGSynth93 benchtarget clock period decreases, our retiming and clock scheduling
mark. The parametetand was a random number uniformly heuristic outperforms the other three alternatives by an increas-
distributed in the interval [0,1). The relatively small range ahgly higher margin. Moreover, itis capable of achieving shorter
this parameter resulted in small variations between the mateck periods than the alternatives. Fig. 19 gives the fraction of
imum and minimum gate delays, thus limiting the effectivenegst circuits for which our heuristic and its three alternatives can
of combined retiming and clock scheduling over the sequentathieve correct timing. For = 0.65 x 7%, Procedure RSkix T
application of the two heuristics. The delajyands were com- can meet the required timing for about 20% more circuits than
puted once and then were kept constant throughout the retimthg combination of the other three methods.
process. Although fanout can change in zero-skew retiming,For each circuit and each target clock periodwe cal-
when clock skew is not zero, registers can only be merged wharlated the normalized tolerance? /=« achieved by our
they have the same skew, an event that occurs very rarelyhiguristic RSMXT and the best of the other optimizations
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Fig. 17. Optimal tolerance with = 0.75 x w°.

max {7, 7", 7,7} /7. Whenever the target clock periodthus most promising for high-speed circuit design with a tight
could not be achieved, we set tolerance to zero. Fig. #éning budget.

shows the average tolerance improvements with respect tdrable Ill compares the efficiency and effectiveness of the
the target clock period. As the target decreases, averageheuristic solver and the MILP-based solver for a target clock of
relative improvements increase monotonically, exceeding 25%5 x 7°. With a timeout limit set to 48 hours, the MILP solver
atw = 0.65 x 70 and averaging 12% across the entire rangenproves the tolerance of only a small number of circuits from
Our combined retiming and clock scheduling methodology @ur test suite. For every circuit omitted from the table, the MILP



LIU etal: RETIMING AND CLOCK SCHEDULING FOR DIGITAL CIRCUIT OPTIMIZATION 201

1.6
1.4
1.2

1.0

tolerance(tu)

0l LET Tl |I Iﬂ'

1 23 456 7 8 910111213 14151617 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39
benchmarks

O Best of Retiming, Scheduling, and Sequential Heuristic B RSMAXT

Fig. 18. Optimal tolerance with = 0.65 x =°.

| (WY

L
&
7 HET
=
-4
g
g
% T0% |

%

{65 0.7 0,75 & (.55 no {105 i
clock perod
—#— Best ol Betimumg. Scheduling. and Sequential Heunsbc —8— Bibadax]

Fig. 19. Percentages of circuits that achieve correct timing under different target periods.

solver reaches its timeout without any improvement in circuitdge-triggered registers. Our work encompasses delay vari-
tolerance. Whenever both algorithms yield improvements, thdons caused by process parameter variations, temperature
heuristic is one to five orders of magnitude faster than the MILfRictuations, and power supply variations. It is also applicable
solver. The relative effectiveness of the MILP-based algorithta the case of variations in clock signal delays due to clock
over the heuristic approach is shown in the sixth column gfting or other data-dependent hardware mechanisms.

the table. For all circuits but lion, the heuristic outperforms the In the context of setup and hold constraints, we show that the

MILP-based algorithm. combined optimization can result in faster or more tolerant cir-
cuits than when either of the two optimizations is applied sep-
VII. CONCLUSION arately or sequentially. We give a precise mixed-integer linear

This paper explores the application of simultaneous retimipgogramming formulation for the basic problem of retiming and
and clock scheduling for maximizing the operating speed olock scheduling with a target clock period and a specified tol-
the delay-variation tolerance of synchronous circuits withrance to variations in the clock signal delays. Moreover, we
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Fig. 20. Relative tolerance improvement by R&M over the best achieved by retiming, clock scheduling, or sequential retiming and clock scheduling.

COMPARISON OFALGORITHM RSMAXT AND AN EXACT MILP-BASED SOLVER

TABLE 1l

FOR DELAY TOLERANCE MAXIMIZATION

Circuit RSMaxXT MILP AT (%)
T | CPU (sec) | 773 | CPU (sec)
daio | 0.30 0.1 030 | 7504.6 0
dk27 | 1.21 1.0 1.07 t/o -12
dk15 | 0.53 1.9 0.53 | 93827 0
dk1l7 | 1.23 4.8 1.18 t/o -4
lion | 0.83 0.1 0.86 3743 4
s208 | 1.15 36.8 1.11 t/o -3
s420.1 | 1.15 119.2 1.04 t/o -10
tav 0.70 0.3 0.70 19.1 0

sequential retiming and clock scheduling. In general, relative
tolerance improvements were higher with more aggressive
clock periods, thus suggesting the particular effectiveness of
the simultaneous optimization for high-speed circuit design.
Our work can be generalized to encompass several varia-
tions of the retiming and clock scheduling problem. The basic
MILP formulation can be extended in a straightforward manner
to include a register minimization objective so that the target
clock period and delay tolerance are achieved with the minimum
number of registers. It can also be extended to handle more gen-
eral delay models that account for changes in the register loca-
tions or impose restrictions on the mobility of certain registers.
An interesting problem in practice would be to investigate
the effectiveness of combined retiming and clock scheduling
when clock delay values are discrete or multiples of a basic
delay. Another challenging and interesting research topic is the
investigation of retiming and clock scheduling in the context
of level-clocked circuitry with level-sensitive latches and mul-

present efficient and effective heuristics for the two optimizdiPhase clock schemes.

tion variants of the basic feasibility problem.
Experiments with a test suite obtained by modifying
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