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Abstract—The conventional power network design process
requires iterative modifications to the existing power network
to eliminate hot spots and to converge to target impedance
parameters. At later stages in the IC design process, this proce-
dure may require significant time and human resources due to
the limited flexibility to accommodate necessary changes. Power
delivery exploration during early stages of the design process
may bring considerable savings to the system development effort.
The number of iterations may be greatly reduced by choosing
the initial parameters sufficiently close to the optimum. This
paper presents a power delivery exploration framework based
on constrained global optimization. The power network param-
eters are estimated at early stages of the development process,
while considering both electrical and nonelectrical factors, such
as area and cost. A Laplace transform-based circuit simulator is
described that is well suited for optimization purposes due to the
high computational efficiency when a large number of iterations
is required. The proposed framework has been applied to the dis-
tribution of voltage domains in a large scale complex integrated
system, while minimizing the cost of the decoupling capacitor
placement. The optimal number of voltage rails are determined,
demonstrating an approximately 40% lower on-chip area than
alternative solutions.

Index Terms—Design methodology, design optimization, power
quality, power system modeling, system-on-chip, time to market.

I. INTRODUCTION

OWER delivery is pivotal to the performance of mod-
ern integrated systems [1]. Violating limitations in power
delivery, such as load voltage droop, thermal characteristics,
and power dissipation, may cause a variety of issues, such as
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circuit malfunction or overheating. Due to the high level of
complexity in modern systems, it is difficult to monitor power
delivery characteristics throughout the system development
process. This approach adds risks to the entire development
flow. Unsatisfied power quality constraints at later stages
of the design process may require unacceptable time and
resources.

One strategy for reducing the burden of modifying the
power network is overdesign, such as using additional
interconnections and pins for power or larger and more numer-
ous decoupling capacitors. This strategy increases cost and
allocates less metal and pin resources for signaling, and less
area for the functional circuitry [2]. In addition, external fac-
tors, such as cooling power or cost, shift the resulting system
even farther from the optimal objective.

Numerous works on power delivery optimization at vari-
ous levels of abstraction exist. At the circuit level, several
power regulator models have been proposed. On-chip volt-
age regulation has increased with minituarization of switching
dc—dc converters [3] and on-chip integration of switched
capacitor converters [4]. A notable improvement of power
regulation is presented in [5], where power delivery in smart
phones is improved using a combination of static and dynamic
techniques. Integration of on-chip dc—dc regulators has been
proposed in [6] and [7] to achieve higher regulation efficiency
with smaller area.

Power management has been deeply investigated from an
architectural perspective. The work of [8] presents a frame-
work for system-wide dynamic voltage scaling with thermal
considerations that improves overconstrained circuits based
on worst case scenarios. In [9], the GradualSleep strat-
egy has been proposed to minimize on-chip static energy
dissipation. More recent works describe paradigms suit-
able for modern circuit-level power management solutions.
A system-level theoretic framework for optimizing decou-
pling capacitor and parasitic inductance is proposed in [10].
In [11], a framework for combining switching and linear
regulators within a single system is presented that pro-
vides high efficiency linear regulators and superior regula-
tion characteristics in switching converters. A system-level
power management system is described in [12], where
the electrical and thermal characteristics are monitored to
make appropriate adaptations, such as dynamic voltage and
frequency scaling (DVES) based on system temperature and
workload.
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Despite the maturity of the field, power delivery in VLSI
systems is rarely approached from a constrained optimization
perspective. In [13], quadratic programming methods are
exploited to reduce the impedance profile of the power delivery
network at frequencies of interest by sacrificing the impedance
at less relevant frequencies. More recent work [14] utilizes dif-
ferential evolutionary optimization to suggest the impedance
profile of a physical structure. Constrained global optimization
provides a natural framework for design exploration of power
delivery systems. The primary strength of the technique is
flexibility, allowing different design objectives and constraints
to be considered, including thermal and cost parameters. The
subsequent sections provide a deeper insight into this proposed
methodology. In Section II, the necessary components of
the proposed framework are described. Several case studies
are provided in Section III to demonstrate the validity of
the proposed approach. The strengths and limitations of the
proposed methodology are discussed in Section IV, concluded
by a summary in Section V.

II. PROPOSED OPTIMIZATION FRAMEWORK

The standard design process in the absence of power
network design exploration is shown in Fig. 1 [15]. Due to the
lack of preliminary information, power delivery network anal-
ysis is performed during the placement and routing stage [15].
If the circuit does not comply with power quality and voltage
droop objectives, the power network is changed or resynthe-
sized. The verification and redesign processes repeat until the
resulting power network satisfies the required specifications.
Due to the significant time required to evaluate and refine the
power delivery network at the system level, multiple design
iterations at later stages of the development process are highly
undesirable, as these changes may cause delays on the order
of days.

To mitigate potential losses, the number of power network
redesigns needs to be minimized, preferably to zero. Power
delivery exploration can provide valuable guidelines for power
network synthesis, bringing the resulting system close to the
optimal state. Two important characteristics of the early design
stages are worth noting. First, the lack of accurate electrical
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Fig. 2. Proposed power network optimization process.

data creates a high degree of uncertainty in the power network
development process. The assumptions made at this stage are
crucial. Second, before the primary design parameters are fixed,
a high degree of flexibility exists. For example, the number of
voltage domains may significantly affect the efficiency of the
system at the expense of additional metal resources or increased
power noise. Exploiting these tradeoffs is crucial to unlocking
the full potential of the overall power delivery system.

The proposed power delivery exploration process is illus-
trated in Fig. 2. The process is general and varies greatly
with different inputs. The process starts with the analysis of
the design specifications. A model of the power network is
used to estimate the electrical metrics. Nonelectrical metrics
of interest are also identified and certain design flexibilities
are identified. After the required components are character-
ized, the functions are passed to optimization algorithms. The
result of the optimization process is a set of design guidelines
that ensure proper operation without excessive overdesign. A
more detailed explanation of the proposed exploration process
is provided in the following sections.

A. Specification of the Electrical Design Requirements

A model of the power delivery network consists of four
components: 1) topology; 2) voltage sources; 3) load currents;
and 4) impedances. The topology reflects the relative place-
ment of the elements within the netlist, supporting a compre-
hensive circuit analysis process. Technology information, such
as the number of metal layers or interconnect conductivity,
and design specifications, such as the interconnect dimensions,
determine the parameters of the power network model. One of
the simplest and most widespread power network models is the
hierarchical model shown in Fig. 3 [1], composed of cascaded
lumped sections consisting of series RL segments, representing
the interconnects and solder bumps, interleaved with parallel
RLC segments, representing the decoupling capacitors, with
an equivalent series resistance and inductance.
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Simplified model of power delivery network for optimization

More advanced topologies are necessary to evaluate the
information from lower abstraction levels, such as the on-chip
mesh. However, due to the lack of topology information dur-
ing the early design phase, the development of a more accurate
circuit model of a power network is a complex task.

The voltage source represents an idealized on-board reg-
ulator. For simplicity, a constant voltage supply is assumed.
The main source of power consumption is modeled as a cur-
rent source, representing the current delivered to the functional
blocks, on-chip regulators, and leakage current. A current pro-
file is necessary to evaluate the reliability of the network.
Functional block information is used to model the profile of
the load current [16]. Alternatively, the current profile may
be modeled as a constant average current with a worst case
current pulse [15].

Once the power network model is determined, it is necessary
to convert the design goals and technology limitations into a
functional form. For example, any limitations on voltage droop
can be represented as

Droop = min(Vioad(?)) (1)
Vs
where V1 ,4(?) is the load voltage and V; is the supply voltage.
The power distribution efficiency, in turn, is

P
Eff — Load

: 2
m

where Proaq and Pj, are, respectively, the power dissipated

by the current source and the total dissipated power. These

specifications are necessary to convert the metrics of interest

into the optimization functions.

B. Specification of Nonelectrical Design Requirements

In this paper, the nonelectrical parameters are described as
the system characteristics that are not directly inferred from
the circuit model of the power network. These nonelectri-
cal parameters include the on-chip temperature, manufacturing
cost of the components, and area of the circuit elements. An
externally supplied model is required to link the nonelectrical
metrics and electric performance of the system. For example,
if the mean time to failure (MTTF) is of concern, optimizing
MTTF would place an upper limit on the current density and
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temperature, as shown in [17]
K E,
MTTF = —exp( — (3)
Jll kT

where K and n are material and process constants, E, is the
activation energy, k is the Boltzmann constant, 7 is the tem-
perature, and j is the current density. Based on the analysis
process, such as the individual currents, combined with exter-
nal data, such as the wire dimensions, the current density in
all of the elements is estimated to minimize this metric given
the constraints.

C. Combination of Electrical and Nonelectrical Metrics

The final form of the optimization function is

Xopt = min(f(x)), subjectto c(x) <0 4)

where x and xop¢ are the variables and correspond to the
optimal parameter vectors, f(x) is the function being opti-
mized, and c(x) is a set of constraint functions. The power
delivery exploration process is formulated as in (4) to allow
the application of constrained optimization algorithms.

The electrical analysis process needs to provide sufficient
information to allow the nonelectrical metrics to be evalu-
ated. The comprehensive optimization function requires an
expression of the external metrics in terms of the variable
parameters, electrical metrics, or both. For example, with adap-
tion of [18], the MTTF of the interconnect segment can be
approximated in terms of the interconnect dimensions and
current

MTTF =

. 5)

rms

K, W"H" <K2W2H2>
X
rms

where W and H are, respectively, the interconnect width and
thickness, Irms is the RMS current through the segment, and
Ki, K7, and n are process and material related constants.
Electrical metrics, such as the RMS current through the seg-
ment, are evaluated from simulations of the power network.
The variable parameters determine the characteristics of the
power network model. For example, the dimensional param-
eters can be used to determine the impedance of the circuit
elements. The formulated metrics are combined to create the
objective function and set of constraints.

If multiple design objectives exist, a weighted sum of each
objective is used to minimize each objective. The resulting for-
mulation is shown in (6) to (9), where Vj is the supply voltage,
Ws.pie and H; pie are, respectively, the top level interconnect
width and thickness, wi and wy are weight parameters, Ajn(x)
is the total area of the metal expended for the interconnect, and
Droop,,,« and Effyi, are design constraints on, respectively,
the voltage droop and efficiency. The objective function is the
weighted sum of the MTTF and cost, minimizing both met-
rics. To be satisfied, both cj(x) and c2(x) need to be greater
than or equal to O, ensuring that the droop is not larger than
Droop,,,« and the efficiency is not less than Effyi,

X = [V.Ys WS,Diev Hs,Die] (6)

f) = MTTF(x) + w2Ainc(x) (7
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c1(x) = Droop(x) — Droop,,,« ®)
c2(x) = Effin — Eff(x). )]

D. Circuit Simulation Procedure

During the optimization process, the circuit parameters are
varied and the corresponding electrical parameters are evalu-
ated. An efficient circuit simulator is the cornerstone of this
procedure as the quality and timeliness depend upon the speed
and accuracy of the simulator. Two simulation methods are
utilized. The first method is commercial HSPICE [19] which
requires a special interface with the programming language.
The primary advantage of this approach is the versatility of
the simulator. With the variety of available models, a wide
range of circuits can be simulated and, therefore, optimized.
The disadvantage of this approach is the communication over-
head between the programming language and HSPICE which
dramatically increases the simulation time.

Another approach is a custom Laplace transform-based sim-
ulator, requiring no interface with the programming language.
The Laplace transform is widely used for simulation and
optimization of linear circuits and systems [20], [21]. The pri-
mary advantage of this approach is the higher speed of the
simulation due to the lack of communication with an external
language and application-specific code optimization. A signifi-
cant limitation is the narrow applicability of the method - only
linear systems can be simulated using this approach due to
the Laplace transform. A variety of methods exist, however, to
extend the Laplace transform to nonlinear circuits. In [20], the
switching transistors are replaced with lumped RC elements. A
piecewise-linear model is another common approach for apply-
ing Laplace transforms to nonlinear systems. This method is
particularly compatible with sequential switching [22], [23]. A
modification of the Laplace transform applicable to a certain
class of nonlinear systems is introduced in [24]. Incorporating
this method into the proposed framework may significantly
extend the applicability of the proposed tool.

The proposed optimizer is applied to a model of a
power network, which typically consists of passive RL-RLC
branches [1]. The active devices, such as a voltage regulator
or load transistors, are replaced with equivalent linear mod-
els to offset the error due to the assumption of linearity,
which enables the use of a Laplace transform-based opti-
mizer. In cases where the power network model is nonlinear
(e.g., a power gated network), typically slower, numerical
simulation tools can be utilized, such as HSPICE [19] or
Verilog-AMS [25]. The choice between an active and passive
power network model, therefore, becomes a tradeoff between
accuracy and computational speed.

The Laplace transform-based process is shown in Fig. 4.
The circuit elements are represented in the s domain. The
fixed parameters are expressed numerically, while the vari-
ables are represented as symbolic variables. For instance, the
impedance of a capacitor with a variable capacitance, fixed
equivalent series resistance of 1 mS2, and fixed equivalent
series inductance of 10 pH can be presented as

1
ZczlmQ—l—lOpHxs—i—F (10)
S
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where the capacitance C is shown as a symbolic variable, Z. is
the equivalent impedance of the capacitor, and s is the Laplace
domain parameter.

After the circuit elements are expressed in the Laplace
domain, a modified nodal analysis is applied. The circuit is
modeled in terms of six input matrices, representing connec-
tions and parameter values, as shown in [26]

e blli]=[7]

where V and I are, respectively, the node voltages and currents
through the voltage sources, Y is the matrix of nodal admit-
tances, while B, C, D, J, and F encode current and voltage
sources, including controlled sources. The constructed matrix
equation is solved for [V, I17 using left matrix division.

The resulting vector represents the node voltages and source
currents in terms of symbolic parameters in the Laplace
domain. Dividing the resulting vectors by the source produces
the transfer function, as shown in

bys™ + -+ by
Aus™ + -+ ag
The coefficients of the transfer function are expressed as a
function of the variable parameters
bi = frnum ()
a;i = fi,den(%).

Y

H(s) = (12)

(13)
(14)

While the aforementioned procedure is computationally
expensive, requiring a solution of the symbolic matrix system,
the process only needs to be performed once for a particu-
lar circuit topology. Modifications of the variable parameters
only change the value of the coefficients, b, ...bg ay...ao,
while the symbolic representation remains intact. The speedup
due to the proposed simulator is, therefore, largely depen-
dent upon the number of iterations N during the optimization
process. The speedup is estimated as

In

Speedup = ——
i

5)
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TABLE I
VOLTAGE DOMAIN SPECIFICATIONS OF POWER DELIVERY NETWORK ADAPTED FROM [29]

Rail # | Voltage | Voltage Current Current Peak slew Function
max, V | min, V | max, mA | min, mA | rate, A/us
Al to A4 1.42 0.97 5,830 416 1,000 CPU core
A5 1.20 0.99 3,150 225 500 GPU
A6 1.33 1.00 10 1 500 USB
A7 1.93 1.67 10 1 500 GPS
A A8 1.93 1.72 30 1 500 DSP
A9 1.93 1.67 10 1 500 Camera
Al0 1.93 1.67 10 1 500 Audio
All 1.93 1.67 1,500 58 500 LTE+WiFi
Al2 1.55 1.00 3,150 225 500 Memory
B1 to B4 1.42 0.97 5,830 416 1,000 CPU core
BS 1.20 1.00 3,160 226 * GPU+USB
B B6 1.93 1.67 1,500 58 500 LTE+WiFi
B7 1.93 1.72 60 4 * GPS+DSP+Camera+Audio
B8 1.55 1.00 3,150 225 500 Memory
Cl1 1.42 1.00 26,470 1,889 * CPU+Memory
C C2 1.20 1.00 3,160 226 * GPU+USB
C3 1.93 1.72 1,560 62 * GPS+DSP+Camera+Audio+LTE+WiFi
. . . . . TABLE 11
where t, and ¢, are the time per iteration using, respectively, PARAMETERS OF DECOUPLING CAPACITOR COST [31]
numerical analysis and the Laplace transform-based simula-
tor, and fgerp is the time required to determine the transfer Die Package | PCB
; ; Cost per m? [x $1,000] 200 8 0.5
function (12). Note that typically fsewp > t;, > tg, thus the per m-
.. . . Insulator thickness [wm] 0.7 10 50
speedup converges to a positive value with large N, while Relative permittivity 39 76 a3
approaching zero with small N. Since most optimization pro- Cost per capacitance [$/nF] 4.06 1.97 0.63

cedures require a large number of iterations to determine the
global minimum, the creation of a symbolic transfer function
represents a negligible fraction of the total computational time.

To simulate the transfer functions and extract the numeric
data, the coefficients of the transfer functions of interest are
calculated and converted into a state space model. A variety of
efficient state space model simulation packages are available,
such as LAPACK [27] and LTITR [28]. The input waveform
and state space model are passed to the simulators to calcu-
late the output waveform. This approach achieves significant
speedup as compared to conventional, purely numerical algo-
rithms. Applying a state-space model, the output waveform
can be determined without solving the matrix equation dur-
ing each time step. Conversion of a circuit into a matrix form
is performed only once, greatly reducing the computational
overhead. With the large number of circuit simulations during
the optimization process, significant optimization speedup is
achieved, as described in Section III.

III. CASE STUDY

The problem of choosing the optimal number of rails is
an important power delivery exploration issue. Utilizing sev-
eral voltage domains may bring considerable savings in terms
of power, while achieving performance goals [30]. At early
stages of the design process, planning the circuit topology
is problematic since the resulting power delivery character-
istics are difficult to estimate in advance. In particular, it is
unclear whether the power network is sufficiently conductive
to satisfy voltage droop requirements. Separation of the low
voltage circuitry from the rest of the IC is an attractive option
to reduce power consumption due to the quadratic relation-
ship between power consumption and operating voltage. The

scaled voltage is, however, less robust to sudden load current
fluctuations, possibly violating droop requirements, allowing
the device to malfunction. Moreover, utilizing separate power
networks requires less metal resources for each rail, resulting
in a power delivery network exhibiting higher impedance.

To investigate this problem, three power networks are con-
sidered, 12 rail (A), 8 rail (B), and 3 rail (C) systems. The
impedance characteristics of these networks are based on [29]
and assume the power network topology shown in Fig. 3. The
rail specifications are listed in Table I. The maximum and
minimum voltages represent the range of allowed values of
the voltage. The model of the load current is a worst case
triangular current waveform [10].

System B merges the rails with the closest voltage levels to
minimize energy losses due to the voltage conversion process.
Rail A5 is merged with rail A6 to produce rail BS5, and rails
A7 through A10 are merged into rail B7, resulting in the eight
rail system B. Further, rails Bl to B4 and B8 are merged,
while rail B6 is merged with rail B7 to produce the three rail
system C. The variables are the voltage supply of each rail, as
well as the decoupling capacitance at each level of each rail.
For simplicity, the power rails are assumed to be mutually
isolated, allowing each rail to be evaluated separately.

The objective of the design exploration process is to deter-
mine the set of rails that delivers the lowest possible cost of
decoupling capacitance area. In this case study, the proxy met-
ric for the decoupling capacitance cost is the weighted sum of
the decoupling capacitor area, as described by

Cost = Z wiA;

ieS

(16)
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where S is the set of layers of the power network [printed
circuit board (PCB), package, or die], and w; and A; are,
respectively, the cost per unit area and the area of the decou-
pling capacitors on level i. In this objective function, both w;
and A; are external parameters related to the electrical metrics.
The area of a decoupling capacitor can be expressed as

Cd
A= —
e

where C is the capacitance, and d and ¢ are, respectively, the
thickness and electrical permittivity of the insulating material.
Inserting (17) into (16) leads to the final form of the objective
function

a7

Cost:Z ! sz‘

Ej

(18)
ieS
To estimate the relative cost of the unit area of each level,
certain trends in Table II can be noted. The cost per unit area
increases when approaching the die level. The opposite trend
is noted as the insulator thickness becomes thinner as the die
is approached. Overall, the cost per unit capacitance follows
the unit area cost pattern, making on-die decoupling capaci-
tor placement more than six times costlier than on the PCB.
During the optimization process, this distribution of capaci-
tance costs discourages placing a large capacitance on the die
and tolerates placing more capacitance farther from the IC.
Moving the decoupling capacitance farther from the load
makes the system more vulnerable to inductive noise [32],
limiting the cost benefits of a small on-chip capacitance. The
greater fluctuations in the load voltage result in a need for a
higher voltage supply to offset the potential voltage droops,
resulting in higher power consumption. In addition, the induc-
tive system response may result in significant overshoots that
may damage the transistors. In the proposed framework, the
aforementioned tradeoffs are expressed as constraint functions,
as shown in

C1 (Vs’ Cpca, Cprg, CDie) = Vioad,min — min(Viead (1)) ~ (19)
¢2(Vs. Cpcs. Crig: Cpie) = max(Viead (1)) — Vioad,max  (20)
c3(Vs, Cpea, Cpig, Cpie) = Powerioal — Powermax (21)

where Vioaq(#) is the waveform of the load voltage, Vipad min
and Vioad,max are, respectively, the minimum and maximum
bounds on the load voltage, and Power, and Powery,x are,
respectively, the total power consumption and upper limit on
the consumed power. The constraint functions place strict
requirements on the quality of the power rails. If the volt-
age waveform violates the constraint functions, the objective
function (or cost) is severely penalized, invalidating the result.

The power network model used in this case study does
not include any nonlinear elements. A Laplace transform-
based simulator has therefore been chosen. Particle swarm
optimization is chosen as the optimization algorithm due to
the robustness and efficiency characteristics of this algorithm.
The optimization procedure is run on an eight core 3.40-GHz
Intel Core i7-6700 machine. The results for 23 separate rail
configurations are obtained in 26 minutes, with an average
time of 67 s per rail. The results of the optimization are shown
in Fig. 5. Note that the lowest value of the objective function
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0 0.2 04 0.6 0.8 1 12 14 1.6 1.8
Cost relative to eight rail system

Fig. 5. Decoupling capacitor placement for three power delivery networks.

is achieved with eight rails. In the 8 rail and 12 rail scenarios,
certain rails (e.g., rails 7 to 11 in the 12 rail scenario) do not
require decoupling capacitors due to the low load currents and
high tolerance to variations.

To evaluate the benefits of the Laplace transform
optimization process, a similar optimization is performed using
HSPICE [19]. The optimization results are identical to those
results obtained from the Laplace transform optimization pro-
cess due to the absence of nonlinear elements in the model.
The total computational time, however, is 265 minutes, ten
times greater than the Laplace simulator.

IV. DISCUSSION

Distribution of the decoupling capacitor costs across the
voltage domains normalized to the least expensive system is
shown in Fig. 5. Certain patterns can be inferred. Comparing
the 8 and 12 rail systems, allocation of metal resources for
separate power rails is unjustified from a cost perspective. The
higher contribution of the CPU cores (Al to A4) in the 12 rail
network indicates that voltage fluctuations in this network are
greater due to less metal resources allocated to each CPU rail,
as compared to the eight rail system. The combination of rails
A5 and A6 allocates more metal resources for both networks,
resulting in reduced decoupling capacitor cost in combined
rail BS.

As compared to the three rail system, where rails B1 to B4
and B8 (CPU cores and memory) are merged into a single
voltage domain, the three rail system requires a large decou-
pling capacitance for the combined rail C2. The reason for
the increased decoupling capacitance is the poor compatibility
between voltage ranges. While rails B1 to B4 require a range
of 0.97 to 1.42 V, rail B8 has a range of 1.00 to 1.55 V. The
combined rail, therefore, needs to satisfy both ranges and is
effectively shrunk to 1.00 to 1.42 V, placing greater limitations
on the voltage fluctuations. The narrow voltage range is com-
pensated by placing a larger on-chip decoupling capacitance,
increasing the overall cost of the power network.

A conventional power network design process may require
a series of late design backtracking iterations to satisfy tar-
get noise performance requirements [33], [34]. Assuming that
the post-floorplan power network model requires time gy, for
simulation and t.rect for hotspot correction, and N iterations
are required to reach the acceptable characteristics, the total
time for the power integrity analysis process without early
exploration is

thoEE = (N - l)tsirn + Nicorrect (22)
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where, typically, fsm and fcomect are on the order of hours
and days, and N typically ranges between two and ten itera-
tions. Alternatively, early power delivery exploration requires
time fexp, Which may require several hours to complete. An
expected result of the power delivery exploration process is
a significant reduction in the number of iterations. Assuming
the updated number of iterations is Npeyw, the total time for the
power integrity analysis process is

IEE = Iexp + (Mnew — Difsim + Nnewlcorrect- (23)

The savings in time due to the early power integrity analysis
process is

IwoEE — IEE = (N - Nnew)(tsim + tcorrect) - texp (24)

therefore, to ensure that the power delivery exploration is justi-
fied from the perspective of computational time, the following
condition must be satisfied:

(N — Nnew) (fsim + fcorrect) > Texp- (25)

Note that typically fsim =+ fcorrect > fexp, therefore, to justify
early design exploration, it is sufficient to reduce the number
of post-floorplan backtracking iterations, i.e., Npew < N.

The proposed early power delivery exploration framework
may reduce the number of costly iterations by providing an
estimate of the optimal parameters at an earlier phase of
the development process, shrinking both time and labor. The
nonelectrical parameters, such as area and cost, are com-
bined with the electrical parameters to produce a system with
minimum cost while satisfying target performance metrics.
This approach provides useful information for early system
exploration, allowing more effective design decisions to be
made.

Several limitations of the proposed framework exist. First,
the computational time largely depends upon the circuit sim-
ulator. Therefore, optimization of more complex circuits with
a larger number of nodes may require significant computa-
tional time. A Laplace transform-based simulator is proposed
for optimization of linear circuits. The speedup due to the
Laplace transform-based simulator, however, largely depends
upon the number of iterations during the optimization pro-
cess. Second, a function for the metrics of interest needs to
be determined to conduct the power delivery exploration pro-
cess. Practical assumptions, therefore, need to be made to
achieve useful results. An issue of premature convergence
exists, resulting in the optimization converging to a local
minimum rather than a global minimum [35]. It is, there-
fore, necessary to ensure that the design space is thoroughly
explored, for example, by increasing population sizes (evo-
lutionary algorithms), mutation and migration rates (genetic
algorithm), swarm velocities and inertia (particle swarm), and
the initial temperature and frequency of reheating (simulated
annealing).

V. CONCLUSION

A versatile methodology for power delivery design explo-
ration is described in this paper. The primary strength of
the framework is applicability to a wide range of objectives
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and constraints, including external, nonelectrical parameters.
The procedure supports the application of robust, general
purpose algorithms to solve power delivery problems. A
fast, optimization oriented Laplace transform-based simula-
tor is described. The limitations of the proposed framework
include the dependence on the computational time of the
circuit simulator, the need for optimization functions dur-
ing the preliminary design stages, and careful tuning of
the optimization algorithms. The effectiveness of the frame-
work is demonstrated by a case study, where the appro-
priate power delivery network is chosen among existing
options.
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