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Briefs

Uniform Repeater Insertion in RC Trees technique requires fewer repeaters, however, extra area is necessary,
) _ adding parasitic capacitance. Furthermore, this technique requires a
Victor Adler and Eby G. Friedman precharge signal for the circuit to operate correctly.

Dhar and Franklin present a mathematical treatment for optimal re-

Abstract—Repeater insertion can be used to overcome the quadratic in- peater |n§ert|on m.[7]' They present Qleqant solutions to thIml.Ze re
crease in the time required for a signal to propagate through anRC inter- peaters with and without area constraints; however, the repeater is mod-
connect. A new timing model, based on short-channd — V equations, €led as a simple linear resistor and capacitor and no closed form so-
has been developed to characterize the signal delay through a resistive line. [ution is provided. Other repeater insertion methods are described in
These analytical expressions provide the foundation for algorithms used to [8]-[10]. In [11] and [12], buffer placement methodologies in multi-
insert uniform repeaters into RC tree structures. Both local and global op- . p o
timization algorithms for repeater insertion are presented. While the local sink topologies b.asled on minimizing the Elmore delay .are presented.
optimization algorithm provides a computationally fast solution to the re- An accurate timing model of a CMOS inverter driving d&tC
peater insertion problem, the resulting circuitimplementation is less power, impedance has been presented by the authors in [13]. This circuit
area, and speed efficient than applying global optimization techniques. The model is expanded to characterize repeater insertio®ah lines.

global optimization algorithm for repeater insertion is achieved through L . . . . .
the downhill simplex method. The circuit equations, algorithms, and soft- This timing model for inserting CMOS inverters intBC" lines,

ware implementation of this repeater insertion system are presented in this Published previously by the authors in [13], [14] and briefly reviewed
paper. in Section Il, has been applied to the development of a repeater design
Results from these insertion methodologies improve delay from 25% to methodology and related algorithms for efficiently drivify' tree

60% versus typical cascaded buffer methodologies. Global repeater inser- L
tion further decreases delay times by up to 22% over the local repeater structures, such as a clock distribution network, so as to reduce both

insertion method. The accuracy of the timing model characterizing the re- the signal delay and slew rate. In this methodology, the number and
peater insertion process as compared to SPICE simulations is generally size of the repeaters to minimize the propagation delay and transition
‘(’j"itg”trl]?:ﬁ’- rf\gﬁIgcza(t;()t?eseogf;?:?}s:s?rl]gggttgm;tt];zr E’::]igigirﬂgt?nth:i Srig;?jle time from the root node to each leaf node are determined. The repeaters
Iaeys)t/hrougﬁ an RC tree, 'such as in clock gistrib'ution nequork%, agre also gre restricted to the sarlne.geometnc size and eﬂdalmpgdance per .
discussed. interconnect section within each branch. The equal size and section
impedance conditions are known as uniform repeater insertion [1],
[71, in which balancing the interconnect and repeater delay minimizes
the total path delay along aRC line. As an alternative to uniform

|. INTRODUCTION repeaters, tapered-buffer repeaters are examined in [14], and found to

be less effective than simple uniform repeaters.

Interconnect delay has become a dominant performance IimitationThe focus of this paper is on introducing a methodology for deter-
in high-speed integrated circuits. A common method of driving long .. . . . . . .
ining the size and location for inserting uniform repeaters R
r

Index Terms—Buffers, delay, digital CMOS, repeaters, VLSI.

interconnect is to insert a buffer at the beginning and the end of the : - .
. ) . . €es. The algorithm and software implementation of two proposed
interconnect line to improve the delay and slew rate of the signal. This - , o

. N ethodologies, a locaRC' branch optimization methodology and
method, however, does not necessarily minimize the delay cause abglobal RC tree methodoloay. are described in this paper. Both
the large resistance encountered in long lines. 9y, : : IS paper.

. .ﬂgtimization methodologies are implemented with the downhill

to overcome the quadratic increase in delay due to a linear increﬁggplex alg_orlthm. The efficacies of these two repeater insertion
in interconnect length so that theC' interconnect impedance doesMethodologies are compared to a standard cascaded buffer method-

not dominate the delay of a critical path [1]. Extensions to this r@/09Y [15]-[18]. Furthermore, the analytical equations characterizing
peater insertion methodology have also been reported in [2] and [3)¢ CMOS repeaters are shown to be accurate, generally within 10%
In [2] and [4], Wu and Shiau describe a repeater implementation ¢ SPICE. The application of these local and global algorithms is also

reduce interconnect delay. Their method uses a linearized form of fi§cussed in terms of relative run time and global optimality.

Shichman—Hodges equations [5] at a specific operating point to deterT NS paper is organized as follows: in Section II, a methodology

mine the proper repeater insertion locations. Nekili and Savaria cdRt determining an optimal uniform repeater placement withididn

sider optimal methods for driving resistive interconnect in [3]. Thefranchis presented. The local repeater insertion algorithiiotrees

introduce the concept of parallel regeneration in [6], in which precharg%discussed in Section Ill. The global repeater insertion algorithm is

circuitry is added to the repeaters to decrease the evaluation time. THggussed in Section IV. A comparison of the analytic model versus
circuit simulation is presented in Section V. A comparison of the effi-
ciency of the local- and global-optimal repeater insertion methodology
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R=300 82 (2). The output waveform of the first stage is the input waveform of
R=500 VvV 9 the following repeater. An example of this series of piecewise connec-
AN _71_ I C=1pF tions is shown in Fig. 3. The signal information describing the wave-

form shape permits a more accurate delay estimation as compared to

R=1KQ C=5pF L .
1 I R=300 Q estimating the path delay based on the classical EImore delay model
%T = AN [22], [23]. Since the Elmore delay adds the products of a resistor
C=1pF 8  (composed of the sum of the linearized repeater output resistance and
the interconnect resistance) and all of the downstream capacitors, the
Elmore delay does not account for the interaction of a repeater with

I
% 5
Hao
i—

C=1pF R=200Q - "

I the RC' interconnect nor does the Elmore delay consider the shape

= Vv L C5 oF of the output signal waveform. Thus, by integrating a more accurate
R=400 Q I =P S timing model of a CMOS repeater into an algorithm for inserting re-

AN/ _2|_ = peaters into aRC' tree, a more efficient circuit implementation can

C=.05 pF R=2000 be achieved.

l I C=5pF 4

- Ill. L ocAL BRANCH REPEATERINSERTIONALGORITHM
R=20042 A local optimization methodology and algorithm for inserting uni-

ology is particularly appropriate if specific branch delays are being tar-
geted. With the assumption that each branch has a repeater at its source,
Fig.1. Example of aiC tree. The large numbers are used to identify specifit® minimum delay of each branch is initially determined. The total
branches (note that the downstream nodes are to the right of the upstream nogedh delay from the root to each leaf is then minimized, according to
the expressions summarized in Section Il. The method for optimization
is depth first, in which the lowest level branches are optimized first fol-

driving an RC load, since the linear region is the dominant region bwed by each upstream branch. Thus Bi@tree is optimized locally
operation when operating with fast input signals. terminating at the root of th&(C' tree ' '

The structure of arfiC" tree is composed of a primavy trunk with The algorithm to perform this repeater insertion process utilizes

branching points. Ea_c_h branch is modeled as a lumped re_sistance iori information, characterizing thRC impedances and the number
cgpam_tance, exemplified by Fig. 1. The total pa_th delay is from t 3% sub-branches of each branch of €’ tree beginning at the root.
signal input at the root of the trunk to each end point of the tree (or Ieﬁ;e lowest level of th&C' tree hierarchy is reached when all of the leaf

node). . S

The time required to drive a single branch of 8@’ tree using uni- P;i?csmh.ave zero branches. Thé'tree is constructed in this top-down
form repeaters, as shown in Fig. 2, is A plot of the delay of branch 1 derived from (1) versus the size
and number of repeater stagesn a branch is shown in Fig. 4 for
Chranch = 0. That is, there is no final load capacitance at the end of
the branch due to downstream repeaters of a different branch; however,
there is a capacitance contributed by the repeaters within the branch.
ﬁﬁe optimal implementation of a repeater system for a spegific
C]oad in terms of the number and geometric size of each repeater is rep-
resented by the minimum point on the graph. A similar graph can be
drawn for eachRC' branch. The optimal number of repeaters inserted
?/vithin a branch to minimize the total delay is determined from a nu-
erical solution of the data illustrated in Fig. 4.
Once the tree has been constructed, it is traversed in a depth-first
manner to determine the optimal repeater insertion for the final leaf
nodes. When all of the branches of a parent have been optimized, the
immediate upstream branch (or parent) is optimized, while considering
the input capacitance of the repeaters of the downstream branches ac-
(1 4 Uao Rint)(Crep/branch + Cint) | <VDD> @ cording to the method described in Section Il. In Fig. 1, the branches

v Il c=s5pr 3 formrepeatersintdC trees is presented in this section. This method-

thranch = tirst stage T (10— 2)tint. stage + tinal stage- Q)

The first components.«: stage IS the time required for the output of the
first repeater in a branch to reach the turn-on voltage of the second
peater. Thein:. stage COMpoNent describes the time required for ea
repeater between the first and last stage to transition ¥fpm + V7
to Vrx or vice versa. The last componemt.ai scage IS the time re-
quired to reach a given output voltage from eithemn + Vrp or Ve
[13], [20], [21]. tna stage @lSO considers the effect of the additional
capacitanc€’,;ancn Of the downstream repeaters at a branching poinrp
The componentsarst stage, tint. stage, AN0tsnal stage Utilize an ex-
pression derived from the Sakuraipower law [19] for the delay of
a CMOS inverter reaching an output voltaljg,: given a step input
signal [13]

tout =

G 3, 4, and 5 are downstream from branch 2.
do . . .
The pseudocode of the algorithm used to locally insert repeaters into
U4 is the saturation conductance, a device parameter from t&@ch branch is shown in Fig. 5. The first functibnild RCtree, re-
a-power law model derived frontIs,/Vio). Iso is the saturation cursively builds each branch starting from the root and its sub-branches
current of the device whefihs = Vin. Vi, is the voltage at based on the specific branch resistances and capacitances. The second
which the device begins to operate in the saturation region [13], [19§nction,insert _repeater, is a recursive function, in which the min-
Chrep/branch @ndCiyne are the capacitances of the following invertingmum delay for inserting a uniform repeater system in a particular
repeater and the interstage load capacitance, respectiiglyis the branch is determined. Note that the shape of the delay function de-
resistance of the section of interconnect being driven by the repedefibing a system of inserted repeaters in/&(i branch is convex, so
as shown in Fig. 2. the local branch optimal repeater insertion system is quickly reached.
Each term in (1) is characterized by a step input to a single inverterThe performance improvement and accuracy are discussed more
driving an RC' load, permitting a tractable solution of the delay timethoroughly in Section V. As described in greater detail in Section V,
This assumption permits the output waveform to be approximated the path delay from the input of thRC' tree to the final leaf nodes is

Vs
out
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Fig. 2. n equal sized CMOS inverting repeaters driving a branch iiR&htree.
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Fig. 3. Analytic and SPICE derived output waveforms of an 11-stage repeater chain driving an evenly disRiGutet! of 1 K2 and 1 pF.
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Fig. 4. Total delay for a branch as a function of the number of repeaters and repeater sizes MBS technologyC'irana, = 0, B = 1 k2, andC' = 1 pF.

improved from 25% to 50% by the application of the local repeater

IV. GLOBAL TREE REPEATERINSERTIONALGORITHM
insertion algorithm over a typical cascaded buffer insertion method. o global optimization algorithm to determine the size and number

The accuracy of the local repeater methodology is within at legsfyniform repeaters inserted within each branch oRfitree is dis-
10% of SPICE and typically within 5%. An example of tl tree,  cyssed in this section. The same timing model as described in Section Il
shown in Fig. 1 after the local repeater insertion process is appliedidsused in the global optimization algorithm. The downhill simplex
depicted in Fig. 6. Note that the number of repeaters inserted in eagbthod of Nelder and Mead [24], [25] is used to implement the multi-
branch is shown inside the last repeater of that branch.

dimensional optimization process.
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(1) ology. In addition, the accuracy of the system of inserted repeaters im-
function build _RACtree(node); plemented by the downhill simplex method is generally within 10% of
begin SPICE: Thel_%C tree s_hown in Fig. 1 is also shown in Fig. 8 after the _
: R: global insertion algorithm has been performed. Note the decrease in
g:t EI circuit area (i.e., the total number of repeaters) and an approximately
r

20% decrease in path delay as compared to the circuitimplemented by

get number_of_branches; the local repeater insertion methodology as shown in Fig. 6.

if {mumbar_of _branches = 0}
build_ACtreseibranchl;
nuambar_of _branches--;
and

V. EFFECTIVENESS ACCURACY, AND APPLICATIONS OFREPEATER
INSERTION METHODOLOGIES

A comparison of the local and global repeater insertion methodolo-
gies is presented in this section. The effectiveness of these repeater
insertion algorithms are compared to both a classical cascaded buffer
system and a completely passif# tree (no buffers or repeaters).

(2l
function insert_repeater(trea);

bagin : The system of inserted repeaters within i€’ tree is also compared
if {pugber_of branches > 2) to SPICE to quantify the accuracy of the timing model. In addition, the
insert_repeater (branch) global optimization is compared to an exhaustive search solution for
optimize_delay[width,number_of _repesters] 3 small exampldRC tree. Circuit applications of the local and global
number_of _branches—-; optimization algorithms are also discussed.
and

A. Accuracy and Effectiveness

Fig. 5. Pseudocode of the local branch repeater insertion algorithm. The path delaypp from the root node to the end of each branch
for three different trees is listed in Table I. The depth and impedance

characteristics of each branch of these three trees are listed in the

The flow of the repeater insertion methodology for determining thﬂer t three columns. The tonoloay of each tree is characterized by the
optimal size and location of each repeater is shown schematically i ) pology y

5 ; . . n e .
Fig. 7. In the downhill simplex method, each parameter variable bei%ﬁzﬁh n?rzlrr:gtﬁonve:\glc&n land 'hdeprtartrlot?] n therflrs: C?*umnr{(;n ]Ehe
optimized is an element in am-dimensional vectox. To insert re- column, the path delefpassive 1ro € source fo the end o

peaters into afkC tree, the vectox contains the width and number of each brdanlcz IS "S,t)eéj,' ;”;é(tj mpegalnctehs V}','ftt?]'n tTe pastilﬁc tree ded
the uniformly sized and spaced repeaters within each branch. For (¢ modeled asa> distributed load. In the fifth column, the cascade

ample, in theRC tree shown in Fig. 1 [1]is the width and: [2] is the uffer delaytyu e, from the tree source to_ each branch is listed. The
number of repeaters to be inserted into branch 1. In this example, caded buffer system is a series of optimally tapered buffers placed

elements are i, nine repeater widths and numbers, one pair for ea the |npu_t of each bfa”c.hv soas to drive the capgcmve load of ea_ch
. . branch (without considering the interconnect resistance) [18]. This

of the nine branches. The number attached to each branch designatés .

that branch elay assumes the cascaded buffer system uses a tapering factor of

The RC tree data is converted to a set of analytical expressions, Jaree [15], [17], [18]. _ o
. . The next three superior columns shown in Table | list similar infor-
scribing the delays from the root node to each leaf node. This set of . . . )
. . . o - mation for the local branch repeater insertion methodology described
analytical expressions, in addition to the initial set of vectors and the . S . . ;
N . . L ; in Section Il and the downhill simplex method described in Section IV.
objective function, are the inputs to the optimization routine. In ord

L . . . . .~ For the local optimization, the predicted path delay is shown in column
to initialize the downhill simplex algorithm, not just one starting point, . . . .
. . . ; : §ix, and the SPICE simulation and the associated error for the repeater
but (» + 1) different arbitrary vectors are required. Thalimensional

SN . - . . insertion implementation are shown in columns seven and eight, re-
initialization vectors are not permitted to lie along a straight line. The ™~ © . .
. S S . . C apectlvely. The number and size of the repeaters are shown in columns

other input, the objective function, is the single value being minimized: : S .
Two useful objective functions appropriate for a repeater insertion yne and ten. Note that the maximum deviation of the analytic result

orithm are: ?rom SPICE is 10% with a typical error of 5% or less.
g o An analysis of two branches listed in Table | is shown in Fig. 9. The
1) to minimize the delay from the trunk node to the leaf nodes sugfa|ay of branches 1 and 8 from the first tree of Table | are shown for

as in data paths with multiple fanout points; . the four techniques (passive, tapered buffers, local repeater insertion,
2) to target the delay to each node such as in a clock signal paiiyy global repeater insertion) of drividC' interconnect. A signifi-
within a clock distribution network [26]. cant performance improvement is achieved with repeaters rather than

The former objective is specified by minimizing the average delay buffers for those highly resistive branches, as exemplified by the rela-
each leaf node while the latter objective function minimizes the stative performance improvements for branch 1 (@)versus branch 8
dard deviation of the predicted delay minus the target delay at each [0 2). The area in terms of the total width consumed by inserting
node. In the exampl&C' tree shown in Fig. 1 and in the exam@#&  repeaters and buffers into tH&C' tree is shown at the bottom of the
trees listed in Table I, the chosen objective function minimizes the aigure.
erage of the delays from the root of the tree to each of the leaf node§ he signal waveforms at the final branch output of the locally op-
of the RC' tree. This objective function tends to minimize the delayimized repeater system and the optimally tapered buffer system are
through the trunk of th&kC' tree. shown in Fig. 10. The performance improvement of the repeater system
The results of the downhill simplex optimization method on uniever the tapered buffer system for this examBl€ tree is in the range
form repeater insertion in aRC' tree are summarized in Section V.of 25% to 33%. The buffer system does not drive the highly resis-
The downhill simplex optimization produces a repeater implementtve lines effectively, hence longer than expected propagation delays
tion between 10% and 20% faster (with respect to the total path delay)d slower rise times are generated, particularly for highly resistive
than the application of the locally optimal repeater insertion methotranches such as branch 6.
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Fig.6. RC tree shown in Fig. 1 synthesized by the local branch repeater insertion system. The transistor widths are shown below the first repeater of each branch
and the number of repeaters per branch is shown inside the last repeater of each branch.
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Starting Temperature

Determine branch delay Annealing Schedule
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Obiective Downbhill Simplex Optimization Initialization
unctio and Locations ecto

IRRPP

Fig. 7. Methodology for globally optimal repeater insertion.

For the downhill simplex method, similar information is shown irPerformance improvements derived from using the downhill simplex
columns 11 through 15 in Table I. A comparison of SPICE simulatiomsethod over the local branch optimization algorithm are guaranteed,
of the downhill simplex method exhibits branch delay improvemenitone of the points of the initial simplex is the final result of the
of up to 25% over the application of the local optimization methodocal optimization method. This improvement can be attributed to the
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TABLE |
THE SIZE AND NUMBER OF REPEATERS ASDETERMINED BY THE LOCAL AND GLOBAL OPTIMIZATION ALGORITHMS FORTHREE DIFFERENT RC' TREE
TOPOLOGIES (THE PROPAGATION DELAY IS IN NANOSECONDS # IS THE NUMBER OF REPEATERS IN ABRANCH, SIZE IS THE GEOMETRIC WIDTH OF THE
N -CHANNEL DEVICE OF THEUNIFORM REPEATER FOR THATBRANCH, AND THE PP-CHANNEL TO N -CHANNEL RATIO IS 3:1)

Local Optimization Downhill Simplex

Branchi R C  |tpassive|tbuffer tpp tpp |Error|#/|Size tpD tpp |Error|#|[Size
Passive {Buffers||AnalyticaliSPICE um ||Analytical|SPICE pm

1 1KQ | 1pF 9.0 1.95 1.06 1.16 | 9% [11] 19 .88 .93 5% | 7112.7
2 40002 1.05 pF| 9.7 1.73 1.51 1.54 | 2% |51 23 1.14 115 1 1% [2]5.2.
3 200 |.5 pF| 9.75 241 1.77 1.70 | 4% |51 25 1.53 1.61 | 5% {4 5.7
4 200Q [ .5 pF| 9.75 241 1.77 1.70 | 4% |5] 25 1.51 1.57 | 4% |2]6.0
5 20092 | .5 pF| 9.75 2.41 1.77 1.70 | 4% {5125 1.51 1.58 | 4% [2]5.9.
6 7002 [ 1 pF | 945 2.98 1.71 167 | 2% | 7] 18 1.67 1.76 | 5% [6]7.3.
7 500Q |.5 pF| 9.28 2.46 1.51 1.48 [ 2% [5] 19 1.35 145 | 7% [3]7.2
-8 300Q |[.1 pF| 9.3 2.57 1.70 1.67 1 2% |5] 9 1.48 153 | 3% [2[4.1
9 30002 |.1pF| 93 | 257 1.70 1.67 | 2% |5 9 1.52 159 | 4% |2]2.6
1 700 |.8 pF| 7.95 1.36 91 1.02 [10% |9 24 72 85 |15% | 7]16.4
2 1000 |5 pF | 7.98 1.70 1.12 1.09 { 3% (5] 35 .98 1.08 | 9% | 284
3 20002 |.7pF | 8.18 1.86 1.27 123 | 3% |5 36 1.05 1.14 | 8% [3[17.1
4 70002 {.6 pF| 844 | 3.02 1.77 1.66 | 7% {5] 15 1.56 1.61 1 3% [5[9.6
5 10092 |.1 pF| 8.19 2.14 1.42 1.40 | 1% |5] 16 1.13 1.20 [ 6% {2}6.4
6 1KQ [1.6 pF| 9.70 3.87 2.02 1.97 [ 2% [11] 20 1.79 1.80 | 1% [11]17.2
7 300Q [.5 pF| 9.79 3.72 2.33 2.22 1 5% (5] 20 2.10 2.11 | 0% [2]11.3
8 60002 |.1 pF | 9.74 3.39 2.25 216 | 4% |5] 6 1.94 193 | 1% |2]5.6
1 200Q | 5 pF | 5.73 2.14 .85 .88 3% |91 79 .82 .86 5% |8175.4
2 1KQ[1pF | 934 3.62 1.87 1.90 | 2% [9] 19 1.72 1.77 | 3% [ 8154
3 400 | .8 pF| 9.54 3.95 2.30 2.17 1 6% 15|22 2.19 2.22 | 1% [5]10.9
4 1.5 KQ|.1 pF| 9.43 3.45 2.18 2.08 | 5% (5] 4 1.9 1.95 | 3% |3(3.1
5 1.5 KQ|.1 pF| 9.43 3.45 2.18 2.08 | 5% |51 4 1.9 1.95 | 3% [3]3.1
6 40092 |.8 pF| 9.54 3.95 2.30 2.17 6% [5]22 2.19 222 | 1% 15]10.8
7 2KQ |.5pF| 7.45 3.61 1.79 1.82 [ 2% |9] 9 1.69 1.72 [ 2% [8]7.5
8 80002 [.2 pF| 7.55 3.57 2.10 2.05 | 2% [5] 8 1.99 2.01 | 1% |4[4.7
9 8000 | .2 pF | 7.55 3.57 2.10 205 | 2% |5 8 1.99 1.96 | 2% [3]5.1
10 2KQ |.5pF]| 745 | 3.61 1.79 182 [2% |9] 9 1.70 174 } 3% |8]7.2
11 8000 [.2 pF| 7.55 3.57 2.10 2.05 2% |5] 8 1.99 1.97 | 1% [3(54
12 80002 1.2 pF| 7.55 3.57 2.10 2.05 | 2% [5] 8 1.99 1.97 | 1% |3][5.3
13 1KQ|1pF| 9.34 3.62 1.87 1.90 | 2% |9 19 1.75 1.77 | 1% | 8[14.8
14 40002 | .8 pF| 9.54 3.95 2.30 2.17 | 6% | 5| 22 2.21 221 | 0% |411.2
15 1.5 KQ|.1 pF{ 9.43 3.45 2.18 2.08 | 5% {5] 4 2.02 1.96 | 3% [3]3.0
16 1.5 KQ|.1 pF| 9.43 3.45 2.18 2.08 | 5% |5 4 2.03 1.96 | 3% |[3]3.0
17 4002 { .8 pF'| 9.54 3.95 2.30 2.17 [ 6% |5] 22 2.19 2.42 110% {4 (104

TABLE I
REPEATERINSERTION ASDETERMINED BY THE DOWNHILL SIMPLEX METHOD AND AN EXHAUSTIVE SEARCH FOR THERC' TREE SHOWN IN Fig. 11

Downhill Simplex Exhaustive
Branch | R C tpp (ns) # of Size || tpp (ns) # of Size
Analytical | Repeaters | pm || Analytical | Repeaters | ym

1 1KQ | 1pF .88 8 15.9 .88 8 16.0
2 700 | 1 pF 1.55 7 13.5 1.55 7 13.5
3 500Q | .5 pF 1.27 4 10.8 1.27 4 10.5

reduction in the size of the repeaters, which reduces the load capaciA comparison of the downhill simplex method to an exhaustive
tance at the branching nodes. Hence, not only is the delay decreasealch has been performed. TR€' tree used for comparison is shown

by globally optimizing the system, but the total area (and power) rat Fig. 11 and is a three-branch section of the tree, illustrated in Fig. 1.
quired by the repeater system is reduced when the downhill simpléxelatively small tree is used for comparison, due to the number of
method is applied, as compared to the local branch repeater inserpossible repeaterimplementations. A tree Witltanches has: x )"
algorithm. Note that, on occasion, branches with similar impedand#ferent possible implementations, wherés the number of repeaters
characteristics and parents can have different repeater implemethat can be implemented within each branch ani$ the number of
tions. This behavior is explained by the simplex solution falling intpossible discrete sizes of each of the uniformly sized repeaters. The
a nearby minimum, creating a slightly different repeater implemenumber of possible implementations therefore can be enormous, thus
tation. The run time of various implemented algorithms is discusséte comparison to an exhaustively evaluated solution has beenrestricted
below. to a tree with three branches. In the exhaustive search, the number of
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Fig. 8. RC tree shown in Fig. 1 synthesized by the global repeater insertion system. The transistor widths are shown below the first repeater of each branch, and
the number of repeaters per branch is shown inside the last repeater of each branch.

10 1 fast solution to the repeater insertion problem, the resulting circuit
M implementation is less power, area, and speed efficient than applying
global optimization techniques.

The results of the exhaustive search and application of the downhill
simplex method on globally inserting repeaters into the circuit shown
8 ns Tree 1 in Fig. 11 are listed in Table Il. The position of each branch within the
tree and theRC' characteristics of the branch are described in columns
Branch Delay one through three. The results of applying repeater insertion based on
the objective function for the global optimization are shown in columns
four through six. The same results for the exhaustive search are shown
in the last three columns. The objective function minimizes the av-
erage root-to-leaf delay. In this comparison, the results derived from
the exhaustive search match almost exactly the results derived from
Branch 1 Branch § the heuristic search given the restrictions of the repeater size applied
4ns during the exhaustive search.

6 ns

B. Applications

As mentioned previously, achieving a specific target delay may be
the desired goal rather than minimizing the path delay. The downhill
simplex algorithm can be used to determine a repeater insertion imple-
mentation for targeting a specific final leaf node delay. The objective
function for this case minimizes the sum of the squares of the difference
between the analytically determined delay and the desired target delay.
Alternatively, targeting individual branch delays may be desirable. In

- this case, the local optimization algorithm is preferable, because the in-
= dividual branch delays cannot be controlled within the global optimiza-

tion algorithms. However, the optimization criteria may be significantly
Buffef/%aegimrs 0 67 1010 224 more complex than targeting a global delay depending upon the number

(um?) of internal branches as compared to the number of leaves. In order to

ensure the polarity of a set of repeaters within a branch, a two-pass
Fig. 9. Delay of branches 1 and 8 from the first tree in Table I. The total aregtimization is performed. A first pass optimization is performed to
cost of the inserted repeaters or buffers is shown at the bottom which is the s§@termine the original repeater insertion. The objective criteria is then
of the total transistor widths. e - N . . .

modified to limit the optimization to yield the desired polarity, and the

optimization is performed a second time.
repeaters in each branch ranges from 1 to 10, and the repeater sizZ& comparison of run times or order of operations is important. In
in each branch ranges from 1.0 to 2.6 in increments of 0..um.  order to minimize the final branch delay using the local optimization
While the local optimization algorithm provides a computationallynethod, a tree with total branches results in3 x 3 matrices, resulting

2 ns

] Z

Passive Buffers Local Global (DS)
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tion method. Thus, an integrated design system is presented in this
paper for effectively and accurately inserting repeaters kitotrees.
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A Systolic Architecture for High-Performance Scaled
Residue to Binary Conversion

sented.
Index Terms—CRT, RNS, scaled output conversion.
Il. THE ScALED CRT
. INTRODUCTION By choosingP = M, the scaled CRT is defined as
There are a lot of applications (military, avionics, and telecom- N N
munication), in which digital high-speed architectures are used for X _ Z (7Y, _ Z x; (1)
real-time processing of large bandwidth signals [1], [2]. At present, M — m; : — mi

the analog-to-digital converter technology allows high-resolution

direct intermediate frequency (IF) sampling, and the actual trend Willhere(x;/m;) are rational numbersj; = (M/m;) andim " is the

allow RF sampling in the near future. In this scenario, that implies theverse ofii; defined agri; 7, )... = 1. The scaling byl modifies

use of very fast processors, residue number system (RNS) constityfRSoutput range of the resulting CRT, that is now bounded in the in-

an interesting method for obtaining high-speed and large dynangi¢valo < (X/M) < 1. This introduces a modular operation, that dis-

range hardware structures. Its main advantage is the possibilityci®ds all the bits of the integer part of (1). This modular operation is rep-

decompose large integer numbers in a set\ofresidue numbers resented with the symbd! - -);. By using this technique, th@od 3

{r1, r2, ---, 7'} corresponding to the results of modulo operationgperation is substituted by theod 1 operator, corresponding to the

with respect to a set of pairwise coprime moduti,, ms, ---.mx}.  extraction of the fractional part of the tern”", (i /m.).

Considering the sefr, r2, ---,7n}, there exists only a number  uynfortunately, the simplification of the modulo extraction implies

X < mimz---my = M satisfying the congruencies = (X)n.,, the use of a set of look-up tables (LUTS) to store the fractional terms

fori = 1,2,---,N. In RNS, an operation on large numbers igf (1).

replaced byN-parallel and carry free operations on small numbers |n [7], to avoid any reconstruction error (i.e., the output is well

represented with[log, m;] bits [3], [4]. For the most common ordered and the sign is exactly decoded) each t&mu;/m;) of

dynamic rangesjlog, m.]| ranges from three to six. the summation has been represented by using a LUM.ofvords

The obtained results are finally converted into a conventiongt [log,(NM)] + 1 bits. It is important to point out that, while

weighted representation. Usually this conversion is implemented & number of the memory cells depends only on the modulus size
(normally it is very small), their wordlengths grow with the output
dynamic range and the number of moduli. This reduces the speed of
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