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Latching Characteristics of
a CMOS Bistable Register

Eby G. Friedman, Senior Member, IEEE

Abstract—Closed-form solutions describing the output response
of a CMOS bistable register are presented. From these results, the
fundamental latching behavior of a CMOS register is developed
in terms of its physical and circuit characteristics. Necessary and
sufficient conditions for latching data are described in terms
of small signal circuit parameters. From these necessary and
sufficient conditions, the limiting requirement for latching, which
provides the minimum set-up time and conditions for defining the
onset of metastability, is presented and verified.

I. INTRODUCTION

N this paper the fundamental limitations of latching data

in a pipelined synchronous digital system are presented.
Specifically, the minimum latch time (or set-up time) of a
CMOS bistable register is quantitatively described. The time
for the final register of a data path to latch is one of the
primary delay components within a synchronous data path.
To the author’s knowledge, the work described in this paper
represents the first effort to quantify this delay value in terms
of physically meaningful parameters. Up to now, the minimum
set-up time of a register has been extracted directly from circuit
simulation, where a designer iteratively determines at what
relative time point of the input data signal (with respect to
the clock signal), the register fails to successfully latch the
input signal. With the results described in this paper, the
basic regenerative latching phenomena of a CMOS bistable
register is both qualitatively and quantitatively described and
the fundamentally limiting condition for ensuring that a data
signal is latched within a CMOS bistable register is presented.
The results described herein provide the theoretical framework
for understanding an important fundamental limitation to the
processing of signal waveforms in high-speed synchronous
pipelined digital systems.

Early work in the area of sensing and latching input wave-
forms has focused on the design of sense amplifiers in memory
circuits. Lynch and Boll [1] derive an optimal waveform
shape for latching data into a two transistor (with pull-ups)
sense amplifier cell. Recently, Yuan and Liou [2] expanded
their work by considering effects such as capacitive cou-
pling on the waveform shape required for latching data in
a DRAM sense amplifier. In this paper, the optimal latching
requirements of a different, though related and very common
circuit structure, a CMOS bistable register, is described. The
latching characteristics of a data signal in a bistable register
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have also been investigated in the context of metastability
analysis [3]-[8]. In this phenomena, the voltage levels and
the temporal coincidence of the input signals determine the
likelihood and duration of a register entering a metastable
state. The resolution time of a metastable register is further
affected by the shape of the input waveforms. The slower the
input waveforms, the longer the time required for the register
to resolve its state and leave the metastable state [9]. In [10],
the latching behavior of a CMOS register based on waveform
considerations is described. This paper is similar to the related
research on metastability in that the set of conditions which
define the onset of metastability are determined; in addition,
necessary and sufficient conditions for latching data into a
bistable register are also determined, defining the minimum
temporal requirement for latching (i.e., the set-up time of the
register).

A register can respond to an input signal in one of three
different ways: 1) the data signal is successfully latched into
the register; 2) the data signal is not successfully latched into
the register and the register returns to its initial state; and
3) the register enters a state of metastability in which neither
binary state is reached within a time period consistent with the
normal operation of the register. The register will remain in
this tenuous state of equilibrium until some circuit parameter
varies sufficiently to drive the state of the register into one of
the two binary states [11]. Thus, this state of metastability is
categorized as a type of reliability problem. The register could
easily remain in this state for milliseconds, thereby forcing the
overall system to function incorrectly.

The basic circuit configuration of the bistable NAND gate
latch is described in Section II of this paper. An overview
of the circuit operation of the CMOS bistable latch driven
by clock and data ramp signals is discussed in Section IIL
The circuit behavior of the latch can be broken up into
four separate regions of operation. Each of these regions is
analyzed in detail, and small signal closed-form solutions of
the output response for each region are summarized in Section
IV. The closed-loop regenerative latch behavior occurs in
the third region of operation. This permits the development
of necessary and sufficient conditions for latching data into
a register. From these conditions, the fundamental limiting
requirement for latching data into a CMOS bistable register is
presented and verified through simulation. This relation also
provides a limiting definition of metastability. These concepts
are described in Section V of this paper. Some concluding
remarks are made in Section VI. Finally, the complete closed
form solution of region 3 is provided in the appendix.
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Fig. 1. Bistable NAND gate register.

II. BISTABLE NAND GATE CONFIGURATION

A primary form of a register element is the bistable latch
configuration which can be constructed from either two NAND
gates or two NOR gates. Either circuit performs the basic
latching operation upon which other more complicated types
of latches and registers can be constructed. The cross-coupled
NAND gate implementation of the bistable latch, shown in
Fig. 1, is the fundamental element of a flip-flop circuit. The
NAND gate configuration of the latch has been chosen instead
of the NOR gate version, since its performance is greater
in CMOS technology (due to the higher mobilities of the
serial N-channel devices than the serial P-channel devices)
and is therefore more commonly used. However, all physical
theory and algorithmic solutions described in this paper are
equally applicable to a cross-coupled NOR gate implemen-
tation of a CMOS bistable register. Classical large signal
Shichman-Hodges MOSFET I-V equations [12] are used to
derive the small signal circuits and conductance parameter
values described in Section IV. In order to make the solution
of the problem tractable, the assumption is made that the
output load capacitances of both NAND gates dominate any
internal device dependent parasitic capacitances, and therefore
these device capacitances are lumped into the output load
capacitance of both NAND gates.

A CMOS implementation of the bistable NAND gate struc-
ture has been chosen to evaluate how data is fundamentally
performance limited by the ability to latch data into a register.
The CMOS bistable register circuit is shown in Fig. 2. The
clock signal drives the input of one NAND gate (labeled with
subscript “A” in Fig. 2); the data signal is the input to the
second NAND gate (labeled with subscript “B” in Fig. 2).
The other input of each NAND gate is furnished by the output
signal of its complementary NAND gate. Given an initial
voltage at V; and its complement at V5, the input data and
clock signal are chosen so as to maintain or flip the output
logic state. Once the new state of the register is reached and
necessary and sufficient conditions for latching are satisfied,
the input data is considered to have been latched into the
register.

III. LATCHING DATA INTO A CMOS REGISTER

In order to latch data into a register, the clock and data
signals must appear at the input of the register at the correct
relative time and at the correct voltage magnitudes. These time
and voltage requirements are described in analytical form in
Sections IV and V of this paper. In this analysis, the input
clock and data waveforms are assumed to behave as ramp
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CMOS implementation of bistable register.

signals, not as step inputs, so as to better represent the effects
of the waveform shape on the output response.

The initial conditions of V;(0) = Gnp and V,(0) = Vpp
have been chosen to exemplify the latching phenomenon,
where Gnp and Vpp are the lower and upper power supply
voltages, typically 0 V and 5 V, respectively. Assuming the
clock signal Vopk is at Vpp and the data signal Vpara i
at Gnp, the circuit exists in a restoring equilibrium state. In
order to change the polarity of the output voltages at V; and
Va, both the clock and the data input signals must switch.
The clock signal must decrease from Vpp, and the data signal
must increase from Gnp.

As shown in Fig. 2, as Voo decreases from Vpp to
Vbp + Vp, where Vpp is the power supply voltage and Vrp
is the threshold voltage of the P-channel transistor, no current
will flow in the upper NAND gate, since both of the P-channel
transistors are cutoff. Once Vork equals Vpp + Viop, Paa
turns on and enters the saturation region. This permits current
to flow within the upper NAND gate. Once Ipp becomes
greater than Iy, V7 will increase. When V; equals Vriy,
the threshold voltage of the N-channel transistor, the lower
N-channel transistor of the lower NAND gate (Nap) turns
on. If Vpara is greater than Viy of the top transistor plus
Vbs of the lower transistor, the lower NAND gate will also
conduct current. Assuming these conditions exist and Vork
continues to decrease (thereby increasing V), the bistable
NAND gate register will enter the regenerative latch mode.
Thus, as V; increases above Vry and assuming Vpata remains
above Vry, the N-channel tree of the lower transistor will sink
current to ground. Once Ing, shown in Fig. 2, becomes greater
than Ipp, V2 will decrease from its equilibrium potential of
Vbp volts. As V, decreases below Vpp + Vrp, Py4 turns on,
and this further accelerates the rising voltage at V;, which in
turn further decreases V5. This closed loop regenerative action
permits the bistable register to respond quickly to its changing
input signals and to latch the input data, and, in effect, to
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Fig. 3. Circuit diagram of upper NAND gate in region 1.

b

Fig. 4. Region 1 timing diagram.
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change the state of the register. Finally, as V; approaches
Vbp, Vbs across both of the P-channel transistors in the upper
NAND gate becomes very small, and the amount of output
voltage change due to a change in input voltage decreases until
the regenerative loop becomes decoupled. The final region
of operation is a nonregenerative open loop in which the
P-channel transistors charge the output capacitor C; up to
Vbp. Each of these four regions of operation are quantitatively
described in the following section.

IV. REGIONS OF OPERATION OF BISTABLE REGISTER

The response of the bistable register to its changing input
signals can be broken down into four separate regions. Each
region describes the bistable register operating under different
circuit conditions, and therefore each region has a different
output response.

Region 1

As Vook decreases from Vpp to Vpp + Vrp, no current
can flow through the upper NAND gate (see Fig. 3) since
both P-channel transistors are in cutoff, P4 due to Verx >
Vop + Vrp and Py 4 due to Vo > Vpp + Vrp, and V; s at the
same potential as the sources of the two N-channel transistors.
Thus, region 1 represents the time required for Vcpk to reach
Vop + Vrp and turn on Ps4, thereby permitting current to
flow. Throughout this region V; remains at 0 V, as shown in
Fig. 4, and the time delay ¢; of this region is given by (1):

Vrp
ke

where k. is the decreasing rate of change of the clock signal
in volts per second and Vrp is negative for an enhancement
mode P-channel transistor.

ey

t1=

Region 2

Once Vo decreases below Vpp + Vrp, current will flow
between Vpp and ground. As Vopx decreases further, the
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Fig. 5. Region 2 circuit configuration.
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Fig. 7. Region 2 timing diagram.

current supplied by P4 will become greater than the current
sunk by the N-channel tree. Once this occurs, V1 (t) will begin
to rise. In this region, the bistable NAND gate register can
be represented by a single NAND gate with one changing
input (since Vo = Vpp), as shown in Fig. 5, where V;; is
Vps across the lower N-channel transistor, N1 4. The circuit
of Fig. 5 can be represented by the small signal model shown
in Fig. 6, where v, represents the incremental change in Vorx
and v; represents the incremental change in V;.

From this model, V;(¢) can be determined for a ramp input
clock signal decreasing at a rate of k. volts per second. Vi(t)
for region 2 is

Vit) = kc% (e‘B‘/CI + %t - 1). )
Note that in region 2, V1 (¢) increases from Gnp and terminates
at Vo volts, as shown in Fig. 7. Assuming Vpara is greater
than Vry, the circuit will enter region 3, the regenerative
region of operation. A and B in (2) represent the transcon-
ductance and output conductance of the single NAND gate
(A) in region 2, respectively, and are given by (3) and (4),
respectively:

gm9
A=g + gnp — —m70 3)
m ¥ Gmp gnl + gn2 + gmn
'
gmgnl
B=gjyy———— )
gnl + gn2 + Gmn
where
’ Imngn2
== (5)
™ gn1+ gn2
gn1Gn2
g = 22 ©)
9ds gnl + gn2
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Fig. 8. Region 3 timing diagram.

9mn and g, are the transconductance of the N-channel tree
and the P-channel tree of NAND gate A, respectively, when
driven by the input clock signal. g,; and g¢,o are the output
conductances of the two serial N-channel transistors of NAND
gate A. For added ease and simplicity, in (3)—(6) the subscript
a is not included since in region 2 only NAND gate A is
considered.

Region 3

Once V) reaches Vrn volts, Nop is turned on (see Fig.
2). If Vpata is also greater than Vo of the top N-channel
transistor plus Vpg of the lower N-channel transistor (V2),
Nip will also be turned on; with both on, current can flow
between Vpp and ground. At some point in time, depending
upon the transistor characteristics and the magnitude of Vpara
and Vi, the N-channel tree will sink more current than the P-
channel tree will source. At this point, V5(t) will decrease
from Vpp volts. Once V5 decreases below Vpp + Vrp, Pig
will turn on and source additional current, furthering the rate
of increase of Vi, as shown in Fig. 8. This, in turn, will
enhance the current sinking capability of the N-channel tree
of the lower NAND gate, further decreasing V5. Herein lies
the closed loop regenerative mode of operation inherent to the
bistable NAND gate circuit configuration and fundamental to
the latching behavior of a register. Note that the circuit in this
region operates as a two time constant system.

At a certain operating point, the data is fully latched into
the register and the clock input signal can be returned to Vpp
and the state of the register will still enter its correct state
(Vi = Vpp and Vo, = 0). This irreversible latching point
represents the limiting ability to latch data into a register and
is further explored in Section V of this paper.

This concept of an irreversible latching point is similar
to that described by Kim et al. in [7], where they show
that the resolving time of the metastable register is inversely
proportional to the gain-bandwidth of the positive feedback
system. Thus, the point at which the register irreversibly
latches is dependent upon the gain of the positive feedback
system during region 3.

The circuit configuration of region 3 is shown in Fig. 9.
This regenerative circuit can be represented by the small signal
models depicted in Figs. 10 and 11, where Fig. 10 represents
the small signal model for the upper NAND gate A and Fig.
11 represents the small signal model for the lower NAND gate
B. Note that Figs. 10 and 11 are coupled together through v;
and V3.

In the regenerative mode of region 3 with a decreasing ramp
shaped clock input signal, V;(¢) is composed of three terms
[as shown in (7)]: one due to the initial condition of region
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Fig. 9. Circuit diagram of region 3.
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Fig. 11.

3, where V53(0) = Vrn; the second due to the input clock
signal; and the third due to the input data signal.

Vi(t) =Via+ Vic+ Vip @)

The complete solution to (7) is provided in the appendix.

Each of the transconductance and output conductance terms
shown in Figs. 10 and 11 require definition. A; and B; repre-
sent the transconductance of the two feedback output voltages,
V, and Vi, respectively. A, and B, are the transconductances
of the input clock and data signals, respectively. A;, By, Aa,
and B, are shown in (8)—(11) in terms of their small signal
parameters:

9Imnladmn2a

A] = ——————————— — 9mpla (8)
9gn2a + Gmnla Pl
Imn1bGmn2b

1= ~ Gmplb (9)
gn2b + Gmnib P
9mnla9n2a

Ay = ———— — gmp2a (10

gmnla + gn2a P
mnlbdn2b
By = ImnttIn®_ g (1

Gmnib T gn2b

where gn24(gn2s) is the output conductance of the lower N-
channel transistor of NAND gate A (NAND gate B), gmnia
and gmn2e (gmnip and gmno2p) are the transconductances of
the top and bottom N-channel transistors of NAND gate A
(NAND gate B), and Gmpla and Gmp2a (gmplb and gmpr)
are the transconductances of the two P-channel transistors of
NAND gate A (NAND gate B), as shown in Figure 9.

The output conductances of NAND gate A and NAND gate
B in region 3 are given in (12) and (13):

12)
(13)

9a3 = 0
gb3 = Gp1b + gp2b
where gp15 and gpg, are the output conductances of the two

parallel P-channel transistors of NAND gate B. Since in region
3 all of the ON transistors in the upper NAND gate (A) are



906 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 40, NO. 12, DECEMBER 1993

Fig. 12. Region 4 timing diagram.
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Fig. 13. Transient response of bistable register.

saturated and the channel length modulation A is assumed to
be zero, g,3 is equal to zero.

Region 4

As Vi increases toward Vpp and as V5 decreases toward
ground, Vps across P14, P4, N1g, and Nap becomes very
small, and both A; and A, approach zero. This breaks the
regenerative loop of region 3, the two NAND gates become
decoupled from each other, and the bistable register becomes
once again an open loop single time constant system in which
the P-channel transistors of NAND gate A charge the capacitor
Cy up to Vpp (see Fig. 12). Equations (14) and (15) define
V1(t) within region 4, where V34(0) is the initial condition of
region 4.

Vi(t) = Vop — [VDD - V34(0)]6_g“t/C‘ (14)

and the output conductance of NAND gate A in region 4 is

Ga4 = Gpla T Gp2a (15)

and gp1, and g,z are the output conductances of the two
parallel P-channel transistors of NAND gate A.

Register Output Waveform

Fig. 13 shows the output voltage waveform at node V; of
the bistable register for an input clock signal decreasing at
1 V/ns and a data signal increasing at 1 V/ns skewed from
the clock signal, Tp_c, by 1 ns. This analytically derived
output waveform is compared to a waveform generated from
the SPICE circuit simulator program [13] using Level 2 I-
V MOSFET equations with the same circuit, geometric, and
process characteristics. In particular, note the high gain in
region 3. Close agreement between the analytical solution and
SPICE within each region is apparent. A BASIC program
which generates the output waveform for any clock signal
fall time, data signal rise time, data-to-clock timing skew, as
well as K, K, and geometric W/L ratio was developed to
calculate the bistable register output response.

V. CONDITIONS FOR LATCHING

As noted earlier, necessary and sufficient conditions are
required to irreversibly latch data into a bistable register.
This latch condition, which occurs in region 3, permits the
development of fundamental limiting relationships which de-
fine whether the bistable register will latch, not latch, or
become metastable. Once a register has correctly latched, the
clock signal can be returned to Vpp and still the register
will maintain its correct state. The time required to satisfy
these limiting conditions is the minimum necessary time for a
CMOS bistable register to latch, assuming a given set of input
signal, geometric, and process conditions.

Necessary and Sufficient Conditions for Latching

Inequalities (16) through (19) provide the four necessary and
sufficient conditions for latching data into a bistable register:

Vop + Vrp > Verk (16)

Vry + Veo < Vpara (17

A1 Vo + AsVerk >0 (18)
B1Vi + BaVpata > 0. (19)

Vo is the voltage across Nyp in the lower NAND gate
(B). The terms A;, Az, By, and B, are the transconductance
parameters described in region 3 and given as (8)—(11).
Inequality (18) states that the P-channel tree in NAND gate A
sources more current than the N-channel tree in NAND gate
A sinks, thereby increasing V;. Inequality (19) states that the
N-channel tree in NAND gate B sinks more current than the
P-channel tree in NAND gate B sources, thereby decreasing
V5. If these four conditions are satisfied for all operating points
within region 3, the bistable register will latch.

Limiting Requirement fof Latching

Inequality (18) provides the fundamentally limiting con-
dition for latching. If in NAND gate A, the P-channel tree
sources more current than the N-channel tree sinks, V7 will
increase. As V; increases, it turns on Nop more strongly,
increasing Ing of NAND gate B, thereby decreasing V5. This,
in turn, further turns on P; 4 which increases V;. Thus, the
transconductance term Ap, used in (18) and defined in (8),
contains the limiting condition for latching.

To further exemplify the latching requirement, consider the
situation, shown in Fig. 14, where the clock signal Vorx
decreases from Vpp. If the limiting condition for latching
can be satisfied before Vopk reaches 0 V, then the clock
waveform can be returned to Vpp before it reaches 0 V
while still successfully latching the data signal. The minimum
value of voltage that Vopx reaches just before it returns
to Vpp is described as Vopx(min). Once Vopk(min) is
reached (see Fig. 14) and the clock signal is returned to
Vbp, Vo will continue to decrease further from Vpp. If at the
operating point, VoLk = Vpp + Vrp (P24 becomes cutoff),
the current supplied by P 4 (and driven by V?2) is larger than
the current sunk by the N-channel tree of NAND gate A,
thereby maintaining a monotonically increasing voltage at V1,
the bistable register will latch. The time for Ve x to decrease
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Fig. 14. Timing diagram of limiting condition for latching.

TABLE 1
EXAMPLE OF LIMITING LATCH CONDITION
VDATA gmp gmn Latch?
2.55 volts 6.578x10°4 U 6.603x10-4 U no
2.60 volts 7.907x104 U 7.907x10-4 U breakpoint
2.65 volts 1.548x10-3 U 0 yes

from Vpp to Vopk(min) and return t6 Vpp + Vipp is the
minimum amount of time (i.e., the minimum latch time) for
the data to successfully latch into the bistable register. The
minimum latch time is the minimum set-up time of the register.
The condition for ensuring that the bistable register will latch
can be represented by the inequality

(20)

In terms of the small signal parameters of (8), (20) can be
presented as

A1Va > AoVeork and A;V; is a positive quantity.

ImniaImn2a

9mpla > gmn = (21)

gn2a + gmnla VeLk+=Vpp+Vrp
where Vi .+ represents the operating point at which Vepx =
Vop + Vrp after reaching its minimum value and rising
to Vpp + Vrp (see Fig. 14). Equation (21) represents the
fundamentally limiting condition for latching data into a
CMOS bistable register.

Table I describes an example circuit which operates just
at the latch breakpoint. One parameter, Vpara, is varied
to exemplify the limiting nature of (21). The other circuit
characteristics are kept constant and are listed below:

Verk(min) = 1.7V
K,, K, =4.316 x 107° A/V?
ke, key =1 V/ns
W/L ratio = 5.

Thus, Table I describes an experiment in which Vpata is
perturbed over a small range of voltage, keeping all other
conditions constant. For the case where (21) is not satisfied
(i.e., gmn > gmp), the data signal will not successfully latch
into the register. For the case where (21) is satisfied (i.e.,
gmp > Ymn), the data signal latches successfully into the
register. Finally, for the interesting breakpoint case, where gp,p
equals g,,,,,, the register enters what is effectively a metastable
state [3]-[8]. As long as gmpn = gmp, the register will remain
metastable.
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VI. CONCLUSIONS

Closed-form solutions of each of the four regions of op-
eration of a bistable register have been developed. Close
agreement with a SPICE generated output response of a CMOS
bistable register was shown. Necessary and sufficient condi-
tions for latching data into a bistable register were developed.
From these conditions, the limiting requirement for latching,
not latching, and becoming metastable in a CMOS bistable
register is defined. This result was corroborated by testing
(21) at Verk+ = Vpp + Vrp with breakpoint conditions, and
the result fully agreed with expectations. Thus, the limiting
requirement for latching provides the minimum latch time (or
set-up time) of a CMOS bistable register. With these results,
fundamentally limiting conditions for analyzing the latching
mechanism in a CMOS bistable register are quantitatively
described.

VII. APPENDIX
COMPLETE SOLUTION OF Vi (t) IN REGION 3

The output voltage V;(t) of NAND gate A is given by (7)
and repeated below as (A-1). Equation (A-1) is composed of
three terms, one due to the initial condition of region 3, Vi 4,
one due to the input clock signal, Vi¢, and one due to the
input data signal Vip:

Vi(t) = Via + Vic + Vip. (A-1)
Each term is described individually below:
Via(t) = Va3(0)[Ria + Roa + R3] (A-2)
ap — &3 et
Ria = % (A-3)
ar(az — o)
(02— )
Ry = (A-4)
az(o1 — a3)
gb3
Ryq = -2 (A-5)
a10G9
—Ask,
Vie(t) = =22 [[(Rlc + Rac + Rso)U ()]
E
—(Ric + Roc + R3c)|t=E/ko t—— (A-6)
L (B oe)e a
1e= a%(ag bt 061)
96'3—23 - ag)e_”t
Ryc = ——"—— (A-8)
as(a — az)
1o (1 + %ft) — ’g—j(al + )
R3c = 5 (A-9)
ayay
—A1 Bk
Vip(t) = 1 Bikp [[(Rw + Rop + Rap)U (1)
1C2

E
~(Rip + Rop + Rsp) |,_p i, U(t - E)] (A-10)
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2 2 (12] O e VOI'dclf(z){ Tl,odz e 1\14%_11'15' o simltion of insulated
o " . . Shichman and D. A. ges, eling and simulation of insulated-
- (90_13 + gc%) - \/(gcTs) + (g(%) - 2%—?% + 4%1% gate field-effect transistor switching circuits,” IEEE J. Solid-State Cir-

g = cuits, vol. SC-3, no. 3, pp. 285-289, Sept. 1968.

2 [13] L. W. Nagel, “SPICE2: A computer program to simulate semiconductor
(A-15) circuits,” Univ. of California, Berkeley, ERL memo ERL-M520, May

where V3(0) is the initial condition of region 3 and is equal
to Vo, k. is the decreasing rate of change of the input clock
signal, and kp is the increasing rate of change of the input
data signal.

Thus, (A-1)—(A-15) describe the output voltage across Cj,
V1(t), when the bistable register operates in the closed loop
regenerative mode of region 3. Fig. 8 depicts the Vi(¢)
waveform in region 3.

In region 3 all of the ON transistors in NAND gate A are
saturated. Assuming channel length modulation is zero, g.3
is equal to zero. Therefore, with this assumption, (A-14) and
(A-15), which describe the two time constants of the bistable
register system, become (A-16) and (A-17), respectively.

2
(o) + () o

C,

a; = 3 (A-16)
2

A B

() -y(#) +a2
ay = (A-17)
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