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Clock Frequency and Latency in Synchronous
Digital Systems
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Abstract—This paper describes the tradeoff in the design of syn-
chronous digital systems between clock frequency and latency in terms
of the circuit characteristics of a pipelined data path. A design para-
digm relating latency and clock frequency as a function of the level of
pipelining is developed for studying the performance of a synchronous
system. This perspective permits the development of design equations
for constrained and unconstrained design problems which describe
these performance parameters in terms of the delays of the logic, in-
terconnect, and registers, clock skew, and the number of logic stages.

These results provide a new approach to the design of those syn-
chronous digital systems in which latency and clock frequency are of
primary importance. From the behavioral specifications for the pro-
posed system, the designer can use these results to select the best logic
architecture and the best available device technology to determine if
the performance specifications can be satisfied, and if so, what design
options are available for optimization of other system attributes, such
as area. Furthermore, the results provide a systematic procedure for
the design of the synchronous system once the logic architecture and
technology have been selected by the designer.

I. INTRODUCTION

N a synchronous digital system, the latency is defined as the

total time required to process a signal by moving a particular
data signal from the input of a system to its output. The mini-
mum latency occurs when the data path is composed entirely of
logic stages; it is the time required to propagate a data signal
through these logic stages. The clock period for this system is
equal to the time required to process one data sample; namely,
the latency. If the system requirement for the time interval at
which data is sampled at the input (i.e., the clock period) is less
than the latency for this simple configuration, registers can be
inserted into the data path to increase the frequency at which
new data signals are processed and appear at the output of the
system, thereby degrading the latency. This process is spoken
of as pipelining.

Different applications of synchronous digital systems suggest
different criteria for use in the optimization of their perfor-
mance. For example, for a broad class of systems, optimization
is done on the basis of a speed/area product. On the other hand,
there are applications which are particularly sensitive to the la-
tency of the system implementation. The results discussed in
this paper are primarily intended for feedforward nonrecursive
systems and describe a design approach for choosing the appro-
priate level of pipelining, thereby defining the system clock fre-
quency and latency based on application specific performance
requirements and architectural and technological limitations.
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Systems can be designed which minimize the latency, maxi-
mize the clock frequency, or achieve tradeoffs between mini-
mum latency and maximum clock frequency. In Section II of
this paper, relations between latency and clock frequency are
developed in terms of the delay components and circuit char-
acteristics of a data path. In Section III, a graphical interpreta-
tion of the performance tradeoffs of a pipelined system is pre-
sented, illustrating the constraints and limitations of the design
space.

Most synchronous digital systems are designed to satisfy spe-
cific performance requirements such as minimum clock fre-
quency or maximum latency. Thus, in these systems the design
problem becomes either one of maximizing the clock frequency
while not exceeding a maximum latency or minimizing the la-
tency while meeting a specified clock frequency. In certain sys-
tems, neither the latency nor the clock frequency ultimately
constrains the design problem. In these unconstrained design
problems, the level of pipelining can be chosen to tradeoff the
latency with the clock frequency. These constrained and uncon-
strained systems are investigated in Section IV. Finally, some
conclusions are presented in Section V.

II. RELATION BETWEEN LATENCY AND CLOCK
FREQUENCY

Since logic paths are composed of only logic stages and in-
terconnect sections, the total delay through a logic path can be
modeled as the sum of the delay through the individual logic
stages and interconnect sections. For convenience in represent-
ing the delay through the system, it is desirable to define the
time required for the data signal to propagate through the ith
distributed RC interconnect section 7; and logic stage L; (see
Fig. 1) as T, and the average delay of all the logic and inter-
connect stages per data path as Tyy. Thus, an unpipelined data
path provides the minimum latency L, of a data path and, for
N logic stages traversed between the input and output of the
system, L_;, can be expressed as

N
Ly = X Ty = NTy. (1)

Once registers are inserted into the data path representing the
complete system, the minimum clock period is decreased (higher
maximum clock frequency), albeit with an increase in latency.
If the original system data path is defined to be the global data
path, then each individual data path between inserted registers
within a global data path can be described as a local data path.
Each local data path is composed of an initial and final register
and typically, n logic stages between them. Note that each reg-
ister within each local data path performs double duty, serving
as the initial (final) and final (initial) register of the current and
previous (next) local data path, respectively.

" For each pipeline register, additional register related delay
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Fig. 1. Synchronous data path with N stages of logic.

components are added to the logic and interconnect delays.
These register related delay components, as observed in Fig. 1,
originate in R; and R;. T, _, is the time interval between the
arrival of the clock signal at R; and the appearance of the data
signal at the register output. The time required for the signal
at the output of the final logic stage to propagate through the
N + 1st interconnect section and latch into the final register R,
is the set-up time Ty

Thus, for a local data path consisting of n logic stages, the
time delay through the path Tpp, can be expressed as

n
TPD = T(‘—Q + 2 Tﬁ + Tscbup‘ (2)

i=1

If Treg represents the total register related delay, then

TREG = Tc—Q + Tsel—up (3)
and (2) can be written as
Top = Treg + 1§| 7}6 (4)

As shown in Fig. 1, the times of arrival of the initial clock
signal C; and the final clock signal C;define the time reference
when the data signals begin to leave their respective registers.
These clock signals originate from a clock distribution network
which is typically designed to generate a specific clock signal
waveform synchronizing each register [1]-[3]. The difference
in delay between two sequentially adjacent clock paths is de-
scribed as the clock skew Tgggw. If the clock signals C; and C;
are in complete synchronism (i.e., the clock signals arrive at
their respective registers at exactly the same time), the clock
skew is zero. If the time of arrival of the clock signal at the final
register of a data path (C;) leads that of the clock signal at the
initial register of the same sequential data path (C;), then the
clock skew is defined as positive; this condition degrades the
maximum attainable operating frequency. This positive clock
skew represents the additional amount of time which must be
added to the minumum clock period to reliably apply a new
clock signal at the final register. If C;lags C;, the clock skew
is defined to be negative; this can be used to improve the max-
imum performance of a synchronous system. This negative
clock skew represents additional amount of time for the data
signal at R; to propagate through the n stages of logic and
n + 1 sections of interconnect into the final register. This clock
skew is subtracted from the logic path delay, thereby decreasing
the minimum clock period. The maximum permissible negative
clock skew of any data path, however, is dependent upon the
clock period itself as well as the time delay of the previous data
paths. This occurs because the use of negative clock skew in
the ith path results in a positive clock skew for the preceding
path, which may establish the upper limit for the system clock
frequency, as discussed below. It should be noted that in [1],
[3], Hatamian and Cash describe these characteristics of clock
skew and its effects on the maximum clock frequency and des-
ignate the lead/lag clock skew polarity (positive/negative clock
skew) opposite to that described herein.

The maximum clock frequency at which a synchronous dig-
ital system can move data is defined in (5) below:

1 1
-
T, Tep + Tskew

fox = (5)
where T, is the clock period, Tpp is defined in (4), and the local
data path with the greatest Tpp + Tskew represents the critical
path of the system, i.e., establishes the maximum clock fre-
quency. Note that for positive clock skew, the maximum clock
frequency decreases while for negative clock skew, the maxi-
mum clock frequency increases.

If a single register is inserted into the data path, registers
external to the system would be required to synchronize the ex-
ternal data flow. Two registers, one at the input and the other
at the output of the global data path, represents a self-contained
synchronous system (as shown in Fig. 1). With each additional
register, the latency increases. For a pipelined data path, the
latency is the summation of the total delay through the global
data path as shown below in (6) and (7):

L

T+ 2T, (6)

i=1 k=1

L = NTp + MT,y (7)

where N is the number of logic stages per global data path, M
is the number of local data paths (and clock distribution net-
works) per global data path, and M + 1 is the number of clock
periods (and registers) required to move a particular data signal
from the input of the system to its output. T, can be represented
by (8) where T, is the aggregate delay of the kth local data path
due to the initial and final registers (Tggg) and the clock distri-
bution network (Tskxew):

Ty = Trec + Tskew- (8)

The average of the individual T, values over all the M seri-
ally connected cascaded data paths is defined as T, Since Ty
is the average delay of all of the logic and interconnect stages
(between the input and the output of the system), for conve-
nience and improved interpretation, (7) represents the latency
in terms of average delays instead of individual summations.

The average number of logic stages per local data path n is
given by (9) below:

n=—. 9)

The clock period T, can be expressed as

T, = Trec + nTv + Tskew (10)
NTy forM =0 (11)
Ty = NTy
T,y + —— forM = 1. (12)

M

III. DESIGN PARADIGM FOR PIPELINED SYNCHRONOUS
SYSTEMS

Registers are inserted into global data paths in order to in-
crease the clock frequency of a digital system with, albeit, an
increase in the latency. This tradeoff between clock frequency
and latency is graphically described in Fig. 2. In this figure both
the latency and the clock period are shown as a function of the
number of pipeline registers M inserted into a global data path.
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Fig. 2. Design paradigm for pipelined synchronous systems.

If no registers are inserted into the data path, the minimum
latency Ly, is the summation of the individual logic delays,
NT,y, as shown by (1) or by (7) with M = 0. As each register
is inserted into the global data path, L increases by T,,,. Thus
L increases linearly with M; this is depicted in Fig. 2.

As seen from (12), the expression for the clock period con-
tains a term which varies inversely with M; this behavior is
shown in Fig. 2. From (9) and (12), it is seen that the minimum
clock period occurs when n equals one. The local data path
having the largest value of T, + Tj, defined as the critical data
path, establishes the maximum clock frequency f., max for the
system. This assumes that logical operations are being per-
formed (i.e., the function is not a simple shift register). The
MAX subscript in Fig. 2 is used to emphasize that the critical
local data path constrains the minimum clock period (maximum
clock frequency) of the total global data path.

Most design requirements must satisfy some specified maxi-
mum time for latency while satisfying or surpassing a required
clock frequency. The design constraints due to L,,,, and foumax
are shown in Fig. 2 by the vertical dashed lines. Thus, for a
given L.,,, the recommended maximum clock frequency and
level of pipelining is defined by the intersection of the L curve
and the L, line. If L_,, is not specified and the desire is to
make the clock frequency as high as possible, then the recom-
mended f is defined by the intersection of the clock period
curve and the fimax line. Thus, for a specified L and f,,,, the
extent of the possible design space is indicated by the horizontal
arrow. If L and f,, are both of importance and no L,,, or f.max
is specified, then some optimal level of pipelining is required
to provide a ‘‘reasonably high’’ frequency while maintaining a
‘‘reasonable’’ latency. This design choice is represented by a
particular value of M, defining an application specific £.,, and
L.

The effects of clock skew, technology, and logic architecture
on latency and clock period are graphically demonstrated in
Figs. 3 and 4. If the clock skew is positive or if a poorer tech-
nology (i.e., slower) is used, as shown in Fig. 3, then T, in-
creases and L reaches L,,,, at a smaller value of M than previ-
ously. In addition, the minimum clock period increases
(decreasing the maximum clock frequency) which, for large
positive clock skew or a very poor technology, eliminates any
possibility of satisfying a specified clock frequency f.yy.eq and
decreases the entire design space as defined by the intersection
of L and L,,,. Also, for a poorer technology or logic architec-
ture, the intersection between either the latency or the clock
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Fig. 3. Effect of positive clock skew and technology on design paradigm.
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Fig. 4. Effect of negative clock skew and technology on design paradigm.

period curve and the ordinate shifts upwards since Ty increases
due to the slower technology and N increases for the less opti-
mal architecture.

If the clock skew is negative or a better technology (i.e.,
faster) is used, as shown in Fig. 4, T,,, decreases and the la-
tency is less dependent on M. In addition, the minimum clock
period decreases, satisfying f.ix.q and foumax with less pipelin-
ing. The optional design space, represented by the intersection
of L and L,,,, is much larger, permitting higher levels of
pipelining if very high clock rates are desired. Also, for a better
technology or logic architecture, the intersection between either
the latency or the clock period curve and the ordinate shifts
downward since T, decreases due to the faster technology and
N decreases for a more optimal architecture. Thus, Figs. 3 and
4 graphically describe how clock skew, technology, and logic
architecture affect both the latency and the maximum clock fre-
quency of a pipelined synchronous digital system.

IV. FORMULATION OF DESIGN EQUATIONS
A. Design Objectives

Three types of design problems are considered using this ap-
proach: 1) the maximum latency constrains the design problem,
2) the required clock frequency constrains the design problem,
or 3) the problem is unconstrained and a tradeoff between L and
Jfux must be made.

1) Maximum Latency: In applications where the maximum
latency of a system is specified and L,,, constrains the design
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space, the degree of pipelining can be determined from (13),
where T,,, is taken as the estimate of an average Trgg + Tskpw:
L.y — NT,
M<— R (13)
TeM

A range of possible values of clock frequency is defined in
(14), assuming a value of M from (13), where the lower bound
on clock frequency is due to the constraint on maximum latency
and the upper bound ensures correct system operation:

M M
< fu < 00—
Loy MT,y; + NTy

(14)

Thus, as shown in Fig. 2, for a given maximum latency and
knowledge of the average logic, register, and clock delay char-
acteristics of a global data path, the degree of pipelining and
range of clock frequency can be directly determined.

2) Required Clock Frequency: In applications where the
maximum clock frequency is specified and fmax constrains
the design space, the number of registers and the latency can
be determined from (15) and (7), respectively,

NTy

M=—"—
TCP - TeM

(15)

Thus, as shown in Fig. 2, for a given maximum or required
clock frequency and knowledge of the average logic, register,
and clock delay characteristics of global data path, the mini-
mum latency and the required level of pipelining can be directly
determined.

3) Unconstrained Design Requirement: Each additional
register increases L by T,y and decreases the maximum clock
period by the decreased logic delay [4]-[11]. There exists a level
of pipelining where the increase in latency costs the system more
than the increase in clock frequency benefits the system. In or-
der to quantify this, an arbitrary performance criterion (the pi-
pelining efficiency, P,) is defined to describe the performance
cost of latency. P, is a measure of the relative performance pen-
alty incurred by the insertion of a single additional pipeline reg-
ister to an existing global data path. It is a normalized function
which is the ratio of the total local logic delay to the total local
data path delay, after the register has been inserted. It defines
what percentage of the local data path delay is logic related and
what percentage is register related. As n increases, the ratio of
the total local logic delay to the total local data path delay in-
creases toward unity, reaching it when n is infinite (or practi-
cally, when the total local logic delay is much greater than the
register delay).

The benefit of inserting a register into a data path is decreased
clock period as described by (12). A measure of the cost/benefit
of inserting registers into an N stage global data path is the func-
tion P, f.,, where P, increases for increasing n and f de-
creases for increasing n. A different function could be applied
if the effects of increased area, for example, were also of sig-
nificant importance [7]-[9], [12]. Cappello et al. [8], [9] de-
scribe an AP product, where A is the chip area and P is the clock
period, and use this figure of merit to optimize the speed/area
performance of a pipeline system. However, the results de-
scribed in this paper emphasize optimal latency and clock fre-
quency over area/speed optimization. These results provide an
approach to the design of those systems in which both latency
and clock frequency are of primary importance.

If one assumes that P, and £, are assigned equal importance
and there are no constraints placed on L, OF fomax 10 achiev-
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ing the design of the system, then an optimal value of the num-
ber of logic stages between pipeline registers N, can be ob-
tained by determining where the product P, f;,, is maximized or
where

d(Pef;lk) =

in 0. (16)

By the use of (16), Ny, the optimal number of logic stages per
local data path, is obtained as

1
Nopt = o VTaea (Trec + Tskew) - (17)
N

Under the condition of an ideal clock distribution network
with zero clock skew, (17) simplifies to (18):

Trec
Nop( = TjN

(18)

Nopr» in (18), is the ratio of the register delay overhead to the
average stage delay of the data path. If Treg << T, which
occurs when the stage performs a large high level function, then
the cost of inserting registers is small and N, should be as
small as feasible (since N, must be an integer, its smallest
realizable value is one) or one should pipeline as often as the
system permits. If Trgg >> T, which often exists when op-
erating at the level of individual logic stages, then the cost of
inserting registers is high and N, is some large number spec-
ified by (18). Another interpretation of (18) is that the optimal
number of logic stages between registers occurs when the total
logic path delay NT, equals the total register delay Treg, thereby
maximizing P,f..

Tsxew in (17) can be zero, negative, or positive with the con-
straint that if Tsxew i negative, its magnitude must be less than
Treg. It is interesting to note that the effect of clock skew on
N, is relative to Tgpg and Ty Thus, if Tree is large with re-
spect to Tgkpw. the relation essentially reduces to (18). Also,
positive clock skew adds directly to Tryg and increases the cost
of pipelining, thereby increasing the recommended number of
logic stages between registers and quantifying how the clock
distribution network affects the optimal design of a high speed
data path.

V. CONCLUSIONS

Latency and clock frequency are convenient parameters on
which to base the design of high speed synchronous digital sys-
tems. The results of this paper deal directly with the systematic
design of those systems based upon these two performance at-
tributes.

In system design, global data paths are often partitioned into
local pipelined data paths, thereby decreasing the delay of the
critical paths and increasing the clock frequency, albeit with an
increase in latency. The results presented deal specifically with
three types of design options; namely, that in which 1) Ly,
constrains the design space, 2) fuumax constrains the design
space, and 3) the design space is unconstrained and a tradeoff
must be made between L and f,;,. The solution suggested for
the unconstrained design problem is the use of an algorithm
which considers the effects of increased latency and increased
clock frequency for increasing levels of pipelining.

There is an important class of practical systems which require
both high clock frequency and minimal latency (e.g., radar,
sonar, high speed computing) for which there is a need for de-
veloping a design approach which satisfies their application
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specific performance objectives. The results presented in this
paper permit the implementation of a systematic strategy for
designing high performance synchronous digital systems in
which both clock frequency and latency are of primary interest.
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