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Design Methodology for Synthesizing Clock Distribution
Networks Exploiting Nonzero Localized Clock Skew

José Luis Neves and Eby G. Friedman

Abstract—An integrated top-down design methodology is presented in
this brief for synthesizing high performance clock distribution networks
based on application dependent localized clock skew. The methodology is
divided into four phases: 1) determining an optimal clock skew schedule
composed of a set of nonzero clock skew values and the related minimum
clock path delays; 2) designing the topology of the clock distribution
network with delays assigned to each branch based on the circuit hierar-
chy, the aforementioned clock skew schedule, and minimizing process and
environmental delay variations; 3) designing circuit structures to emulate
the delay values assigned to the individual branches of the clock tree;
and 4) designing the physical layout of the clock distribution network.
The clock distribution network synthesis methodology is based on CMOS
technology. The clock lines are transformed from distributed resistive-
capacitive interconnect lines into purely capacitive interconnect lines by
partitioning the RC interconnect lines with inverting repeaters. Variations
in process parameters are considered during the circuit design of the clock
distribution network to guarantee a race-free circuit. Nominal errors of
less than 2.5% for the delay of the clock paths and 7% for the clock
skew between any two registers belonging to the same global data path
as compared with SPICE Level-3 are demonstrated.

Index Terms— Clock distribution networks, clock scheduling, clock
skew, clock tree, CMOS inverters, repeaters, topology, VLSL

1. INTRODUCTION

Most existing digital systems utilize fully synchronous timing,
requiring a reference signal to control the temporal sequence of
operations. Globally distributed signals, such as clock signals, are
used to provide this synchronous time reference. These signals can
dominate and limit the performance of VLSI-based systems. The
importance of these global signals is, in part, due to the continuing
reduction of feature size concurrent with increasing chip dimen-
sions. Thus interconnect delay has become increasingly significant,
perhaps of greater importance than active device delay. Therefore,
new design approaches are required for efficiently distributing these
global signals, particularly the clock distribution network, while
preventing any deleterious effects within the circuit. Furthermore, the
design of the clock distribution network, particularly in high speed
applications, requires significant amounts of time, inconsistent with
the high design turnaround of the more common data flow synthesis
phase of ASIC semi-custom and VLSI structured custom design
methodologies.

Several techniques have been developed to improve the perfor-
mance and design efficiency of clock distribution networks, such as
placing distributed buffers within clock tree layouts [1] to control the
propagation delay and power consumption of the clock distribution
networks, using symmetric distribution networks, such as H-tree
structures [2], to minimize clock skew, and applying zero-skew clock
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Fig. 1. Block diagram of the clock tree design cycle integrated with standard
IC design flow.

routing algorithms (i.., [3], [4]) to the automated layout of high speed
clock distribution networks in cell-based designs. A common feature
of these approaches is that the clock distribution network is designed
to ensure minimal (or zero) clock skew between every register, not
recognizing that clock skew is both local [5], [6] and can be used
to improve circuit performance while minimizing the likelihood of
any race conditions.

A novel top-down methodology is therefore presented in this brief
for efficiently synthesizing distributed buffer, tree-structured clock
distribution networks that exploit nonzero localized clock skew to
improve circuit performance. This methodology is illustrated in terms
of the IC design process cycle shown in Fig. 1. The clock distribution
network design methodology is composed of four major phases. In
the first phase, summarized in Section II, a localized- clock skew
schedule is determined which maximizes circuit performance and
reliability. This clock skew schedule is converted into individual
clock path delays, i.e., the propagation delay from the clock source
to each register. In the second phase, described in Section I, a
topological graph of the clock distribution network is obtained,
producing a clock tree with minimum delay values assigned to
each branch. In the third phase, presented in Section IV, the circuit
structures which implement the individual branch delay values are
designed. Furthermore, variations in process parameters guide the
design process to produce a clock tree free of race-conditions. The
final phase, the physical layout of the clock distribution network, is
not addressed in this brief. Simulations demonstrating the accuracy of
this methodology are presented in Section V and some conclusions
are drawn in Section VL.

1063-8210/96$05.00 ©® 1996 IEEE
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Fig. 2. (a) Model of a synchronous system. (b) Timing model of a local
data path.

II. OpTIMAL CLOCK SKEW SCHEDULING

A synchronous digital system can be modeled by a combinational
logic block and a data storage sectior, as shown in Fig. 2(a). The
data storage section is composed of VO and internal registers. Clock
skew is manifested by a lead/lag relationship between the clock
signals that control a local data path [see Fig. 2(b)] where a local
data path is composed of two sequentially adjacent registers and a
sequentially adjacent path is a path with only combinational logic
and/or interconnect between the two registers. More specifically,
given two sequentially adjacent registers, R; and R;, the clock skew
between these two registers is defined as Tskewi; = loDi — Tcoy,
where Top: and Top; are the clock delays from the clock source to
te registers R; and R;, respectively. If the clock delay to the initial
register Tcp; is greater than the clock delay to the final register Tcpj,
the clock skew is described as positive. Similarly, if the clock delay
to the initial register Tcps is less than the clock delay to the final
register Tcpj, the clock skew is described as negative (see Fig. 2(b))
[5]. Finally, a global data path is a data path consisting of one or
more local data paths.

In the clock skew scheduling phase of the clock distribution
network design methodology, the individual clock skew for each local
data path is determined such that the clock period is minimized while

TABLE 1
TIMING RELATIONSHIPS FOR A LOCAL DATA PaTH, R; TO R;
Ter 2 Tspeny + Tovpman M
Troma = Te-gr + Tuageman + T * Tso |
Ty 2 Trtorts = Tenpmin +8y 3)
Topming = Teegs T Tragictmin) + Tt + Tser-upy 4)
Tyoninow = Tstowind T " T Torownow = 0 |®

avoiding all race conditions [51, [6]. The set of inequalities presented
in Table 1 describes the timing relationships of each local and global
data path, as illustrated in the data path composed of the path R; to
R; shown in Fig. 2(b). In the inequalities shown in Table I, Tskewiy
is the clock skew between registers I2; and Rj, Traod; is the amount
of time the input data must be stable after the clock signal changes
state, TpPD(max) (TpD(m‘m)) is the maximum (minimum) propagation
delay between registers R; and R;, shown in (2) and (4), respectively,
To-qi is the time required for the data to leave R; once it is enabled
by the clock pulse Ci, Togic(max) (TLogic(min)) is the maximum
(minimum) propagation delay through the logic block between the
registers R; and R;, Tiac is the interconnect delay between the
registers R; and R;, Tset—up; is the time required to successfully
propagate to and latch the data within R;, Tcp is the minimum clock
period, and (;; is the allowed tolerance in clock skew to account for
process parameter and environmental variations, such as temperature,
radiation, and power supply fluctuations. A procedure to manage these
variations is described in greater detail in Section IV.

Observe that (1) guarantees that the data signal latched in R; is
Jatched into R; before the next clock pulse arrives at R;, preventing
zero clocking [6]. This effect becomes important when the clock
skew is positive and greater in magnitude than the path delay. Also,
(3) prevents latching an incorrect data signal into R; by the clock
pulse that latched the same data signal into R, or double clocking
[6]. This race condition is created when the clock skew is negative
and greater in magnitude than the path delay. If the clock skew is
negative, but smaller than the path delay, this effect can be used
to improve circuit performance and is called cycle stealing [5], [7].
Furthermore, for a given clock period Tcp, (1) and (3) provide a
range within which each local clock skew Tsyewi; can vary. This
tolerance range, described here as a permissible range between the
minimum permissible clock skew Tskewij(min) and the maximum
permissible clock skew Tskewij(max) (S€€ Fig. 3), varies since it is
dependent on the TpD(min) and ToD(max) Of each local data path.
TSkewij(max) 1S ZEIO for those critical local data paths that define the
minimum clock period Tcp. Finally, (5) describes the relationship
between the on-chip and off-chip clock skew, where Tskewin, out 18
the clock skew between the I/O off-chip registers. This relationship
eliminates race conditions among different circuits controlled by the
same clock source.

The inequalities presented in Table I are sufficient conditions to
determine the optimal clock skew schedule, the associated minimum
clock path delays, the allowed variation of each clock skew, and
the minimum clock period such that the overall circuit performance
is maximized while eliminating any race conditions. The optimal
clock scheduling problem is usually described by a set of linear equa-
tions which are solved with standard linear programming techniques
[6]-[9]. However, for determining an optimal clock skew schedule,
a three phase graph-based algorithm has been developed. In the first
phase, an optimal clock period is determined while ensuring that the
clock skew constraints among the global data paths of the circuit are
satisfied. In the second phase, the widest permissible range of each
local data path is determined for a given clock period and the chosen
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Fig. 3. Permissible and nonpermissible regions for the clock skew of a local data path.

clock skew value is the central value within the permissible range of
each local data path. Finally, in the third phase, a schedule of clock
delays is determined from the selected clock skew values,

Providing independent clock path delays for each register is
impractical due to the large capacitive load placed on the clock
source and the inefficient use of die area. A tree structured clock
distribution network is more appropriate, where the branching points
are selected according to the delay of each clock path, the relative
physical position of the clocked registers, and the sensitivity of each
local data path to delay variations. Such an approach for determining
the structural topology of a clock distribution network is described
in the following section.

HI. TOPOLOGICAL DESIGN

The topology of a clock tree derived from a clock skew schedule
must ensure that the clock path delays are accurately implemented
while considering the effects of process parameter variations. A tree-
structured topology can be based on the hierarchical description of the
circuit netlist, on implementing a balanced tree with a fixed number
of branching Jevels from_ the clock source to each register with a
pre-defined number of branching points per node (an example of
this approach is a binary tree with n levels for 2" registers with
two branching points per node), on reducing the effects of process
parameter variations by driving common local data paths by the same
sub-tree, or by implementing each clock path delay with pre-defined
delay segments, the number of segments chosen to reduce the layout
area of the clock tree.

In the methodology presented in this brief for synthesizing clock
distribution networks, the hierarchy of the circuit is extracted from
the circuit netlist and represented as a tree structure. The root vertex
is the clock source, the internal vertices are the branching points,
and the leaf vertices are the registers. This approach has also been
extended to derive the topology of the clock distribution network
from a flat nonhierarchical circuit description. In either approach, the
clock tree is designed such that both registers belonging to the same
critical data path are driven by the same sub-tree in order to minimize
the effects of process parameter variations as well as fluctuations in
temperature and power supply. Thus, a greater portion of the clock
tree driving both registers of a critical local data path are in common,
minimizing the effects of process and environmental variations on the
local clock skew of the critical data paths.

Once the tree structure (or topology) is obtained, the delay values of
each branch are determined such that the clock skew specifications
are satisfied. For the purpose of calculating the individual branch
delays, the branches of the tree are classified as either external or

internal. The external branches are those branches connected directly
to the registers. All other branches are classified as internal.

The algorithm for determining the individual branch delays is
composed of the following four steps:

Delay of External Branches: When both registers within a local
data path are driven by the same branching point, the clock
skew specifications are completely satisfied by the delay values
assigned to the external branches. Thus, the minimum delay
values determined from the clock skew scheduling phase are
assigned to these external branches.

Delay of Internal Branches: The delay of the internal branches
is determined by assigning variables to each of the branches and
solving the system of linear equations so as to satisfy the clock
skew specifications [10].

Delay Equalization: By restricting the clock skew among the
input and output off-chip registers to zero, board level race
conditions are avoided. Applying this restriction requires the
clock path delay from the clock source to all /O registers to be
equal. This process is accomplished by finding the I/O register
with the greatest clock path delay and equalizing the delay of the
remaining /O registers while satisfying the desired clock skew
schedule.

Delay Shifting: 1t is possible to shift the delay of the external
branches to the internal branches of the sub-tree, thereby re-
ducing the size of the active buffers within the clock distribution
network. Another advantage of shifting the delay is the increased
flexibility of the circuit implementation. Since the delay can
be shifted among branches, different variations of the layout
placement can be accommodated.

An example of a clock distribution network topology before and
after branch delay assignment is illustrated in Fig. 4. The numbers
in the parentheses are the initial clock skew schedules, while the
numbers in the brackets are the assigned branch delay values.

IV. DESIGN OF CIRCUIT DELAY ELEMENTS

The delay of the circuit structures that emulates the delay values
associated with each branch of the network requires high precision,
because variations in the delays of the internal branches are propa-
gated throughout the network, causing unacceptable variations in the
desired clock skew. Note that it is much more difficult and important
to accurately satisfy the clock skew berween any two clock paths
rather than to accurately satisfy each individual clock path delay.

Implementing the clock distribution network in a large VLSI-
complexity system as a passive RC' network is unacceptable for
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Fig. 4. Clock skew and delay assignment for an example clock distribution network. (a) With local clock skew specified. (b) With branch delays assigned

to satisfy the target clock skew schedule.

several reasons as follows: 1) the delay of each branch would be
highly dependent on the delay of every other branch, 2) the clock
signal waveform would degrade, limiting system performance and
reliability, 3) an accurate delay model of a passive clock distribution
network driving thousands of registers is difficult to obtain, and
4) the layout of the passive RC' network is highly sensitive to
small variations in position or length of the clock lines, producing
unacceptable variations in the localized clock skew. It is preferable
to make the delay of each branch independent of the delay of the

remaining branches, and the clock branches designed such that the
physical layout constraints can be easily satisfied.

To satisfy these criteria, the delay segments are implemented with
active elements, specifically CMOS inverters. Due to the high input
impedance of a CMOS inverter, the inverter effectively isolates each
clock branch from each other. Additionally, the interconnect lines
are constrained to behave as purely capacitive lines by appropriately
inserting these distributed CMOS inverters as repeaters along the
clock signal path [11]. The insertion points are chosen such that
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TABLE II
INVERTER DESIGN EQUATIONS

Cu = ZIDO ‘:tdg - [1_ LV’) thJ:‘ ’ where Vp= i (6)
Vo 2 ]+q Voo
to= Loy~ 1ty - CiVop Q+ Voo In 10V, @
08 I, \08 0.8V, &V,

the output impedance of each inverter is much greater than the
resistance of that portion of the interconnect section being driven.
This strategy permits the length of a single interconnect line to
be accurately modeled as a lumped capacitance with negligible
resistance. However, the strategy also places a maximum constraint
on the resistance of the section of the line (or effectively the length of
the interconnect section between inverting repeaters), thereby limiting
the physical placement of a clock branch within the circuit layout.

The delay equations describing the inverting repeater are used to
determine the effective capacitive load of each branch and are based
on the MOSFET a-power law I-V model developed by Sakurai and
Newton [12]. Equation (6) in Table II, derived from [12], describes
the load capacitance C', in terms of the delay of a CMOS inverter,
where Ipo is the drain current at Vos = Vps = Vop. Vno is the
drain saturation voltage at Vs = Vpp, Vin is the threshold voltage,
« is the velocity saturation index, and Vpp is the power supply. The
output waveform of the driving inverter is approximately the same as
the input signal to all the branches connected to this inverter since the
line resistance is negligible (due to the insertion of the repeaters), and
is approximated by a ramp shaped waveform with transition time #1;
given by (7) in Table IL

For each clock path within the clock tree, the CMOS inverters are
designed as follows [13]: 1) the load of the initial branch of a clock
path is determined from (6), assuming a step input clock source; 2)
the slope of the output signal is calculated from (7) and applied in
(6) to determine the load of the following branch, and (7) is used
again to determine the slope of the output signal; and 3) step 2 is
repeated for each subsequent branch of the clock path. The clock
paths driving I and ;2 shown in Fig. 4 are depicted in Fig. 5 to
illustrate this design procedure.

A. Process Parameter and Environmental Variations

Every semiconductor fabrication process can be characterized by
process variations and environmental variations, such as temperature,
supply voltage, and radiation. These variations may compromise both
the performance and the accuracy of the clock distribution network.
Each clock path delay can be modeled as the sum of two components:
a deterministic delay component and a probabilistic delay component.
The probabilistic component may significantly affect the accuracy of
the implementation of the clock skew values, particularly the critical

TABLE IIT
COMPARISON BETWEEN CALCULATED AND SIMULATED CLOCK PATH DELAYS
Clock Path | Specified SPICE (ns) Error (%)
Delay (ns) | min/nom/max nom | worst case
Ry, Ry 7.0 6.49/6.84/7.15 2.3 7.3
R;s 7.0 6.59/7.11/7.63 1.6 9.0
Rig 8.0 7.28/8.10/8.98 1.3 12.3
Rs, Rs 4.0 3.70/4.06/4.43 1.5 11.3
Rz 8.0 7.20/8.06/8.91 0.8 114
Ris 4.0 3.96/4.06/4.13 13 3.3
Ry 7.0 6.53/7.09/7.61 1.3 8.7
Rz 6.0 5.44/6.12/6.81 2.0 13.5
R; 7.0 6.77/6.84/6.93 2.3 33
Rg 9.0 8.63/8.98/9.35 0.3 4.1

TABLE 1V
COMPARISON BETWEEN SPECIFIED AND SIMULATED CLOCK SKEW VALUES.
BOLD VALUES ARE THOSE CLOCK SKEWS OUT OF THE PERMISSIBLE RANGE

Local Data { Specified Skew (ns) Measured skew (ns) Error (%)
Path range | scheduled nom WOISt case nom WwOorst case

R -R; {-4,21 0.0 0.0 0.66 0.0 --
Ris-Ris {-3.4] 3.0 3.0 3.67 0.0 23.0
Ris - Riz [-7,-3] -4.0 -4.04 -3.07 1.0 233
Riz-Ris [-2,1] 0.0 0.04 1.63 -- -
Rs-Rs [-5,0] 0.0 0.0 0.73 0.0 --
Rs- Ry [-8,-2] -3.0 -3.0 -2.10 0.0 30.0
R/ -Re [-6,0] -2.0 -2.14 -1.70 7.0 15.0
Rs - Rys [-4,-2] -2.0 -2.06 -1.01 3.0 49.5

local data paths, since the permissible clock skew range of these
critical paths is smaller.

In the circuit design phase of the clock tree, the cumulative effects
of variations in the device parameters, such as the threshold voltage
and channel mobility, can be collected into a single parameter, Ipo
[12]. The clock tree example illustrated in Fig. 4 is designed with
Ino varying by £15%. Simulations of clock path delay and clock
skew based on these variations are presented in Tables Il and IV,
respectively, and are discussed in the following section.

After calculating the worst case variation of the clock delays, three
clock skew cases are possible for each local data path. The first case
occurs when the clock skew is within a permissible range, shown
as region B in Fig. 3, and, in this region, the implementation of the
clock tree is valid. In the second case, the implementation of at least
one local data path within the system does not satisfy (1), shown
as region C in Fig. 3, causing zero clocking. By increasing the clock
period Tcp, the permissible clock skew range for each local data path
is also increased (TSkeW”v(max) is increased), permitting those local
data paths previously in region C to satisfy (1). In the final case,
certain local data paths may violate (3), creating race conditions
(double clocking), shown as region 4 in Fig. 3. This situation is
more critical since race conditions occur independently of the clock
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frequency, forcing the circuit to function improperly. Race conditions
can be prevented during the design of the clock tree by inserting a
“safety term” into each local data path, designated by the ;; term in
(3). This term is initially equal to zero for each local data path, and is
progressively increased for those local data paths which violate (3).
Observe that by changing (;;, a new set of clock skew values and a
minimum clock period Tcp must be calculated. This iterative process
continues until the worst case variations of the selected clock skews
no longer violate the corresponding permissible ranges.

V. SIMULATED RESULTS

The accuracy of this design methodology can be measured by
comparing the individual clock path delay and clock skew values
determined from the clock skew scheduling, topological, and circuit
synthesis phases with delay values derived from SPICE. In Table III,
the difference between the calculated and simulated clock path delays
for the clock tree topology shown in Fig. 4 is compared. The. target
delay obtained from the topological and circuit synthesis of the clock
distribution network is depicted in the second column. The minimum,
nominal, and maximum delay values of each clock path derived from
SPICE circuit simulation using Level-3 device models are shown
in the third column, while the per cent error between the specified
and the nominal and worst case delay are depicted in columns four
and five, respectively. Note that the maximum error for nominal
conditions is less than 2.5% and for worst case conditions is 13.5%.

A more significant measure of the effectiveness of this design
methodology is to guarantee that the clock skew of any local
data path is accurately implemented assuming nominal clock delay
values while remaining within the permissible range assuming worst
case conditions. The clock skew between registers for the same
circuit example is illustrated in Table IV. The permissible range
and the scheduled clock skew are shown in columns two and three,
respectively, for the local data path listed in column one. The values
obtained from SPICE circuit simulations for the clock skew obtained
under nominal and worst case clock delay values are depicted in
columns four and five, while the per cent error between the scheduled
clock skew and the simulated clock distribution network with nominal
and worst case clock delay values are shown in columns six and
seven, respectively. Assuming nominal conditions, the maximum
error of the clock skew for this example is 7%, a number well within
practical and useful limits, particularly for those paths in which the
clock paths driving two sequentially adjacent registers do not share
a significant portion of the clock distribution network.

The difference between the simulated and the chosen clock skew
values becomes greater when the circuit is analyzed under worst
case conditions, exhibiting variations of up to 50%. However, in
order to obtain a race-free clock distribution network, the clock
skew obtained under best case, nominal, and worst case conditions
of operation must fall within the permissible range calculated for
each local data path. In the example circuit, this requirement is not
satisfied for the clock skew values obtained for the local data paths
Ri7—Ris, Rs—Re, and R¢—Rio, represented by the bold values in
column five of Table IV. These values fall within region C of Fig. 3
and, as described in Section IV, the clock period must be increased
until (1) is satisfied for every local data path. Therefore, the minimum
clock period determined for this example circuit must be increased
from 8 to 9 ns, providing a permissible range of [-4, 2] for Ri7—Ris,
[-5, 1] for Rs—Rg, and [-8, -1] for Re—R12, which encompasses the
maximum clock skew for each local data path. Note that if zero clock
skew is applied to every local data path the minimum clock period for
this circuit is 11 ns, 22% greater than the 9 ns clock period derived
from exploiting nonzero localized clock skew while considering the
effects of delay variations.

VI. CONCLUSION

Synchronous digital systems require the efficient synthesis of high
speed clock distribution networks in order to obtain higher levels of
circuit performance and reliability and improved design efficiency. In
this brief, circuit performance and reliability are enhanced by using
nonzero localized clock skew to reduce the minimum clock period and
to eliminate race conditions. An integrated top-down methodology is
presented for synthesizing clock distribution networks. This method-
ology is composed of four phases, 1) optimal clock scheduling,
2) topological design, 3) design of the circuit delay elements, and
4) physical layout. Distributed buffers are included during the top-
down synthesis process, permitting the clock distribution network
to be optimized for the specific performance requirements of the
circuit application, while ensuring that the clock tree is tolerant to
process parameter variations. The clock skew is constrained within
a permissible range for locally minimizing the effects of parameter
variations under worst case conditions. Simulations exhibit excellent
agreement between the synthesized clock skew and the clock skew
values obtained from SPICE.

Thus, an integrated top-down methodology for synthesizing tree-
structured process tolerant clock distribution networks for high speed
VLSI/ULSI CMOS circuits is presented. This methodology, based
on inserted delay elements, accurately synthesizes localized nonzero
clock skews, thereby increasing the system clock frequency while
eliminating race conditions.
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