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Abstract—1In recent years, memristive technologies, such as
resistive random access memory (RRAM), have emerged. These
technologies are usually considered as alternates for static RAM,
dynamic RAM, and Flash. In this paper, a novel digital circuit,
the multistate register, is proposed. The multistate register is
different from conventional types of memory, and is used to
store multiple data bits, where only a single bit is active
and the remaining data bits are idle. The active bit is stored
within a CMOS flip flop, while the idle bits are stored in an
RRAM crossbar co-located with the flip flop. It is demonstrated
that additional states require an area overhead of 1.4% per
state for a 64-state register. The use of multistate registers as
pipeline registers is demonstrated for a novel multithreading
architecture—continuous flow multithreading (CFMT), where
the total area overhead in the CPU pipeline is only 2.5% for
16 threads compared with a single thread CMOS pipeline.
The use of multistate registers in the CFMT microarchitecture
enables higher performance processors (40% average perfor-
mance improvement) with relatively low energy (6.5% average
energy reduction) and area overhead.

Index Terms—Flip flop, memristive device, memristor,
multithreading, resistive random access memory (RRAM).

I. INTRODUCTION

EMRISTIVE technologies [1]-[3] have been proposed

to augment existing state-of-the-art CMOS circuits.
One interesting memristive technology is resistive random
access memory (RRAM) [5]-[9]. RRAM-based memories can
be integrated with existing digital circuits to increase function-
ality and system throughput. RRAM is a two-terminal device
that exhibits the properties of nonvolatility and high density.
Unlike charge-based memories, information in an RRAM is
stored by modulating the material state. An RRAM cell dissi-
pates no static power to store a state and provides immunity to
radiation- and noise-induced soft errors. Fabrication of these
devices generally requires deposition of a thin-film material.
The integration of these devices with CMOS is constrained
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primarily by lithographic patterning limits. Thus memristors
scale with existing CMOS technologies.

The traditional approach of increasing CPU clock
frequency has abated owing to constraints on power
consumption and density. To increase performance with each
CMOS generation, thread-level parallelism is exploited with
multicore processors [10]. This approach uses an increasing
number of CMOS transistors to support additional cores on
the same die, rather than increase the frequency of a single
processor. This larger number of cores, however, dissipates
greater static power. Multithreading is an approach to enhance
the performance of an individual core by increasing logic
utilization [11], without consuming additional static power.
Handling each thread, however, requires duplication of
resources (e.g., register files, flags, pipeline registers). This
added overhead increases the area, power, and complexity
of the processor, potentially increasing on-chip signal delays.
The thread count is therefore typically limited to two to four
threads per core in modern general purpose processors [12].

The high density, nonvolatility, and soft error immunity
exhibited by resistive random access memory enables novel
tradeoffs in digital circuits, allowing new mechanisms to
increase thread count without increasing the static power.
These tradeoffs support innovative memory structures for
novel microarchitectures. In this paper, a memristive mul-
tistate pipeline register (MPR) is proposed that exploits
these properties to enable higher throughput computing.
The MPR is compatible with existing digital circuits while
leveraging RRAM devices to store multiple machine states
within a single register. This behavior enables an individ-
ual logic pipeline to be densely integrated with memory
while retaining state information for multiple independent on-
going operations. The state information for each operation is
stored within a local memory and recalled at a later time,
allowing the computation to resume without flushing the
pipeline.

This functionality is useful in multithreaded processors to
store the state of different threads. This situation is demon-
strated in the case study of a novel microarchitecture—
continuous flow multithreading (CFMT) [13]. It is shown that
including an RRAM MPR within the CFMT microarchitecture
enhances the performance of a processor, on average, by 40%,
while reducing the energy, on average, by 6.5%. The proposed
MPR circuit can also be used as a multistate register for
applications other than pipeline registers.

Background of RRAM and crosspoint style memories is
reviewed in Section II. The operation of the multistate register
is presented in Section III. The simulation setup and circuit
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evaluation process are described in Section IV. A case study
examining the multistate register as a pipeline register within a
CPU is presented in Section V, followed by some concluding
remarks in Section VI.

II. BACKGROUND

Memristors and memristor-based arrays behave differently
from standard CMOS SRAM memory arrays owing to the dif-
ferent properties of RRAM devices. Operation of memristive
devices and memristor-based crosspoint structures is described
in the following section.

A. Background of Memristor and RRAM

Memristors [14] and memristive devices [15] behave as
resistors, where the resistance is modulated by an applied bias.
Positive and negative biases increase or decrease, respectively,
the resistance of the device. In general, a bias applied for
a longer duration produces a greater change in resistance.
A larger voltage will generally increase the speed of the
change in resistance. The device may also exhibit a thresh-
old voltage or current, such that the resistance will change
only if the bias exceeds the threshold specific to the device
technology [16]-[18]. Once the bias is removed, the final
resistance of the memristor is retained without dissipating any
power.

One interesting memristive technology is RRAM, where
oxide-based materials (e.g., TaO, TiO, SiO) [19], [20] rely
on the migration of dopants to switch the resistance of a
tunnel barrier. Dopant chains form through the oxide and
reduce the thickness of the tunneling gap. An increase in
the gap thickness gives rise to an increase in the resistance
of the device whereas a decrease reduces the resistance.
Currently, RRAM is considered a good candidate to replace
Flash memory and is being widely investigated both in
industry and academia.

The exact behavior of RRAM devices varies for different
oxide materials. To simulate the behavior of memristive cir-
cuits, a general device model is used—the threshold adaptive
memristor TEAM model [20]. In the TEAM model, the
behavior of the resistive device is represented by the following
expressions:

dx(t)
dt
: QOFF
kOFF . (% — 1) . fopp(x), 0< iOFF <1i (13.)
= 0, iON <i < iOFF (1b)
: QoN
ko - (ll(()—th? - 1) - foxn(x), i <ion <0 (1c)
Rorr — R
V(t) = IVRON + %(}C — xON)—‘ . l(f) (2)
OFF = AON

where korr and kon are fitting parameters, aony and aopr
are adaptive nonlinearity parameters, iopr and ion are cur-
rent threshold parameters, fon(x) and fore(x) are window
functions, Ron and Rogr are, respectively, the minimum and
maximum resistance of the memristor, and xoy and xopr are,
respectively, the minimum and maximum allowed value of
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Fig. 1. RRAM crosspoint (a) structure and (b) example of a parasitic sneak
path within a 2 x 2 crosspoint array.

the internal state variable x. The window function returns
a value between zero and one and describes the rate at
which the change of the state variable becomes nonlinear
near the minimum and maximum resistance of a memristor.
A Joglekar window function is used with a p-coefficient of
two [22]. An I-V curve of a memristive device based on
the TEAM model is shown in Fig. 2(a), exhibiting a pinched
hysteresis loop.

B. Crosspoints and Nonlinearity

RRAM exhibits high density when used in a crosspoint
array configuration. In this structure, a thin film is sandwiched
between two sets of parallel interconnects. Each set of inter-
connects is orthogonal, allowing any individual memristive
device to be selected by biasing one vertical and one hori-
zontal metal line. In this configuration, the circuit density is
only limited by the available metal pitch. The structure of a
crosspoint is shown in Fig. 1(a).

Crosspoint arrays have the inherent problem of sneak path
currents where currents propagate between two selected lines
through unselected memristors. The sneak path phenomenon is
shown in Fig. 1(b). The nonlinear /-V characteristic of certain
memristive devices lessens the sneak path phenomenon [23].
This nonlinearity can be achieved by depositing additional
materials above or below the memristive thin film. Depending
on the material system used for RRAM, the nonlinearity can
result from an insulator to metal transition or a negative
differential resistance [23]. From a circuits perspective, the
combined device can be modeled as a pair of cross-coupled
diodes in series with a memristor, as shown in the inset
of Fig. 2(b). Because the rectifying structure requires an
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Fig. 2. I-V characteristic of a memristor for (a) TEAM model with a
0.2 V sinusoidal input operating at a frequency of 2 GHz and (b) resistive
devices with and without ideal cross-coupled diodes. The parameters of the
TEAM models are listed in Table II. Voy is the ON-voltage of the diode, and
Ron and Ropp are, respectively, the minimum and maximum resistance of
the memristor.

TABLE I
COMPARISON OF DC ON/OFF CURRENT
FOR 4 x 4 CROSSPOINT ARRAY

X Average Active
I1,, [mA] 1 [mA] Ratio
Power [mW]
Unrectified 23 0.132 1.7 1.45
Rectified 0.486 0.017 28.5 0.201

additional thin-film layer, there is no effect on the area of
the crosspoint structure.

An I-V curve of a memristive device with cross-coupled
diodes is shown in Fig. 2(b). The high resistance of the
unselected devices reduces sneak currents and ensures that
the leakage power of the array is relatively small. Reducing
sneak currents ensures that the leakage power of the array is
relatively small. A dc analysis of the on and off crosspoint
currents is listed in Table I, where a 4 x 4 crosspoint array
with RRAM devices is dc biased at 0.8 V. These RRAM
devices exhibit an ON/OFF current ratio of 30. In an unrectified
crosspoint, the observed current ratio drops to less than two.
The rectified crosspoint displays a current ratio of 28.5, only
5% less than the ideal ratio of an RRAM device. Furthermore,
the total power consumption is reduced by almost an order of
magnitude.
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Fig. 3. Multistate register element (a) symbol of the multistate register and
(b) block diagram with control signal timing. The symbol is similar to a
standard CMOS D flip flop with the addition of a crosspoint array symbol.

III. RRAM MULTISTATE REGISTER

The multistate register is a novel circuit used to store
multiple bits within a single logic gate. The multistate reg-
ister is drop-in compatible with existing CMOS-based flip
flops. The element uses a clocked CMOS register augmented
by additional sense circuitry (SA) and global memristor
select (MS) lines. The symbol and topology of the multistate
register are shown in Fig. 3. Multistate registers can be used
as pipeline registers within a processor pipeline, as shown in
Fig. 4 and further explained in Section V.

The MS lines select individual RRAM devices within
the crosspoint memory co-located with the CMOS register.
A schematic of the proposed RRAM multistate register is
shown in Fig. 5(a). The signals W., and Re, are global
control signals that, respectively, write and read within the
local crosspoint memory. Signal A sets the CMOS register into
an intermediate state that facilitates writes and reads from the
crosspoint. An individual RRAM device is selected using a
set of global MS lines. Local writes to the RRAM crosspoint
array are controlled by the master stage within the register.
The gates within the slave stage of the CMOS register are
reconfigured to provide a built-in sense amplifier to read the
RRAM crosspoint array [24]. The overhead of the additional
circuitry (shown in Fig. 3) is relatively small (Section IV-B).

The multistate register primarily operates as a CMOS regis-
ter. In this mode, the structure behaves as a standard D flip flop,
where a single bit is stored and is active while the idle states
are stored within the RRAM crosspoint array. When global
control circuitry triggers a change of the pipeline state (e.g., for
a pipeline stall or context switch), the circuit stores the current
bit of the register and reads out the value of the next active
bit from the internal RRAM-based storage. Switching between
active bits consists of two phases. In the first half of the
cycle, an RRAM write operation stores the current state of
the register. During a write operation, the transmission gate A
disconnects the first stage from the following stage, isolating
the structure into two latches. The input latch stores the
currently evaluated state, whereas the output latch stores the
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Fig. 4. MPR-based pipeline and logic diagram of active and stored pipeline states. The MPR replaces a conventional pipeline register and time multiplexes

the stored states.

data of the previous state. Once W, goes high, the input latch
drives a pair of multiplexors that write the currently stored
state into the RRAM cell selected by the global MS lines. The
active devices during the write phase are shown in Fig. 5(b).
The write phase may require more than half a cycle depending
upon the switching time of the RRAM technology. During the
second half of the clock cycle, the new active bit is selected
within the resistive crosspoint array and sensed by the output
stage of the CMOS D flip flop. During a read operation,
the globally selected row is grounded through the common
node Nj,. The voltage on the common line Nyy is set by
the state of the RRAM cell. To bias the RRAM cell, the
common line is connected through a pMOS transistor to the
supply voltage Vpp. The voltage is sensed at the output of M.
If Ry is set high, M7 to M5 reconfigure the last inverter stage
as a single ended sense amplifier [13], and the crosspoint array
is read. The active devices during the read phase are shown
in Fig. 5(c).

The physical design of the multistate register can be
achieved by two approaches. RRAM devices can be integrated
between the first two metals, as shown in Fig. 6(a), or the
RRAM can be integrated on the middle-level metal layers,
as shown in Fig. 6(b). The middle metal layer approach
allows the RRAM to be integrated above the CMOS circuitry,
saving area. A standard cell floorplan is shown in Fig. 7(b),
where a dedicated track is provided for the RRAM interface
circuitry. This dedicated track runs parallel to the CMOS track.
The addition of this track wastes area in those cases
where multistate registers are sparsely located among the
CMOS gates. Additional routing overhead increases the area
required to pass signals around the crosspoint array.

The approach shown in Fig. 7(a), where the RRAM is
integrated on the lower metal layers, requires slightly more
area but is compatible with standard cell CMOS layout rules.
Fabrication on the lower levels maintains standard routing

conventions, where the lower metal layers are dedicated to
routing within the gates, and the middle metal layers are used
to route among the gates.

IV. SIMULATION SETUP AND CIRCUIT EVALUATION

The multistate register has been evaluated for use within
a high-performance microprocessor pipeline. The latency,
energy, and area of the register as well as the sensitivity to
process variations are described in this section.

A. Latency and Energy

The latency and energy of an MPR are dependent on
the parameters of an RRAM device and the CMOS sensing
circuitry built into the MPR. The RRAM device is modeled
using the TEAM model [21] based on the parameters listed
in Table II. The parameters of the resistive device are chosen
to incorporate device nonlinearity into the /-V characteristic,
as shown in Fig. 2(b) and described in Section II-A. The
multistate register is evaluated across a range of internal
crosspoint array sizes (e.g., different number of states per
register). The resistance of the device is extracted from [23].
The transistor and cell-track-sizing information is from the
FREEPDKA45 Standard Cell Library [25] and scaled to a 22-nm
technology. Circuit simulations utilize the 22-nm PTM CMOS
transistor model [26]. The RRAM and diode device parameters
are listed in Table II. Standard CMOS timing information for
the register is listed in Table III. The read operation requires
28.6 ps, equivalent to a 16 GHz clock frequency (the read
operation is less than half a clock cycle). The register operates
primarily as a CMOS register and only accesses the RRAM
crosspoint array to switch between idle and active pipelines
states. Note that the eight-row by eight-column crosspoint
array is small compared with large-scale memory crosspoint
arrays and therefore places a small electrical load on the
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Fig. 5. Proposed RRAM MPR. (a) Complete circuit consists of a RRAM-based crosspoint array above a CMOS-based flip flop, where the second stage
(the slave) also behaves as a sense amplifier. (b) Write and (c) read operations of the proposed circuit.
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sensing circuitry. Hence, the read operation is relatively fast & &

and does not limit the operation of the multistate register.

The performance of the multistate register is limited by prior to the read operation. Because of the sequential nature of
the switching characteristics of the RRAM device. To main- the multistate register access to the RRAM array, a half cycle
tain high performance, the desired RRAM devices must be is devoted to the read operation.
relatively fast [31]. These characteristics are chosen to achieve The energy of the multistate register depends upon the
a target write latency of a 3 GHz CPU. As mentioned RRAM switching latency, as listed in Table IV. Epow-High
in Section II, the RRAM write operation occurs sequentially and Emjgh—Low are the energy required to switch, respectively,
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TABLE II
MEMRISTOR AND DIODE PARAMETERS

R, [kQ] 0.5
Ry [kQ] 30
keon -0.021-0.07
ko 0.0021-0.007
Con.off 3
ion [LA] -1
Iy [LA] 1
Voy (diode) [V] 0.5
R, (diode) [Q] 1
TABLE III

ACCESS LATENCY OF A 16-b MPR

Clock to Q [ps] 11.2

Setup Time [ps] 13.2

RRAM Read [ps] 28.6
TABLE IV

WRITE LATENCY AND ENERGY OF A 16-b MULTISTATE REGISTER

Write Time
lesiea ()0 G 0.5 1.5 2.5 3.5 4.5
Epow-tiign [17] 2.24 5.26 8.3 10.49 13.23
Eigh-Low [7] 3.78 10.33 16.89 23.5 30.08
TABLE V

READ ACCESS ENERGY OF RRAM

States per Mutistate Register 4 States 16 States 64 States
E,eaqop[fT] 1.6 2.2 35
E'readon [11] 033 0.41 0.71

to Rorr and Roy for a single device write to the multistate
register crosspoint array. Because the switching time of the
memristor dominates the delay of a write to the multistate
register, ELow—High and Enjgh—Low increase linearly as the
switching time increases. Note that the read energy only
depends on Ron and Ropr and is therefore constant for
different switching times. The read energy, however, depends
on the size of the crosspoint array, as listed in Table V.

B. Layout and Physical Area

The energy and latency of an MPR are dependent on both
the parameters of an RRAM device and on the CMOS sensing
circuitry built into the MPR. An individual crosspoint RRAM
cell is 0.001934 um? (4F2, where F is the feature size). The
layout of the proposed RRAM multistate register is shown in
Fig. 8. The layout of the multistate register is based on 45 nm
design rules and scaled to the target technology of 22 nm.
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Fig. 8.  Physical layout of 64-state MPR within the crosspoint array on
(a) lower metal layers (M1 and M2) and (b) upper metal layers (M2 and M3)
above the D flip flop.

TABLE VI
MPR AREA
Area Overhead Wi i
[llmzl (%] per State
[%]
CMOS Register 28 } )
(1 state) )
- MPR 4 states 5.5 96.2% 24%
]
g g MPR 16 states 6.3 126.5% 8%
s
MPR 64 states 8.1 192.5% 3%
© MPR 4 states 3.9 39.3% 9.8%
==
g Z| MPR 16 states 43 53.6% 33%
MPR 64 states 5.2 85.7% 1.3%

The number of RRAM devices within a crosspoint array is
scaled from 4 to 64 devices. The MPR is evaluated for both
the middle metal and lower metal approaches, as described in
Section III. The physical area is listed in Table VI.

The transistors required to access the crosspoint, as shown
in Fig. 8, dominate the area overhead of both the lower metal
and middle metal multistate register. Because of the relatively
small on-resistance of the RRAM devices, the access transistor
needs to be sufficiently large to facilitate a write operation.
In addition, CMOS transmission gates are used to ensure that
there is no threshold voltage drop across the pass transistors.
As a result, the area of the crosspoint memory array is only a
small fraction of the area overhead of the multistate register.
Note that alternative RRAM technologies with a higher Ron
supports smaller transistors and reduced area. Under these
constraints, the most area efficient structure is a 64-b array, as
the overhead per state is, respectively, 0.08 xm? for the lower
metal approach and 3.75 um? for the middle metal approach.

As shown, the middle metal register requires less area than
a lower metal multistate register. As described in Section III
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and shown in Fig. 8(b), the middle metal register requires
an additional track dedicated to the control transistors within
the crosspoint array. Positioning the crosspoint array over the
register also adds complexity as the upper metal layers can no
longer be used to route signals above the multistate register.

C. Sensitivity and Device Variations

The built-in sense amplifier circuit senses the RRAM based
on a threshold voltage. Any voltage above the threshold of
the registers produces a logical zero at the output, and any
voltage below the threshold produces a logical one. Similar
to digital CMOS circuits, the structure is tolerant to vari-
ability in the RRAM resistance. To evaluate the sensitivity
of the circuit to variations, the nominal Ry is varied from
0.35 to 0.65 kQ. This range produces a maximum and min-
imum change of £2 mV in the voltage input of the sense
amplifier. For 21 kQ > Ropr < 39 kQ, a voltage ranging from
—40 to +26 mV is produced. Both ranges represent a 30%
variation in the device resistance of Ron and Rogr. In these
cases, the correct output state is read out, indicating a high
degree of tolerance to variations in the RRAM resistance.

The RRAM circuit can tolerate an Royx of up to 12 kQ
before the circuit produces an incorrect output. In a 64-b
multistate register, this behavior corresponds to an increase
in the RRAM read delay from 78 to 476 ps. With increasing
Ron, the sense amplifier no longer generates a full range signal
at the output, dissipating static energy. Much of this increased
delay is due to the device operating near the switching
threshold of the sense amplifier.

As Ropr varies from 30 kQ to 300 MQ, the performance
of the circuit improves owing to two effects. As the resis-
tance increases, the voltage at the sense amplifier input also
increases, placing the transistor into a higher bias state, which
lowers the delay of the sense amplifier. Additionally, the
large resistance of the sensed RRAM device prevents the
sense line within the crosspoint array from dissipating charge,
maintaining a high voltage at the input of the sense amplifier.
Counterintuitively, this effect lowers the delay when Ropr is
greater than 30 MQ. Because of the interplay of Rox and Ropg,
a delay tradeoff exists between the average resistance of the
RRAM technology and the resistive ratio of the device.

The gain and offset of the sense amplifier have a small
effect on the circuit performance. A higher sense amplifier
gain improves the tolerance of the sense circuit to variations
of the RRAM device. An offset voltage shifts the reference
threshold voltage, but must be comparable with the supply
voltage (0.3 Vpp or more) before the circuit performance is
affected.

V. MULTISTATE REGISTERS AS MPR FOR MULTITHREAD
PROCESSORS—A TEST CASE

Replacing CMOS memory (e.g., register file and caches)
with nonvolatile memristors significantly reduces power con-
sumption. Multithreaded machines can exploit the high density
and CMOS compatibility of memristors to store the state of
the in-flight instructions with fine granularity within a CPU.
Hence, using memristive technology can dramatically increase
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TABLE VII
SOE MT AND CFMT PROCESSOR CONFIGURATIONS

Switch on RRAM-based
Event CFMT
Number of pipeline stages 10
CMOS process 22 nm
Clock frequency [GHz] 3
Switch penalty [cycles] 7 1to5
L1 read/write latency [cycles] 0
L1 miss penalty [cycles] 200
Data L1 cache configuration 32 kB, 4 way set associative
Instruction Ll. cache 32 kB, 4 way set associative
configuration
Branch predictor Tournament , Ishare 18kB/gshare 8kB

TABLE VIII
PERFORMANCE SPEEDUP FOR DIFFERENT MPR WRITE LATENCIES
COMPARED WITH SWITCH-ON-EVENT MULTITHREADING
PROCESSOR FOR CPU SPEC 2006

Benchmark MPR Write Latency [clock cycles]
1 2 3 4 5
libquantum 1.35 | 1.28 | 1.21 1.15 1.09
bwaves 122 | 1.15 | 1.08 1.04 1
milc 147 | 1.26 | 1.18 1.11 1.06
zeusmp 1.85 | 1.59 | 140 1.29 1.21
gromacs 1.53 | 132 | 1.21 1.17 1.14
leslie3d 1.67 | 148 | 133 1.22 1.15
namd 140 | 1.24 | 1.15 1.08 1.04
soplex.pds-50 1.35 | 1.28 | 1.21 1.16 1.1
Ibm 1.5 | 131 1.2 1.12 1.08
bzip2.combined 1.13 | 1.1 1.08 1.05 1.03
gee.166 1.35 | 1.28 | 1.21 1.15 1.09
gobmk.trevorc 1.3 1.24 | 1.19 1.14 1.09
h264ref.foreman_baseline | 1.06 | 1.02 1 1 1
GemsFDTD 145 | 1.3 1.18 1.08 1.04
hmmer.nph3 1.18 | 1.14 | 1.11 1.07 1.04
soplex.ref 1.7 | 142 | 1.29 1.19 1.1
gcc.c-typeck 1.33 | 126 | 1.21 1.15 1.1
gobmk.trevord 129 | 1.23 | 1.18 1.13 1.08
Average 1.40 | 1.27 | 1.19 1.13 1.08
TABLE IX

ENERGY AND AREA EVALUATION FOR CFMT TEST CASE

Switch o | B RAM-based CFMT | Difference
Event

9,1 @ 1 cycle penalty 91.7%
Thread 19.1 @ 2 cycle penalty -82.6%
switch 109.9 29.2 @ 3 cycle penalty -73.4%
energy [pJ] 38.4 @ 4 cycle penalty -65.1%
48.2 @ 5 cycle penalty -56.1%

Processor
area 123.276 126.426 2.55%

[mm"2]

the number of threads running within a single core. This
approach is demonstrated in this test case, where RRAM
multistate registers store the state of multiple threads within a
CPU pipeline.
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(a) Switch on Event

(fafefal [ [ 1 [2[z[2[2[2] | [ ][] [s]2]2[s]8]

PR/ 0 cycle penatry L1111 81222 [2[2]3]3[3[3 B[ 1[1[1[1 [i]2[2[2]2]
f\jl)PCRF\Al\//l/Tl_cyclepenalty ll‘lllm ‘Z\ZMZM ’3‘3’3‘3|?‘ m ‘1‘1‘1’1m
(d) CFMT —
vpRws 2 cycle penaity |LLEILIEL [ [2[2[2[2[2] [ [3[3[3[3[3] [ [a] | [1]
Thread1 (1|1|1|1(1|1|1{1(1
(e) Running threads Thread2 (2|2(|2(2(2]|2|2(2(2
Thread3 (3|3|3(3(3|3(3(3(3
Thread4 (4|4|4|4|4|4|4|4|4

Fig. 9.

Tlustration of different multithreading techniques with four threads (marked by the number). All processors run the same four threads as shown in (e).

The latency of the white and shaded instructions is, respectively, a single clock cycle and ten clock cycles. For (a) switch-on-event multithreaded processor,
the long latency instruction that triggers a thread switch is the shaded instruction and the thread switch penalty is five clock cycles owing to the pipeline flush.
For continuous flow multithreading, the thread switch penalty depends upon the read and write times of the multistate register, and is lower than traditional
switch-on-event processors. The different thread switch penalties illustrated in this example are (b) zero for an ideal multistate register, (c) one clock cycle,
and (d) two clock cycles. The performance (measured by the instructions per cycles) in this example is (a) 7/12, (b) 1 (71% improvement as compared with
switch-on-event), (c) 0.83 (43% improvement), and (d) 0.67 (14% improvement) [12].

TABLE X
ENERGY PER INSTRUCTION FOR VARIOUS CPU SPEC 2006 BENCHMARK APPLICATIONS

CFMT
SoE MT RRAM MPR - various thread switch latencies
Benchmark q
[pJ/inst.] 1 cycle 2 cycles 3 cycles 4 cycles 5 cycles
[pJ/inst.] [pJ/inst.] [pJ/inst.] [pJ/inst.] [pJ/inst.]

libquantum 15.17 14.12 14.29 14.46 14.63 14.80
bwaves 19.63 18.83 19.03 19.25 19.42 19.42
milc 24.51 22.61 23.23 23.47 23.74 24.11
zeusmp 21.10 18.04 18.62 19.19 19.18 19.95
gromacs 30.16 27.94 28.62 29.05 29.23 29.34
leslie3d 27.27 24.72 25.20 25.68 26.08 26.39
namd 22.90 21.42 21.91 22.21 22.50 22.65
soplex.pds-50 17.62 16.52 16.71 16.88 17.03 17.20
lbm 22.54 20.29 20.90 21.36 21.76 21.94
bzip2.combined 21.86 21.44 21.51 21.65 21.65 21.72
gee. 166 19.37 18.32 18.49 18.66 18.83 19.01
gobmk.trevorc 23.05 22.15 22.28 22.71 22.56 22.71
h264ref.foreman_baseline 25.95 25.27 25.35 25.50 25.69 25.76
GemsFDTD 23.89 21.88 22.43 22.99 23.36 23.49
hmmer.nph3 24.27 23.65 23.75 23.84 23.84 24.04
soplex.ref 21.92 19.47 20.04 20.44 20.80 21.17
gee.c-typeck 19.94 19.16 19.12 19.27 19.43 19.58
gobmk.trevord 22.73 21.71 21.87 22.40 22.25 22.40
Average 22.44 20.97 21.30 21.61 21.78 21.98

In continuous flow multithreading [13], the multistate
registers are used as MPRs to store the state of multiple
threads. A single thread is active within the pipeline and the
instructions from the other threads are stored within the MPRs.
The MPRs therefore eliminate the need to flush instructions
within the pipeline, significantly improving the performance
of the processor, as shown in Fig. 9.

To exemplify this behavior, the performance and energy of a
CFMT processor with the proposed RRAM-based MPRs have
been evaluated [27]. To evaluate the performance, the GEMS
simulator [28] is extended to support CFMT. The energy
has been evaluated by the McPAT simulator [29]. The sim-
ulated processor is a ten-stage single scalar ARM processor,

where the execution stage operates at the eighth stage. The
performance and energy of the CFMT processor are compared
with a switch-on-event (SoE) multithreading processor [30],
where a thread switch occurs for each long-latency instruction
(e.g., L1 cache miss, floating point instructions), causing the
pipeline to flush. The characteristics of the evaluated proces-
sors are listed in Table VII. The energy is compared with a
16 thread processor (i.e., with an MPR storing 16 states) which
is a sufficient number of threads to achieve the maximum
performance for most benchmark applications.

The performance of the processors is measured by the
average number of instructions per clock cycle (IPC), as listed
in Table VIII. The average speedup in performance is 40%.
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A comparison of the thread switch energy is listed in Table IX.
The average energy per instruction for various CPU SPEC
2006 benchmarks is listed in Table X, where the average
reduction in energy is 6.5%. The area overhead for a 16-thread
CFMT compared with an SoE is approximately 2.5%, as listed
in Table IX.

For the CFMT configuration described herein, the simu-
lations show that 16 threads are sufficient to achieve the
maximum performance for the vast majority of SPEC CPU
2006 benchmarks. Alternate configurations with many long-
latency events or different machines may benefit from addi-
tional states.

Physically, a linear increase in the number of rows and
columns within a crosspoint array generates a quadratically
increasing number of states and physical area, increasing the
efficiency of the crosspoint array. A small increase in the
number of rows and columns supports many more threads.
However, as previously mentioned, 64 states is sufficient for
most applications.

For the MPR to enhance performance, the cost of a thread
switch must be smaller than the latency of a cache miss
or other long-latency events. This situation is typical for all
practical thread switching events.

VI. CONCLUSION

Emerging memory technologies, such as RRAM, are more
than just a drop-in replacement to existing memory tech-
nologies. In this paper, an RRAM-based multistate register
is proposed using an embedded array of memristive memory
cells within a single flip flop. The multistate register can store
additional data that is not conventionally contained within a
computational pipeline.

The proposed multistate register is relatively fast owing
to the physical closeness of the CMOS and RRAM devices.
A 16-state multistate register requires only 54% additional area
compared with a single-state standard register. The multistate
register also exhibits relatively consumes low power because
of the non-volatility of the resistive devices.

As an example, the proposed multistate register has
been applied to a continuous-flow multithreaded processor,
exhibiting a significant 40% performance improvement
with low energy compared with a conventional switch-on-
event processor. An RRAM-based MPR therefore enables
novel microarchitectures, such as the CFMT. The proposed
multistate register significantly improves performance and
reduces energy with small area overhead.
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