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Energy-Efficient Write Scheme for Nonvolatile
Resistive Crossbar Arrays With Selectors
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Abstract— The write operation of a resistive memory based
on a one-selector–one-resistor (1S1R) crossbar array consumes
significant energy and is dependent on the device and circuit char-
acteristics as well as the bias scheme. In this paper, the energy
efficiency of a crossbar array of a 1S1R configuration during a
write operation is explored for the V/2 and V/3 bias schemes.
The characteristics that affect the most energy-efficient bias
scheme are demystified. The write energy of a crossbar array
is modeled in terms of the array size, number of selected cells,
and nonlinearity factor. For a specific array size and selector
technology, the number of selected cells during a write operation
can affect the choice of bias scheme. The effect of leakage current
due to partially biased unselected cells is explored. Furthermore,
an energy-efficient write operation based on a hybrid bias scheme
is proposed to reduce the write energy. This write operation
adaptively sets the bias scheme based on the number of selected
cells to enhance overall energy efficiency. Energy improvements
of more than two times are demonstrated with this hybrid bias
scheme.

Index Terms— Bias scheme, crossbar array, emerging memory
technologies, nonlinearity factor, resistive RAM (RRAM), write
energy.

I. INTRODUCTION

RESISTIVE memories are expected to replace charge-
based conventional memories due to scalability limita-

tions and energy benefits due to nonvolatility characteristics.
Resistive memory devices, such as resistive RAM (RRAM),
phase change memory, and magnetoresistive RAM (MRAM),
have been explored for nonvolatile memories [1]–[4]. To
achieve high density, these resistive devices are placed within
a crossbar array structure. The area of a memory cell in
an RRAM-based crossbar array utilizing a two-terminal one-
selector–one-resistor (1S1R) configuration can be as low as
4F2, where F is the minimum feature size of a technology
node [3]. These arrays can be placed within the metal layers,
supporting cell placement above the CMOS logic, further
reducing area. Moreover, a crossbar array can be configured as

Manuscript received September 6, 2017; revised November 14, 2017;
accepted December 16, 2017. Date of publication January 12, 2018; date
of current version March 20, 2018. This work was supported in part by the
National Science Foundation under Grant CCF-1329374, Grant CCF-1526466,
and Grant CCF-1716091, in part by IARPA under Grant W911NF-14-C-0089,
in part by AIM Photonics under Award 059447-007, in part by the Intel
Collaborative Research Institute for Computational Intelligence, Singapore
Ministry of Education Tier 2 under Grant MOE2014-T2-2-105, in part by
Cisco Systems, in part by Qualcomm, and in part by OeC. (Corresponding
author: Albert Ciprut.)

The authors are with the Department of Electrical and Computer Engi-
neering, University of Rochester, Rochester, NY 14627 USA (e-mail:
aciprut@ur.rochester.edu; friedman@ece.rochester.edu).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TVLSI.2017.2785740

a logic gate, providing a path to non-von Neumann in-memory
computing [5]. To enable this capability, however, the energy
consumption of a crossbar array should be within practical
limits due to thermal design power envelope constraints in
high-performance integrated circuits and the limited battery
size of mobile devices. The energy consumption of 1S1R
memories increases significantly as the size of the array grows.
In particular, the write energy is a large portion of the total
energy and is significantly greater than the read energy [6].
This difference is due to the long switching times of the
selected devices, whereas the read latency primarily depends
upon the sense amplifier, which improves with technology
scaling. The write latency is typically on the order of a few
hundred nanoseconds, whereas the read latency can be as low
as 5 ns [7].

The energy consumption of a crossbar array during a
write operation depends upon the bias scheme, typically a
V/2 or V/3 bias scheme [8], [9] (see Section II). While most
of the work described in the literature considers the V/2 bias
scheme [6], [10], the advantages of one bias scheme over the
other bias scheme are unclear in terms of energy efficiency.
Furthermore, the V/2 bias scheme is often claimed to be
more energy efficient than the V/3 bias scheme [1], [11].
The most energy-efficient bias scheme can, however, vary
depending upon the circuit and device characteristics. In
particular, the selector device has a profound effect on the
energy consumption, since the leakage currents due to partially
biased cells increase with array size. The selector device
within a crossbar array suppresses the currents under a low
voltage bias while supporting higher currents under a high
voltage bias. Different three-terminal devices, such as an
MOS transistor and a bipolar junction transistor, as well as
two-terminal devices, such as a silicon-based diode and a
metal–insulator–metal (MIM) tunneling barrier, have been
considered [12], [13]. The three-terminal transistor based-
selector devices provide greater isolation between the selected
cells and unselected cells within a crossbar array. This solu-
tion, however, significantly increases cell area and inhibits
scalability. Two-terminal selectors can, however, be vertically
integrated within a nonvolatile resistive cell, preserving area.
A wide range of two-terminal selectors exist that can be
classified into two categories: unipolar and bipolar. In addition,
depending upon the material and the nonvolatile resistive cell,
the selector can be a silicon-based diode, a self-rectifying
device, or MIM with different kinds of tunneling mechanisms
depending upon the thickness of the insulator material [14].
In this paper, a 1S1R element is used to refer to a nonvolatile
resistive cell integrated with a two-terminal selector device.

1063-8210 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0002-5668-5913


712 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 26, NO. 4, APRIL 2018

Fig. 1. Bias schemes for a two-bit write operation. (a) V/2 bias scheme.
(b) V/3 bias scheme.

To incorporate the effects of the selector within an array,
the nonlinearity factor is used as the primary metric to quantify
the isolation capability (see Section II).

In this paper, the write bias schemes are compared from
an energy efficiency point of view for 1S1R crossbar arrays
with two-terminal selectors. It is shown here that the bias
scheme that provides the highest energy efficiency depends
upon several parameters, such as the nonlinearity factor of
the selectors, the size of the array, and the number of selected
cells during a write operation. Simple closed-form expressions
that model the write energy of a crossbar array in terms
of these parameters, excluding the peripheral circuitry, are
provided for the case where the interconnect resistance is
negligible. The models are applicable to both unipolar and
bipolar devices. Most of the existing work described in the
literature does not consider the effects of writing multiple bits
(i.e., multiple selected cells) on the energy consumption of an
array. In [6] and [10], the power consumption when selecting
multiple bits is considered, however, only for the V/2 bias
scheme. In this paper, the effects of writing multiple bits on
the energy efficiency of different bias schemes are explored
for the first time. Moreover, the effects of leakage current
on energy consumption are discussed. In addition, an energy-
efficient write scheme is proposed that adaptively utilizes both
the V/2 and V/3 bias schemes to lower the write energy,
extending the preliminary work described in [15]. Based on
the proposed write operation, the bias scheme is altered for
maximum energy efficiency depending upon the number of
selected bits, which can vary for different write operations.
In Section II, the bias schemes during a write operation are
reviewed. In Section III, models of the energy consumption are
described. In Section IV, the proposed energy-efficient write
scheme is described. The potential challenges and overhead are
also discussed. In Section V, some conclusions are offered.

II. WRITE OPERATIONS

The two types of write bias schemes, V/2 and V/3, are
shown in Fig. 1. For the V/2 bias scheme, the selected
wordline is connected to the write voltage, while the selected
bitlines are grounded. The unselected wordlines as well as
bitlines are biased to half of the write voltage. Similarly, for

the V/3 bias scheme, the selected wordline is connected to
the write voltage, while the selected bitlines are grounded.
The unselected wordlines are biased at one third of the write
voltage, whereas the unselected bitlines are biased at two thirds
of the write voltage. The voltage drop across the unselected
cells along the selected wordline and selected bitlines, also
called the half-selected cells, is, therefore, biased at one half
of the write voltage for the V/2 bias scheme. For the V/3 bias
scheme, this voltage decreases to one third of the write voltage.
More importantly, the cells on the unselected wordlines and
bitlines are at 0 V for the V/2 bias scheme and at one third of
the write voltage for the V/3 bias scheme, resulting in a large
number of cells leaking current when the V/3 bias scheme is
applied.

The leakage current of the unselected cells depends upon the
nonlinearity factor of the selector. The two-terminal selector
is placed above a resistive cell to form a nonlinear I–V
characteristic. A selector with a higher nonlinearity factor
further decreases the current of the cell when biased below the
threshold voltage of the selector [16]. The leakage current due
to the partially biased unselected cells is, therefore, suppressed,
decreasing I R voltage drops and supporting larger array
sizes [17]. The nonlinearity factor of a selector is the ratio
of the current passing through a selected cell to the current
passing through a half-selected cell. The nonlinearity factor
of the V/2 and V/3 bias schemes is, respectively,

KV/2 = Icell(Vwrite)

Icell(Vwrite/2)
= 2 × RON@Vwrite/2

RON

(1)

KV/3 = Icell(Vwrite)

Icell(Vwrite/3)
= 3 × RON@Vwrite/3

RON
(2)

where Icell(Vwrite), Icell(Vwrite/2), and Icell(Vwrite/3) are,
respectively, the current passing through the cell when the
cell voltage is equal to the write voltage, one half of the write
voltage, and one third of the write voltage. RON, RON@Vwrite/2,
and RON@Vwrite/3 are, respectively, the cell resistance during an
ON state when the cell voltage is equal to the write voltage,
one half of the write voltage, and one third of the write voltage.
The leakage current, therefore, depends upon the bias scheme,
which is related to the nonlinearity factor.

The nonlinearity factor KV/2 of a 1S1R device is typically
on the order of 101 to 102, whereas KV/3 is on the order of
103 to 104 [16], [18]–[24]. A selector device with an ON/OFF

ratio as high as 108 has recently been demonstrated [25]. The
choice of bias scheme can, therefore, greatly affect the energy
consumption.

III. ENERGY MODELS

In this section, a model of the energy consumption of the
V/2 and V/3 bias schemes is provided. A design guideline for
choosing the proper bias scheme is explained in Section III-A.
Moreover, the effect of the nonlinearity factor on the choice
of bias scheme is explored in Section III-B. The effect of
leakage current on the total energy consumption is discussed
in Section III-C.

To provide an intuitive closed-form expression that models
the energy consumption of a crossbar array, the interconnect
resistance is assumed to be negligibly small. Although this
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Fig. 2. Energy consumption of a crossbar array with respect to (a) array
size and (b) number of selected cells, assuming RON = 104 �, ROFF = 107

�, KV/2 = 20, KV/3 = 1000, and Vwrite = 2 V.

assumption is not always practical in large arrays, it per-
mits the effects of the critical parameters on the energy
consumption, such as the nonlinearity factor, the size of the
array, the number of selected cells, and a bias scheme, to be
captured while retaining simplicity and providing intuitive
expressions. An array with an equal number of rows and
columns biased according to the V/2 and V/3 bias schemes,
as shown in Fig. 1, is considered. The selected devices are
modeled based on the VTEAM model [26] considering linear
switching, and the remaining devices are modeled as resistors.
The switching devices are considered to be symmetric with
equal ON/OFF threshold voltages and equal set/reset times.
The switching energy during the set and reset operations
is, therefore, the same (see the Appendix). Based on these
considerations and assumptions, the energy consumption of
a crossbar array for the V/2 and V/3 bias schemes is,
respectively,

EV/2 = Vwrite
ION

KV/2

(Nn + N − 2n)

2
tsw + nEsw (3)

EV/3 = Vwrite
ION

KV/3

(N2 − n)

3
tsw + nEsw (4)

where Vwrite is the write voltage, ION is the cell current when
biased at the write voltage during the ON state, N is the
number of rows and columns, n is the number of selected
cells, tsw is the switching time, and Esw is the switching energy
consumption of the selected device

Esw = V 2
write

ROFF − RON

ln

(
ROFF

RON

)
tsw. (5)

RON and ROFF are, respectively, the 1S1R cell resistance during
the ON and OFF states (for more details see the Appendix).
The resistance of the selector device due to the limited current
density is assumed to be considered in RON and ROFF. Note
that the second term in (3) and (4) is the dynamic portion of
the total energy due to switching the selected cells, while the
first term is due to the leakage current of the half-selected and
unselected cells.

The closed-form expressions are in good agreement with
SPICE, exhibiting an average error of 0.04% and a maximum
error of 0.74%, as shown in Fig. 2. The energy consumption
scales differently with respect to array size for different
bias schemes. The V/2 bias scheme follows a linear trend,

Fig. 3. Effect of the number of selected cells on the energy consumption
of a crossbar array for the V/2 and V/3 bias schemes, assuming KV/2 = 20
and KV/3 = 1000.

TABLE I

SUMMARY OF PARAMETERS FOR WRITE OPERATION

whereas the V/3 bias scheme scales superlinearly with array
size (∼ N2). Moreover, while the energy consumption for
the V/2 bias scheme is strongly dependent on the number
of selected cells, the V/3 bias scheme is constant for large
arrays (N � n). Note that EV/3 quadratically scales with N ,
exhibiting a near constant profile with respect to n if N � n.
Under this condition, while the switching energy continues
to grow with large n since the leakage energy dominates for
large array sizes, Esw remains insignificant. The effect of n
on the energy consumption for different array sizes is shown
in Fig. 3. A summary of the parameters used in the following
simulations is provided in Table I (unless otherwise noted).

The increasing number of selected bits per write operation
significantly adds to the energy consumption of the V/2 bias
scheme. The V/3 bias scheme remains relatively constant
for large array sizes. This behavior is due to the increasing
number of half-selected cells for the V/2 bias scheme with
increasing n. In contrast, for the V/3 bias scheme, the variation
in the number of unselected cells becomes negligible as n
increases if the size of the array N is much larger than n.

One method to decrease the energy consumption is by
using selectors with a higher nonlinearity factor. A higher
nonlinearity factor decreases the leakage current of the uns-
elected cells, improving the ability of the selector to isolate
the switching cell from the rest of the unselected array. The
effect of the nonlinearity factor on the energy consumption is
shown in Fig. 4. Note that with increasing nonlinearity factor,
the energy consumed during both bias schemes decreases,
since (3) and (4) are, respectively, inversely proportional to
KV/2 and KV/3.

A. Energy-Efficient Bias Scheme

Depending upon the array size, one bias scheme is more
efficient than the other bias scheme. The number of selected
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Fig. 4. Effect of the nonlinearity factor on the energy consumption of a
crossbar array for the V/2 and V/3 bias schemes, assuming n = 4.

Fig. 5. Comparison of energy consumption in terms of the array size and
the number of selected cells for the V/2 and V/3 bias schemes, assuming
KV/2 = 20 and KV/3 = 1000.

cells n during a write operation may, however, alter the most
energy-efficient bias scheme, as shown in Fig. 5. Note that
the line of intersection between the two bias schemes (where
EV/2 = EV/3) spans a range of array sizes (N = 128, 256,
and 512) depending upon the number of selected bits. Since
the V/2 bias scheme scales with the number of selected cells
as opposed to the V/3 bias scheme which remains relatively
constant, the line of intersection bends for different values
of n.

Extra energy is expended due to an incorrect choice of bias
scheme, wasting significant power during a write operation.
The ratio of the energy consumption between the two bias
schemes is shown in Fig. 6. The right hand side of the contour
is the region where the V/2 bias scheme is more efficient than
the V/3 bias scheme, and the left hand side is where the V/3
bias scheme is more efficient than the V/2 bias scheme. Since
increasing the number of selected cells consumes more energy
for the V/2 bias scheme for low n, the V/2 bias scheme
remains more energy efficient over a wider range of array
sizes. In contrast, for high n, the V/3 bias scheme is more

Fig. 6. Energy savings of the V/3 bias scheme as compared with the V/2
bias scheme assuming the same parameters listed in Fig. 5. Solid line: contour
where the energy consumption between the two bias schemes is equal.

energy efficient over a wider range of array sizes. The write
energy can be as much as five times lower for a 128 × 128
array and ten times lower for a 64 × 64 array using the V/3
bias scheme with eight selected bits. For large arrays, however,
since the number of cells leaking current during the V/3 bias
scheme scales with N2, the V/2 bias scheme can consume
as much as seven times lower energy for an array size of
1024 × 1024 with single bit operation.

The interconnect resistance changes the location of the
contour (see Fig. 6), where the energy for both bias schemes
is equal. Since the leakage current due to the half-selected
cells for the V/2 bias scheme is significantly greater than
the leakage current of the cells biased at one third of the
write voltage, the I R voltage drops are greater for the V/2
bias scheme [17]. Thus, the voltage drop across the selected
cells for the V/2 bias scheme is smaller than the V/3 bias
scheme. The switching time of the selected cells for the
V/2 bias scheme is, therefore, longer, increasing the energy
consumption [26] and resulting in the V/3 bias scheme being
more energy efficient. This effect is more pronounced with
larger I R voltage drops, resulting in slower switching times.

B. Impact of Nonlinearity Factor

The bias scheme affects the total leakage current due to the
difference between the nonlinearity factors and the number
of leaking cells. While the size of the array as well as the
number of selected bits affect the choice of energy-efficient
bias scheme, the difference between the nonlinearity factors
(KV/2 and KV/3) determines the range of N and n at which
the two energy consumptions, EV/2 and EV/3, are equal. For
instance, if one nonlinearity factor is much greater than the
other nonlinearity factor, the bias scheme that provides the
higher nonlinearity factor will be the most energy-efficient bias
scheme for a wide range of N and n. The ratio of the two
nonlinearity factors, KV/2 and KV/3, is a function of the array
size and the number of selected cells. Based on this ratio, for
the V/3 bias scheme to be more energy efficient than the V/2
bias scheme, the following condition must be satisfied:

KV/3

KV/2
� 2

3

N2 − n

Nn + N − 2n
. (6)
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Fig. 7. Ratio of the nonlinearity factors KV/3 to KV/2 to maintain equal
energy consumption for the V/2 and V/3 bias schemes in terms of the array
size and the number of selected cells.

Fig. 8. Ratio of the switching energy to the total energy in terms of the
array size, RON = 104 �, ROFF = 106 �, and n = 4.

Note that for negligible parasitic interconnect resistance, (6) is
a function of the size of the array and the number of selected
cells. The variation of KV/3 to satisfy (6) is shown in Fig. 7.
The V/3 bias scheme is more energy efficient if KV/3 is at
least two orders of magnitude greater than KV/2 for array sizes
up to 1024 × 1024 with six selected bits or an array size up
to 256 × 256 with a single selected bit.

C. Write Pulsewidth

The pulsewidth to successfully program the selected cells
depends upon the switching time of the cells. While shorter
pulses may produce write failures, extended pulse widths may
consume excessive power, degrading the energy efficiency.
Due to the significance of the leakage current of the unselected
cells, it is crucial to accurately set the pulsewidth with high
precision. For large arrays, the leakage current portion of
the total energy dominates, making the switching energy Esw
negligible, as shown in Fig. 8.

Note that the switching energy for the V/3 bias scheme
is a larger portion of the total energy as compared with the
V/2 bias scheme. This difference is due to the smaller leakage

Fig. 9. Writing an eight-bit word. Four bits of the new string are the same
as the old string; however, only three bits are selected, since one bit requires
a reset, whereas the other three bits require a set operation.

current for the V/3 bias scheme due to the larger nonlinearity
factor, KV/3. Similarly, a higher nonlinearity factor reduces
the leakage energy, resulting in the switching energy being
more pronounced and exhibiting greater energy efficiency. The
switching energy is less than 10% of the total energy for array
sizes exceeding N = 128.

To lower the energy due to leakage currents, the pulsewidth
is set as precisely as possible, sufficient to switch the selected
cells. This excess energy due to leakage currents requires
write termination circuitry to isolate the write voltage from
the array once successful switching is achieved. While write
termination techniques have been adopted for resistive cells
based on STT-MRAM due to the stochastic nature of the
switching process [27], a similar approach in RRAM-based
1S1R crossbar arrays can be useful to save energy, since an
overextended write pulse can significantly reduce the energy
efficiency due to the large leakage currents. The write ter-
mination circuitry exhibits a negligible energy overhead of,
on average, less than 100 fJ [27].

IV. ENERGY-EFFICIENT HYBRID WRITE SCHEME

In this section, a write scheme is proposed to improve the
energy efficiency of a crossbar array during write operations.
The optimal choice of the energy-efficient bias scheme is
explained in Section IV-A. The overhead and challenges of
the proposed system are discussed in Section IV-B.

The number of selected cells affects the energy of an array
and can be used to determine the most energy-efficient bias
scheme. The proposed write scheme improves the energy
efficiency by adaptively switching between the V/2 and V/3
bias schemes depending upon the number of selected cells
during a write operation. The number of selected bits during
a write operation depends upon the difference between the
patterns of the old data and the new data, as shown in Fig. 9.
Consider a word size of eight bits. If the new data are
the same as the old data, the number of selected cells is
equal to zero. If, however, the new data are different than
the previous data, the number of selected cells separately
depends upon the number of sets and resets, since in resistive
memories, writing a 1 or a 0 requires two different write
operations. To determine the number of bits, a read-before-
write technique is typically used [28]. This approach detects
those cells that require switching, reducing excessive energy
consumption during a write operation. By adopting a similar
approach to monitor the number of selected cells during each
write operation, the optimal energy-efficient bias scheme can
be determined.
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Fig. 10. Steps during the proposed energy-efficient write scheme.

The steps summarizing the write process using the energy-
efficient write scheme are shown in Fig. 10. The initial step is a
read-before-write operation followed by counting the number
of cells that will switch for the new string of data. Once the
number of selected cells n is known, n is compared with nth
(see Section IV-A) for a specific array. Following this step,
the power delivery system is configured to support either the
V/2 or V/3 bias scheme to lower the energy. During this step,
the crossbar array remains idle, and no energy is, therefore,
consumed. Finally, once the regulator voltage converges to the
appropriate bias scheme, the write pulse is executed to write
the new data and complete the write process.

A. Optimal Choice of Bias Scheme

The bias scheme of a crossbar array is altered when the
number of selected cells n crosses a threshold, nth. At this
threshold, the write energy of the V/2 and V/3 bias schemes
is equal. Since the energy for the V/2 bias scheme grows with
increasing n, if n < nth, the power delivery system switches
to the V/2 bias scheme. If n > nth, the power delivery system
switches to the V/3 bias scheme. The energy savings in terms
of the number of selected cells n are shown in Fig. 11. Note
that if nth is four, the V/2 bias scheme provides as much as a
2.5× energy improvement for a 128×128 array when a single
bit is selected. The V/3 bias scheme provides up to a 1.8×
savings in energy when eight bits are selected. Note, however,
the size of the array N as well as the ratio of the nonlinearity
factor Kr can affect the most energy-efficient bias scheme.
Depending upon N and Kr , nth may reside outside the range
of the allowed values of n.

The effect of N and Kr on the energy savings is shown
in Fig. 12. Note that the hybrid bias scheme only benefits
specific array sizes for a fixed value of Kr . For instance,
according to Fig. 12(a)–(c), the hybrid bias scheme can be
used for an array size of, respectively, 512×512 or 256×256,
128 × 128 (the same as shown in Fig. 11), and 64 × 64. The

Fig. 11. Energy improvement in terms of the number of selected cells,
assuming N = 128, KV/2 = 20, and KV/3 = 345. The proposed write
operation chooses the most energy-efficient bias scheme based on the number
of selected cells n with respect to nth.

curve along the N and n axes spans the regions where no
energy savings exist (i.e., unity). If the array size is above
this curve, the bias scheme is set to V/2. If below this curve,
the bias scheme is set to V/3. If the array size is neither above
nor below this curve, the hybrid bias scheme can be used to
improve the energy efficiency.

By setting the energy for both bias schemes, (3) and (4),
equal, the number of bits in which both bias schemes consume
the same energy nth can be determined. Based on this equality,
nth is

nth = 2N2 − 3Kr N

3Kr N − 6Kr + 2
(7)

where Kr is the ratio of the nonlinearity factors

Kr = KV/3

KV/2
. (8)

Note that nth is a function of Kr and the array size N when
the interconnect resistance is negligible. The change of nth as
a function of Kr and the array size N is shown in Fig. 13. For
large arrays with low Kr , nth increases significantly, reaching
16. This effect is due to the diminishing savings in energy
of the V/3 bias scheme with increasing array size, resulting
in a large number of unselected cells leaking current, which
scales with N2. Furthermore, a lower Kr means the difference
in leakage current between the half-selected cells for both
bias schemes decreases. Thus, the V/2 bias scheme is more
energy efficient for a wider number of selected cells. Since
the leakage current of the unselected cells for the V/3 bias
scheme decreases relative to the leakage current of the V/2
bias scheme, as Kr increases, the V/3 bias scheme becomes
more energy efficient for a wider number of selected cells,
hence decreasing nth. In addition, if the interconnect resistance
incurs significant I R voltage loss, nth decreases, since the
switching time for the V/2 bias scheme is larger than that for
the V/3 bias scheme due to the voltage degradation across the
selected cells [17]. Increasing Kr from a few tens to 100 can
reduce nth from 16 to six. If nth is larger or equal to the
maximum number of selected cells (i.e., word size), the array
is biased with only the V/2 bias scheme rather than the hybrid
bias scheme (see Fig. 11). The nonlinearity factor of a 1S1R
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Fig. 12. Energy savings for different array sizes and the number of selected
cells considering (a) Kr = 1000/20, (b) Kr = 345/20, and (c) Kr = 345/50.

cell for the V/2 bias scheme is typically less than 100, whereas
the nonlinearity factor for the V/3 bias scheme reaches a few
thousands. Kr is typically in the range of a few tens to several
hundreds.

B. Overhead and Challenges

While the V/2 bias scheme requires two voltages, Vwrite
and Vwrite/2, the Vwrite/3 bias scheme requires three voltages,
namely, Vwrite, Vwrite/3, and 2Vwrite/3. A hybrid solution using
both bias schemes requires four voltage levels. Providing a
large number of heterogeneous on-chip voltages is challenging
due to the limited board area for the off-chip power supplies
and the limited number of power I/Os. In [29], a boost
converter with a charge pump is used to bias the array. This
approach is, however, not feasible for a hybrid bias scheme
with multiple voltage levels, since the switching converter
requires large off-chip inductors as well as large capacitors,
greatly increasing the area and, therefore, the cost [30].

Fig. 13. Number of selected cell in which the energy for both bias schemes
is equal with respect to Kr and the array size N .

Linear regulators, alternatively, are less power efficient as
opposed to switching converters; however, linear converters
are much smaller, since bulky capacitors or inductors are not
required [31]. Heterogeneous power delivery systems with a
large number of voltages using on-chip linear regulators have
been proposed [32], [33]. These on-chip voltage regulators can
be placed close to the load, further reducing the response time
while providing fast local power management to control the
bias scheme (as opposed to an off-chip power management
solution which exhibits higher latency) [34]. By programming
the reference voltage of the on-chip regulators, the bias scheme
can be altered between V/2 and V/3 [34]–[36].

The proposed energy-efficient write scheme provides energy
savings as high as 2.5× as compared with a conventional
system with a single bias scheme. The write process, however,
incurs additional steps as compared with a conventional write
operation with a constant bias scheme (see Fig. 10), increasing
the write latency. The write latency is typically the switching
time of the 1S1R cell. In the proposed hybrid write scheme,
however, the read-before-write operation necessitates a read
operation for every write operation. The time required to com-
pute and compare n with respect to nth has to be considered
in addition to the switching time of the 1S1R cell.

In memory systems, the read operation is typically a
primary performance bottleneck. If, however, the write
latency increases significantly, it can inhibit memory
performance. Thus, a fast power delivery system is required
for time constrained memory applications, such as DRAM
and cache memory. For slower memory systems, such as flash,
the stringent timing requirements can be relaxed. While the
read latency is significantly smaller than the write latency [6]
and can be as low as 5 ns [7], the time required to program
the voltage regulators has to be within a few nanoseconds
to prevent write dependent performance limitations. Hence,
the need for an on-chip voltage regulator (as opposed to an
off-chip regulator) becomes necessary, since, unlike on-chip
local regulation, off-chip power management and regulation
cannot provide sub-μs bandwidth [34].
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The energy overhead of the energy-efficient write scheme
is insignificant. The write operation for a 1S1R crossbar array
is typically on the order of hundreds of nanojoules [6]. The
read operation during the read-before-write requires negligible
energy, typically less than 1 nJ, since the read latency is
significantly less than the write latency. The programmable
CMOS reference voltage consumes a few picojoules [36],
assuming a switching time on the order of hundreds of
nanoseconds. The primary challenge for the proposed write
scheme is lowering the overhead of the write latency in time
constrained memory applications.

V. CONCLUSION

The energy consumption of a 1S1R crossbar array for two
bias schemes, V/2 and V/3, for optimal energy efficiency
is discussed. Closed-form expressions that intuitively model
the energy consumption in terms of the nonlinearity factor,
size of the array, and number of selected cells are presented.
The most energy-efficient bias scheme depends upon the size
of the array as well as the number of selected cells during
a write operation. The energy consumed during both bias
schemes scales differently. The V/2 bias scheme is more
energy efficient for large arrays. As the number of selected
cells increases, however, the V/3 bias scheme achieves greater
energy efficiency. The V/3 bias scheme provides higher effi-
ciency, decreasing the energy consumption by an order of
magnitude for a 64×64 array with eight selected cells. As the
array size increases and the number of selected cells decreases,
the energy benefits of the V/3 bias scheme diminish.

For the V/3 bias scheme to be as energy efficient as the
V/2 bias scheme for large arrays (N > 128), KV/3 should be
two orders of magnitude greater than KV/2. The appropriate
choice of bias scheme can save an order of magnitude of
energy. A higher nonlinearity factor significantly decreases the
energy consumption by suppressing leakage currents within
the half-selected and unselected cells. The switching energy
is a negligible portion of the total energy for large arrays
(N > 128). To prevent excess energy consumption due to
leakage currents, write termination circuitry can be used to
prevent overextended write pulses.

To improve the energy efficiency during write operations,
an energy-efficient write scheme is proposed. The write oper-
ation uses a hybrid bias scheme to exploit both the V/2 and
V/3 bias schemes to enhance the energy efficiency based
on the number of selected cells. The critical number of
selected cells in which the bias scheme switches (nth) is
characterized. Energy improvements provided by the hybrid
write scheme can be as high as 2.5×. To effectively exploit
the energy efficient write scheme in time constrained memory
systems, the program time of the voltage regulators and the
time to compute nth need to be on the order of a few
nanoseconds. The proposed write scheme incurs negligible
energy overhead. Future work will focus on integrating the
interconnect resistance into the energy models to capture
the effects of I R voltage drops on the switching time of
the selected cells and the energy consumption of the crossbar
array.

APPENDIX

To estimate the switching energy of a resistive cell, the resis-
tance is modeled as a linear function during the switching
interval. The resistance during a set operation is

R(t) = ROFF + t

tset
(RON − ROFF) (9)

assuming the set operation is initiated between t = 0 and
t = tset. If the interconnect resistance is negligible, the voltage
across the cell is equal to the write voltage Vwrite. The power
consumption is

Pset(t) = V 2
write

R(t)
. (10)

Integrating (10) over the set period, the energy consumption
is

Eset =
∫ tset

t=0
Pset(t)dt = V 2

write

RON − ROFF

ln

(
RON

ROFF

)
tset. (11)

For a symmetric resistive cell where the set and reset voltages
as well as switching times are equal, the set and reset energy
consumption is also the same.
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