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Abstract

As modern CMOS integrated circuit (IC) technology moves into the very deep
submicrometer (VDSM) regime, millions of transistors operating at frequencies
greater than a gigahertz will be integrated onto a single IC. Serious on-chip elec-
trical problems, including signal distortion along coupled interconnect lines and
voltage fluctuations in the power distribution network, are being encountered in
these high speed, VDSM high complexity integrated circuits. This on-chip inter-
connect noise increases the design cost as well as the design time. Moreover, the
noise also causes circuit malfunctions and long term reliability issues. On-chip
interconnect noise has therefore become one of the primary threats to continued
growth in integration density and circuit performance. In order to ameliorate
these design challenges in VDSM integrated circuits, design for signal integrity
(DSI) strategies need to be incorporated into existing design methodologies and
related design automation tools

The first comprehensive research on on-chip interconnect noise in CMOS in-
tegrated circuits is presented in this dissertation. The primary objective of the
research is to develop a capability for enhancing signal integrity in high perfor-
mance CMOS integrated circuits. This objective has been satisfied by considering

design issues in terms of the interconnect impedance models, coupled on-chip in-
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terconnect, and voltage fluctuations in power distribution networks, permitting
the effects of the interconnect impedances, coupling noise, and delay uncertainty
to be predicted at the system level in order to improve overall circuit performance.
The accuracy of the developed propagation delay model is within 7% for a resis-
tive load and 11% for an inductive load as compared to SPICE. The error of the
estimated peak coupling noise voltage is within 7% and 13% of SPICE for a two-
line and three-line coupled system, respectively. The predicted peak transient IR
voltage drops and on-chip simultaneous switching noise voltage are within 6% and
10%, respectively, as compared to SPICE. The research presented in this disser-
tation has provided a capability for estimating on-chip interconnect noise at the
system (or IC) level, permitting interconnect-based design strategies and related

design methodologies to be developed.
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Chapter 1

Introduction

The performance of CMOS integrated circuits (ICs) has been increasing ex-
ponentially due to the scaling of on-chip devices and interconnections along with
new IC architectures and design methodologies [1,2], as graphically illustrated
in Figure 1.1. Today, a single IC can contain an entire system [the concept of a
system-on-a-chip (SOC)] and the structure of on-chip interconnections has become
more like those of multi-chip modules (MCMs) and printed circuit boards (PCBs)
with many interleaved signal layers and multiple planes of interconnections [3-6].

As the feature size of on-chip devices and interconnections scales down to
very deep submicrometer (VDSM) dimensions (less than 0.25 um), the size of an
integrated circuit has also increased and the operating frequencies now exceed
a gigahertz [1,7-13]. For high performance CMOS integrated circuits, on-chip
clock frequencies are expected to increase from 750 MHz in 1999 to 10 GHz by
2012 and the chip size of microprocessors will increase from 300 mm? to 700 mm?,
according to the SIA (Semiconductor Industry Association) International Tech-
nology Roadmap for Semiconductors (ITRS) as illustrated in Table 1.1. The
speed of these highly scaled integrated circuits is now dominated by interconnect

impedances rather than the characteristics of the transistors with a CMOS logic
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Figure 1.1: Moore’s law - exponential increase in circuit integration density and

operating clock frequency

Table 1.1: Roadmap characteristics of CMOS technology

Year of First Product Shipment| 1997 | 1999 | 2001 | 2003 | 2006 | 2009 | 2012
Feature Size (nm)
Dense Lines (DRAM half pitch)| 250 | 180 | 150 | 130 | 100 | 70 50
Isolated Lines (MPU gates) 200 | 140 | 120 | 100 70 50 35
Density (transistors/cm?)
high volume MPU (million) | 3.7 | 6.2 | 10 18 39 84 | 180
low volume ASIC (million) | 8.0 | 14 16 24 40 64 | 100
Clock Frequency (MHz)
On-chip-local high performance| 750 | 1,250 | 1,500 | 2,100 3,500 | 6,000 {10,000
Chip Size (mm®)
DRAM 280 | 400 | 445 | 560 | 790 | 1120 | 1580
MPU 300 | 340 | 385 | 430 | 520 | 620 | 750
ASIC 480 | 800 | 850 | 900 | 1000 | 1100 | 1300
Supply Voltage Vg (V)  [1.8-2.51.5-1.8|1.2-1.5|1.2-1.5/0.9-1.2[0.6-0.9(0.5-0.6
Power (W)
High performance with heatsink] 70 90 | 110 | 130 | 160 | 170 | 175
Battery handled 1.2 | 14 | L7 | 20 | 24 | 2.8 | 3.2




gate [1,14-16], as shown in Figure 1.2 [1]. The emergence of copper intercon-
nect and low x dielectric materials has only delayed this issue rather than solve
the interconnect problem. Furthermore, up to 30% of the dynamic power is con-
sumed by the global interconnect network [17], as listed in Table 1.2 for different

generations of the Alpha microprocessors [17-20].

45
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Figure 1.2: Gate and interconnect delay versus technology generation [1]. The
interconnect delay dominates the logic gate delay for both aluminum and copper
metalization as the feature size decreases.

In addition to interconnect delay and power dissipation, serious on-chip electri-
cal problems are being encountered in these high speed, VDSM high complexity
integrated circuits [15,21-25]. These problems include signal distortion along
coupled interconnect lines, the degradation of signal quality due to the parasitic
interconnect resistance, capacitance, and inductance, and voltage fluctuations in
the power distribution network, each of which are major sources of on-chip inter-

connect noise in high performance VDSM CMOS integrated circuits {26-30].



One major advantage of CMOS digital circuits in a noisy environment is that
CMOS logic gates have a relatively high immunity to noise disturbances [31-33].
However, as power supply levels decrease (as listed in Table 1.1), this advantage
has diminished [34]. Therefore, the problem of noise has increased in importance
such that on-chip interconnect noise has become one of the primary threats to the
continued growth in integration density and circuit performance {35, 36].

Table 1.2: Technology and performance characteristics of DEC/Compaq Alpha
microprocessors

Generation 21064 (I) [21164 (1I)|21264 (III)
Year 1993-1994|1995-1996| 1997-1998
Feature size (um) 0.75 0.5 0.35
Transistors (million) 1.68 9.3 15.2
Die size (mm?) 16.8x13.9|18.1x16.5| 16.7x18.8
Frequency (MHz) 200 300 600
Capacitive load of the clock

distribution network (nF) 3.25 3.75 —
Power supply (V) 3.3 3.3 2.2
Supply current (A) <10 ~ 15 > 30
Total Power (W) ~ 30 ~ 50 ~ T2
Percentage of total power dissipated

on the clock distribution network 40% 40% 44%

In the design of high performance CMOS integrated circuits, it is of funda-
mental importance to be able to predict the effects of on-chip interconnect noise
at the system (or IC) level [37-40]. This capability permits the development of
design techniques that avoid circuit malfunctions or additional power dissipation
caused by on-chip interconnect noise. The design cycle and cost can therefore be
reduced, as well as signal integrity and circuit reliability improved.

A physically oriented approach is presented in this dissertation to minimize
or solve the problems of on-chip interconnect noise. The VDSM MOS transis-

tors are characterized by an empirical short-channel device model - the nth power



model [41] or the effective output resistance depending upon the specific tradeoff
between circuit complexity and computational efficiency. On-chip interconnect
lines are characterized by capacitive, resistive, and/or inductive models depend-
ing upon the specific input, drive, and load conditions. The interconnect ca-
pacitance, resistance, and inductance can be characterized by classical geometric
layout parameters. Analytical expressions describing the timing properties, volt-
ages, and currents are developed based on the device and interconnect parameters,
providing concise and physically intuitive expressions for the voltage waveform,
propagation delay, power dissipation, and noise characteristics of on-chip inter-
connect networks. The expressions are used to develop useful design techniques
and methodologies applicable to VDSM high performance integrated circuits.
The primary objective of this dissertation is to investigate and develop strate-
gies to improve signal integrity in high speed VDSM CMOS integrated circuits,
incorporating noise information into the design flow of integrated circuits. This
objective is satisfied by considering signal integrity design issues in terms of the
interconnect impedance models, on-chip crosstalk, delay uncertainty of a CMOS
logic gate due to coupled interconnect, and voltage fluctuations in the power dis-
tribution network, thereby providing the capability for predicting the effects of

on-chip interconnect noise at the system level. The specific objectives are to

e develop enhanced circuit models to characterize the electrical and physical

attributes of on-chip interconnect parasitic impedances

e develop analytical expressions to characterize the waveform shape of the
output voltage, the propagation delay, and the transient power dissipation

of a CMOS logic gate driving resistive, capacitive, and inductive interconnect



e develop an analytical model to characterize the effective load capacitance,
delay uncertainty, and coupling noise caused by capacitively coupled on-chip

interconnections due to changing signal activity

e develop analytical expressions to estimate transient IR voltage drops and

on-chip simultaneous switching noise within the power distribution network

e estimate the effects of noise at the system level based on the aforemen-
tioned analytical equations and determine circuit- and layout-level design
constraints to avoid circuit failure and power dissipation caused by on-chip

interconnect noise

e provide guidelines for repeater insertion, interconnect routing, and the proper

design of the power distribution network

e develop design techniques to improve signal integrity and minimizing delay

uncertainty in the design of high speed CMOS integrated circuits

Conventional scaling theory of CMOS technology is presented in Chapter 2.
The nth power law device model, which is accurate in both the linear and satura-
tion regions, is also introduced to characterize the short-channel MOS transistors.
Other topics such as on-chip parasitic inductance, a variety of interconnect mod-
els, and noise margins in CMOS logic gates are also discussed. Signal integrity
and design for noise (DFN) issues in VDSM integrated circuits are emphasized
throughout Chapter 2.

A Fourier analysis of typical on-chip signals is presented in Chapter 3. An
on-chip signal can be approximated by a Fourier series. The effect of distributed

interconnect on the waveform shape of an on-chip signal can be characterized by



an effective load impedance, which includes the frequency dependence of the inter-
connect impedances. The effective load impedance model presented in Chapter 3
is based on the input transition time and the distributed characteristics of the
on-chip interconnections.

Analytical expressions characterizing the output voltage, propagation delay,
and transient power dissipation of a CMOS logic gate driving a resistive-capacitive
interconnect line are presented in Chapter 4. The interconnect is modeled as a
lumped RC load in order to emphasize the nonlinear behavior of a CMOS logic
gate. Analytical expressions describing the output voltage are based on a fast
ramp input signal. The propagation delay of a CMOS logic gate is character-
ized for both a fast ramp and slow ramp input signal. Analytical expressions
characterizing both the short-circuit power and resistive power consumption are
also presented based on the input transition time and load conditions. The signal
quality is degraded by the interconnect resistance, causing additional short-circuit
power to be dissipated within the following logic stage.

The effects of on-chip inductance on the waveform shape of the output voltage,
propagation delay, and short-circuit power of a CMOS logic gate are presented
in Chapter 5. The interconnect is modeled as a lumped RLC impedance to
emphasize the effect of the on-chip interconnect inductance on the behavior of
a CMOS logic gate. Analytical equations characterizing the output voltage are
derived based on an assumption of a fast ramp input signal. The propagation delay
of a CMOS logic gate is derived for both fast ramp and slow ramp input signals.
Large inductive loads and fast input transition times can result in significant short-
circuit current within the driver stage. Closed form expressions of the short-circuit

power are also presented based on the input transition time and load impedance.



An analysis of two capacitively coupled CMOS logic gates based on the signal
activity is presented in Chapter 6. The uncertainty of the effective load capaci-
tance on the propagation delay due to the signal activity is addressed. Analytical
expressions characterizing the coupling noise voltage on a quiet interconnect line
are also considered in Chapter 6. The transistors within a coupled system must
be carefully sized to balance the load capacitances in order to reduce any delay
uncertainty caused by the coupling capacitance.

A transient analysis of CMOS logic gates driving coupled resistive-capacitive
interconnect is presented in Chapter 7. Analytical expressions characterizing the
output voltage of each CMOS logic gate are developed for a two-line and a three-
line coupled system. Specific circuit techniques to minimize the effects of coupling
capacitances are also described in Chapter 7.

Interconnect between a CMOS driver and receiver can be modeled as a lossy
transmission line in high speed CMOS integrated circuits as signal transition times
become comparable to or less than the time of flight delay of the signal propagating
through a low resistivity interconnect line. In Chapter 8, closed form expressions
for the coupling noise between adjacent interconnect lines are presented to esti-
mate the coupling noise voltage on a quiet line. Design guidelines to determined
the driver impedance are also discussed in terms of the propagation delay of the
driver stage, the relaxation time of the coupling noise voltage, and the peak noise
at both ends of the quiet line.

Due to the lossy characteristics of the metal interconnections in CMOS inte-
grated circuits, transient IR voltage drops within the power distribution network,
which are caused by large on-chip current and occur during logic transitions in

a synchronous CMOS integrated circuit, are no longer negligible. An analysis of



transient IR voltage drops is presented in Chapter 9. Circuit- and layout-level
design constraints are also addressed to manage the maximum IR voltage drops.
The delay uncertainty of a CMOS logic gate due to transient IR voltage drops
within the power distribution network is also addressed in Chapter 9.

Simultaneous switching noise (SSN) has become an important issue in the
design of on-chip power distribution networks in high speed CMOS integrated
circuits. An inductive model is used in Chapter 10 to characterize the power
distribution network when a transient current is generated by the simultaneous
switching of on-chip registers and logic gates in a synchronous CMOS integrated
circuit. An analytical expression of the simultaneous switching noise voltage is
presented based on a lumped RLC model to characterize the transient behavior of
the power supply current. Design constraints at both the circuit and layout levels
are also discussed based on minimizing the effects of the peak on-chip simultaneous
switching noise. The delay uncertainty of a CMOS logic gate due to on-chip
simultaneous switching noise voltages is also presented in Chapter 10.

Specific conclusions derived from the research described in this dissertation
are provided in Chapter 11. Extended future research topics to improve on-chip
signal integrity, incorporate interconnect noise into a high performance IC design

flow, and reduce design costs are discussed in Chapter 12.
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Chapter 2

Challenges in the Design of Deep
Submicrometer CMOS Integrated
Circuits

IC design productivity now lags far behind the complexity growth rate pro-
vided by existing technology manufacturing capabilities. Technology scaling has
provided the level of transistor packing density per unit area outpacing design
utilization at an exponential rate. The complexity growth rate (density) is about
58% per year, while the design productivity growth rate (utilization) is about 21%
per year, as shown in Figure 2.1 [25]. To deal effectively with the “design gap,”
new design disciplines and methodologies will be required over the next decade,
in which physical design will become a pivotal issue in the hierarchical design
process.

The National Technology Roadmap for Semiconductors (NTRS) predicts that
one of five design challenges before 2006 is the modeling of interconnect and
power structures for synthesis/system level design. Furthermore, signal integrity
will be a major design challenge after 2006 as listed in Table 2.1 [1]. Identify-
ing and addressing these design issues, such as the effects of technology scaling,

the interconnect impedance and models, on-chip interconnect noise, and the de-
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Figure 2.1: Gap between design productivity and semiconductor manufacturing
capability

sign of global distribution networks in deep submicrometer integrated circuits at
the system level will significantly enhance the goal of achieving parity between
technological manufacturing and design productivity.

In this chapter, technology scaling of CMOS integrated circuits is reviewed in
Section 2.1. On-chip interconnect inductance is described in Section 2.2. A variety
of interconnect models are summarized in Section 2.3. A compact, empirical
device model of short-channel MOS transistors is introduced in Section 2.4. Noise
margins of CMOS logic gates and the issue of signal integrity in VDSM integrated

circuits are discussed in Sections 2.5 and 2.6, respectively.

2.1 Scaling of CMOS Technology

In the development of next generation CMOS integrated circuit technologies,
there has been a common established rule for scaling-if the device dimensions
are reduced by about 2/3, the chip size increases by 1.5 times, and the number

of transistors in an integrated circuit increases by a factor of four. This process
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occurs almost every three years in accordance with Moore’s law [2], which has

held true for more than 20 years.

2.1.1 Scaling of MOS Transistors

Minimizing MOS transistor dimensions has been and continues to be a popu-
lar method to improve circuit speed and integration density. Ideal scaling theory,
which is one of the fundamental approaches to shrinking MOS transistors, is used
in this chapter to demonstrate the effects of technology scaling. The MOS tran-
sistors are scaled in five dimensions-the three physical dimensions, the voltage
supply level, and the doping concentration to maintain a constant electric field
within the conducting channel. The basic MOSFET structure is shown in Fig-

ure 2.2.

Figure 2.2: Physical dimensions of a MOS transistor

The ideal scaling of MOS transistors is listed in Table 2.2, where S (S > 1) is
the scaling factor. All geometric dimensions of a MOS transistor (W, Leg, tor, Z;)

are decreased by 1/S. The substrate doping concentration (Nyy) is increased by
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S, and all voltages (Vya, Vi, Vrp) are reduced by 1/S. Therefore, the internal

electric field remains unchanged.

Table 2.2: Ideal scaling of MOS transistors

Parameters Scaling Factor
Dimensions (WL, t,, ;) 1/S
Substrate doping (Nyus) S
Voltage (Vua, Vrw, Vrp) 1/S
Current per device (Ips) 1/S
Gate Capacitance (C; = €5z =) 1/S
Transistor on-resistance (R, « -‘;—'gf) 1
Intrinsic gate delay (1, = 9-'}::—") /S
Power-dissipation per gate (P = I'V) 1/5%
Power-delay product per gate (Pr,) 1/83
Area per device (A = WL) 1/5?
Power-dissipation density (P/A) 1

As a result, with ideal scaling, devices become faster, the power-delay product
and the power dissipation of the devices are decreased, the integration density is
increased, while the power-dissipation density remains constant. High speed, high
density integrated circuits are therefore possible; both the speed and functional-
ity of integrated circuits are improved without increasing the power dissipation
density.

However, the silicon bandgap and built-in junction potentials impose a limit to
ideal scaling. Furthermore, several second-order effects are caused by shrinking the
MOS transistor structure, such as mobility degradation and velocity saturation,
which degrade the performance of the MOS transistors. Moreover, a long channel
device model can no long be used to approximate the [-V characteristics of a MOS

transistor due to a variety of short-channel effects [42].
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2.1.2 Scaling of On-Chip Interconnect

The parasitic interconnect capacitance and resistance can be determined by
the physical geometric parameters of an interconnect line, i.e., Wiy, Hint, Sine,
tin, and lin,. These interconnect dimensions are illustrated in Figure 2.3. Wi,
is the width, H,, is the thickness, and l;,; is the length of the interconnect line.
Sine is the spacing between adjacent interconnect lines. t;, is the thickness of the
insulation layer. The parasitic capacitance per unit length of a single interconnect

line is [15]

C' ¢ = € Wiﬂl - Hiﬂt 27r (2.1)
Tt 2t in[l + Ba(1 4+ /(1 + Hin)))
The interconnect resistance per unit length is
Rint a (22)

= WineHont'

where p is the resistivity of the metal line.

I Sz’nt | "Vint l

Figure 2.3: Geometric parameters of interconnect lines
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The ideal scaling of local and global interconnect lines are listed in Tables 2.3
and 2.4. A typical length of a global interconnect line is v/A:/2, where A, is the
chip area. For global interconnections, S, is the scaling factor for the chip size

(Sc>1).

Table 2.3: Ideal scaling of local interconnect

Parameters Ideal scaling
Thickness (Hine) 1/S
Width (W, 1/S
Separation (Sin;) 1/S
Insulator thickness(t;,) 1/S
Length (liac) 1/8
Resistance (Rin:) S
Capacitance to substrate 1/S
Capacitance between lines 1/S
RC delay (Tre) 1
Voltage drop (/R) 1
Current density (J = 7—5—) S

Table 2.4: Ideal scaling of global interconnect

Parameters Ideal scaling
Thickness (Hine) 1/S
Width (W, 1/S
Separation (S;n;) 1/8
Insulator thickness(t;,) 1/S
Length (lloc) Sc
Resistance (Rin;) S28S.
Capacitance (Cin) S,

RC delay (Trc) 5252

The delay of local interconnect lines remains the same although the delay of
the MOS transistors decreases by 1/S. Moreover, the delay of global interconnect
lines increases by $2S2. Therefore, interconnect delay has become more critical

than gate delay in deep submicrometer integrated circuits.
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2.2 On-Chip Inductance

Because of the lossy nature of the on-chip interconnect lines, the parasitic
inductance is not important in low and medium frequency applications, where the
transition times of on-chip signals are greater than the transmission delay of the
on-chip interconnections. On-chip inductance becomes important as the transition
time becomes comparable to the transmission delay for low loss interconnections
or the inductive time constant of an interconnection exceeds the resistive time
constant [43)].

The on-chip inductance is a complex circuit structure. The self-inductance of a
metal line is related to a current loop [23]. For simplicity, the signal propagation
along an interconnect line is approximated as a TEM or quasi-TEM wave, as
shown in Figure 2.4, where the silicon substrate is assumed to be an ideal ground
plane. The parasitic inductance of the interconnect line per unit length can be
determined from (2.3),

L
§.Hdl’
where u is the permeability of the dielectric.

The penetration of an electromagnetic field, however, is determined by the

“skin depth” ¢ in (2.4),
[P
d= , 24
7 fuo 24)

where p is the resistivity of the dielectric and f is the operating frequency. Due

to the high resistivity of the silicon substrate (25 mQ-cm as compared to 4 uQ2-cm
of metal lines), the penetration depth is about 250 um in the silicon substrate at
1 GHz, which is almost half the thickness of a typical wafer. The parasitic induc-
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Figure 2.4: Parasitic inductance of an on-chip interconnect line

tance of a metal line above the silicon substrate is greater than the corresponding
value estimated based on an ideal ground plane [44].

The current return path also greatly complicates the issue of on-chip induc-
tance. Due to the high resistivity of the silicon substrate, the current returns
through the nearby ground lines and the silicon substrate. The process in which
the on-chip inductance is accurately determined is an on-going and active research
problem and is not a topic discussed within this dissertation.

The on-chip inductance becomes important when the active lossless character-
istics exceed the resistive lossy characteristics of the interconnect which depends
upon the operating frequency and the parasitic impedances of the interconnect
line. The line impedance versus frequency for two metal lines with different widths
is shown in Figure 2.5 [44]. In this example, the thickness of the metal line is 1 ym
and the oxide thickness is 2 um. The width of the wide line is 200 um and the

width of the narrow line is 2 um. For a wide, low resistance line, the impedance
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Figure 2.5: Series impedance of metal lines over the silicon substrate

is roughly doubled and is more active than resistive (the phase angle > 7/4)
at 100 MHz. For the narrow line, the crossover from a line exhibiting resistive
characteristics to inductive characteristics occurs at a much higher frequency.
On-chip inductance is one of the basic characteristics of on-chip interconnec-
tions in addition to the capacitance and resistance in CMOS integrated circuits.
The on-chip inductance has not been particularly important in low and medium
frequency applications or high lossy environments. It is necessary to include on-
chip inductance in the interconnect model for low loss interconnections operating

in high speed applications.

2.3 Interconnect Modeling

Interconnections have become important in determining the speed, power,

area, reliability, and yield of CMOS integrated circuits. It is necessary to pre-
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dict the timing, voltage, and power characteristics of a CMOS logic gate driving
an interconnect line at the system level, providing design guidelines for optimal
repeater insertion to improve the performance of deep submicrometer integrated
circuits.

The choice of an appropriate interconnect model depends upon the characteris-
tics of the target application. A capacitive model of the interconnect is introduced
in Section 2.3.1. A resistive and an inductive interconnect model are addressed in

Sections 2.3.2 and 2.3.3, respectively.

2.3.1 Capacitive Interconnect

For long channel devices, the gate capacitance dominates the total load capac-
itance, permitting the interconnect capacitance to be neglected. As the feature
size of devices is scaled down and chip dimensions are increased, the interconnect
capacitance has become more important. The interconnect can be modeled as
a capacitor when the interconnect capacitance is comparable to the gate capaci-
tance of the following logic stage, as shown in Figure 2.6. With increasing chip
size and integration density, the performance of a CMOS integrated circuit is lim-
ited by the interconnect capacitance. A capacitive model of the interconnect is
appropriate for low frequency applications and for those conditions under which

the interconnect capacitance dominates the gate capacitance.

oo —Po Do

Inv, Inv, Inv, ICmc +Cy2 Inv,

Figure 2.6: Capacitive model of the interconnect
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2.3.2 Resistive-Capacitive Interconnect

The parasitic resistance of both local and global interconnections increases as
CMOS technologies are scaled, as listed in Tables 2.3 and 2.4. The interconnect
resistance should be included within an interconnect model when the parasitic
resistance is comparable to the output resistance of the CMOS logic gate driving
the interconnect line. Therefore, the interconnect should be modeled as a lumped
RC or distributed RC line, as shown in Figure 2.7. The resistive-capacitive inter-
connect model is appropriate for medium and long interconnect lines at medium
frequency applications. The critical length for an interconnect line to be modeled

as a resistance-capacitive interconnect is

Ry Win H;
lint. cric =~ __t%tmt’ (2'5)

where R, is the output resistance of the CMOS logic gate driving the interconnect

line.

Inv, Inv,

Rint Rint

Inv, II Cint + Cp2 Inv Cint II Co2

Figure 2.7: Resistive-capacitive model of the interconnect

2.3.3 Inductive Interconnect

If the transition times of the on-chip signals in high speed VLSI circuits are
comparable to the time of flight of the signals propagating along the low resis-

tivity interconnect line, the effects of inductance should also be considered in the
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interconnect model [44,45]). The condition when on-chip inductance cannot be

neglected (45] is

lint
TR, = —— 2.6
P A% Lintaint ( )
CL < Cintlintx (27)
Zyry = 2o, (2.8)
Lint

Ringline <22 =2

2
Cint H (""9)

where 7 is the transition time of the on-chip signals, 7, is the wave propagation
delay time along the interconnect line, Z; is the characteristic impedance of the
interconnect line, C, is the gate capacitance of the following logic stage, and Zy.,
is the driver output impedance (Inv,). Rint, Cine, and L;,, are the interconnect
resistance, capacitance, and inductance per unit length, respectively. [, is the
length of the interconnect line. The first constraint means that the transition time
of the signals is comparable to the transmission delay along the interconnect line.
The second and third constraints are the conditions under which ringing occurs,
an important characteristic of on-chip inductance. The final constraint requires
the interconnect line to be low loss, making the signal attenuation small. Low
loss interconnect in high speed integrated circuits should therefore be modeled as

a lumped RLC or as a distributed RLC line, as shown in Figure 2.8.

I I
Rine Lin, % Rine Lin, %

Inv, int II Cy2

Figure 2.8: Inductive model of the interconnect

IllV1 Cint + Cg2 I
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2.4 The nth Power Law Model

The Shichman-Hodges model [46] for MOSFETs has been widely used in ana-
lyzing the characteristics of MOSFET circuits [47,48]. However, the model is no
longer accurate for short-channel MOS transistors because it neglects the effects
of velocity saturation on the carriers, which is significant in the submicrometer
regime. Alternatively, there are more precise MOS models like SPICE Level 3 [49),
BSIM [50], and high level empirical models implemented in HSPICE [51]. Most
of these models do not permit a tractable expression of the characteristics of a
MOSFET circuit.

The alpha power law I-V model [52] was first proposed in 1990 to fill the gap
between the simple Shichman-Hodges model and these more precise (and compli-
cated) I-V models. However, this model is not accurate in the linear region and in
determining the drain-to-source saturation voltage of an MOS transistor. An im-
proved model, the nth power law model [41], has also been proposed by the same
authors. The nth power law model is used in this dissertation to derive tractable
analytical equations to characterize the circuit operation, thereby improving the

understanding of the device and circuit behavior in the submicrometer regime.
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The nth power law model [41] is used to characterize a short-channel MOS

transistor and are represented by the following expressions:

Vosar = K(Vgs — Vru)™, (2.10)
W, ]
Ips =Ipsar =B’ 7 T Vas — Vrr)
ef (2.11)
= B(Vgs — Vru)® (Vs > Vpsar : saturation region),
Vos \ Vbs

(Vps < Vpsar : linear region),  (2.12)

Ips=1 2 -
ps = losar( Vosar” Vpsar

Ips =0 (Vgs < Vry : cutoff region), (2.13)

where Vgs and Vps are the gate-to-source voltage and drain-to-source voltage,
respectively. Weg and Leg are the effective channel width and effective channel
length, respectively. Vry is the threshold voltage and Ips is the drain-to-source
current. Vpsar is the drain-to-source saturation voltage. n, m, K, and B are
constants used to empirically characterize the short-channel effects and can be
extracted based on experimental [-V data. n characterizes the effects of velocity
saturation and is typically between one and two. For extremely short devices, n
is close to one. The parameters K and m control the linear region characteristics
while B’ and n determine the saturation region characteristics.

This model reduces to the Shichman-Hodges model [46} if K = 1, m =
1, BB = 058, and n = 2. A comparison of the nth power law model and
the Shichman-Hodges model with simulations based on SPICE Level 3 is shown
in Figure 2.9 for a 0.5 um MOS transistor. Note that the nth power law can

accurately model the I-V characteristics of a short-channel MOS transistor.
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Figure 2.9: [4-Vy, characteristics based on SPICE Level 3 are compared to the
nth power law and Shichman-Hodges models.

2.5 Noise Margin

The voltage transfer characteristics (VTC) of a CMOS inverter is shown in
Figure 2.10. The regions of acceptable logic high and low voltages are defined as
Viy and Vi, respectively. The region between V;y and V;, is called the undefined

region or transition region.

Vout 2 Vou when Vi, < Vi,
(2.14)

Vour < VoL when Vi, 2 Vig,

where Viy > VL. Steady-state signals in a digital circuit should avoid this region
to ensure proper circuit operation.

For a CMOS logic gate to be robust and insensitive to noise disturbances, it is
essential that the logic low and logic high interval should be as wide as possible.
A measure of the sensitivity of a logic gate to noise is the noise margins, denoted

by NM. The noise immunity of a digital circuit increases with NM. Two noise
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Figure 2.10: Voltage transfer characteristics and mapping of the digital logic levels
of a CMOS inverter

margins are defined as N M/, (the noise margin low) and N My (the noise margin

high).

NM; =Vi — Vor, (2.15)

NMy =Vog — Vin. (2.16)

The noise margins characterize the levels of noise that can be satisfied when
logic gates are cascaded. As indicated in Figure 2.11, the valid region of the
input and output voltages, the noise margins represent the amount of variation
in the signal levels allowed as the signal is transmitted from the output of one
logic gate to the input of the following logic gate. With technology scaling, the
voltage supply Vy4 has decreased, decreasing the noise margins, as shown in Fig-
ure 2.11. The signal-to-noise ratio has also decreased due to the scaling of the
CMOS technology [53].

The noise margin in VDSM static CMOS integrated circuits has decreased

since the power supply voltage has also been scaled down by two to three times
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Figure 2.11: Effect of scaling supply voltage on the noise margins

in order to maintain a constant electric field [32]. The threshold voltages of the
MOS devices, however, have been decreased only slightly so as to control the
magnitude of the subthreshold current [54]. Moreover, the noise immunity of
a dynamic CMOS integrated circuit is even poorer than its static counterpart
since the switching threshold of a dynamic circuit is the threshold of a single
transistor {55, 56]. Therefore, the noise margin of both static and dynamic circuits
has been significantly reduced in VDSM CMOS integrated circuits, making the
impact of noise on circuit performance, which until recently was considered to be

a second order effect, a fundamental integrated circuit design issue.

2.6 Signal Integrity

The term noise in the context of digital integrated systems has come to mean

unwanted variations of the voltages and currents at various logic nodes [33]. This
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noise becomes significant when the signal begins to incorrectly switch within logic
states, dissipating additional power, delaying switching times, and potentially cre-
ating catastrophic faults. One source of noise in a CMOS integrated circuit is the
interference signal induced by signals on neighboring interconnect lines. This noise
is different from the intrinsic noise generated by FETs or by other active devices.
This FET noise is essentially an unpredictable and random phenomenon {23].

Noise has become a problem in sub 0.25 um CMOS technologies, in which
the interconnect has become an increasingly dominant factor in circuit design.
Technology scaling has caused fringing coupling capacitance between on-chip sig-
nals to become a large fraction of the total capacitance. At the same time, as
transistor dimensions are shrunk and the number of long interconnects has in-
creased, the amount of interconnect-related capacitance is becoming larger and
more significant than the gate capacitance [17-20].

A common strategy is to evaluate the coupling between individual signals
where one line acts as an “aggressor,” inducing a voltage and/or current change
on an adjacent “victim” line, thereby causing a functional failure or the storage
of an incorrect logic state. Coupling noise can also affect switching circuits by
altering the propagation delay by increasing the load on a line, thereby causing

timing uncertainty, as shown in Figure 2.12.

2.6.1 Coupled Interconnect

Interconnections in CMOS integrated circuits are multi-conductor lines exist-
ing on different physical planes [14]. The parasitic resistance, capacitance, and
resistance of the conductor lines can be extracted from the geometric layout {57-
59]. The coupling capacitance is physically a fringing capacitance between neigh-

boring interconnect lines, which strongly depends on the physical structure of the
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Figure 2.12: Effects of coupled on-chip interconnect

adjacent interconnections [60-62]. For parallel metal lines on the same layers,
the fringing capacitance will increase as the spacing between the interconnections
decreases and the thickness-to-width aspect ratio of the interconnection increases.
Due to the screen effect of low level interconnect, the metal-to-metal coupling
capacitance among different layers can also contribute to the total coupling ca-
pacitance [23].

Because the nearby ground lines are part of the current return path when
the on-chip inductance cannot be neglected, inductive coupling can extend across
great distances (in the context of VDSM semiconductors) by coupling among
each other through the substrate and the common ground lines. The interconnect
should therefore be modeled as a lumped RLC or lossy RLC transmission line in
the design of high frequency circuits [63,64]). Therefore, there are two coupling
mechanisms in high speed VDSM integrated circuits, i.e., capacitive coupling

and inductive coupling [65]. The capacitive and inductive coupling will change
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the effective load capacitance and inductance of a CMOS driver depending upon
the signal activity. This effect will significantly alter the transient response of
a CMOS driver as compared to not considering the coupling capacitance and
inductance. Moreover, if the interconnect behaves like a distributed RC or RLC
line, reflections due to discontinuities along the transmission lines can occur. In
this dissertation, the signal distortion due to the nonuniformity of the on-chip
interconnections is considered as a component of the total on-chip interconnect
noise.

Coupling noise between adjacent interconnects can cause disastrous effects on
the logical functionality and long-term reliability of a digital CMOS integrated
circuit. Coupling effects become more significant as the feature size is decreased
to VDSM dimensions (less than 0.25 um) because the spacing between conductor
lines is decreased and the thickness of the conductors is increased in order to
reduce the parasitic resistance of the conductors. Not only may the coupling
noise increase the delay of the logic gates, if the peak noise voltage at the receiver
is greater than the threshold voltage of the CMOS receiver, the noise may cause
a circuit to malfunction. Furthermore, the induced noise voltage may cause extra
power to be dissipated on the quiet line due to momentary glitches at the output
of the logic gates. Carrier injection or collection into the substrate may occur
as the coupling noise voltage rises above the power supply voltage V44 or falls
below ground [18]. These deleterious effects caused by the coupling noise voltage
become aggravated as the relaxation time, the time for the coupling noise to reach

a steady state voltage, increases.
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2.6.2 Simultaneous Switching Noise

A necessary requirement of power distribution systems in high complexity
CMOS circuits is to provide sufficient current to support both the average and
the peak power demands within all parts of an integrated circuit. An inductive
model is required to characterize the power supply rails when a transient current
is generated by simultaneously switching the on-chip registers and logic gates in
a synchronous CMOS circuit. Therefore, simultaneous switching noise (SSN - also
known as Delta-I noise or ground bounce) originating from the internal circuitry is
expected to become an important issue in the design of VDSM high performance
integrated circuits by adding uncertainty to the delay analysis of the on-chip
circuitry.

Simultaneous switching noise affects the signal delay, creating delay uncer-
tainty since the power supply level temporally changes the local drive current. If
the parasitic inductance of the on-chip power rails is sufficiently large and a large
number of the internal on-chip drivers that are connected to the same power rail
switch at close to the same time, a significant L di/dt drop in the power supply
voltage can momentarily occur. Furthermore, logic malfunctions may be created
and excess power may be dissipated due to faulty switching if the power supply
fluctuations are sufficiently large [66]. Some types of problems that are encoun-
tered due to simultaneous switching noise are false triggering, double clocking,
and/or missing clocked pulses [67].

Besides simultaneous switching noise within the power supply rails, transient
DC IR voltage drops can occur with high on-chip currents. Decreased power
supply levels reduce the tolerance to voltage changes within power distribution

networks in CMOS integrated circuits. These IR voltage drops can also create
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delay uncertainty within the data path due to momentary changes in the sup-
ply voltage, making the maximum and minimum propagation delays difficult to
estimate.

The interconnect coupling noise voltage and simultaneous switching noise volt-
age will increase as the spacing between the conductor lines decreases, the transi-
tion time of a signal decreases, the chip dimensions increase, and the total on-chip
current increases. Therefore, it is necessary to propose a new design paradigm -

Design for Noise (DFN).

2.6.3 Design For Noise

As the signal propagates along the interconnect, the signal integrity can be
easily compromised. Therefore, the timing of critical signals can be significantly
affected. Ringing, overshoots, and undershoots caused by transmission line effects,
glitching, and transmission line delay can threaten noise immunity and signal
monotonicity. Moreover, fast clock rates make it difficult to satisfy clock skew
requirements, making on-chip crosstalk a significant issue. These signal integrity
challenges can wreak havoc on the integrated circuit design process. Furthermore,
at present many of these effects are detected only after the physical layout has been
completed, wasting significant time and money. Special design effort is required
to satisfy the performance requirements of the global signals on an integrated
circuit, such as the clock and power supply distribution networks, which can lead
to major circuit redesign efforts and multiple design iterations [38].

Although different noise sources have been addressed in the previous sections,
these noise sources are actually related. The power distribution network is inter-
connect related since power buss lines are conductors on physical planes. More-

over, the power distribution network can affect the coupling noise. The inductive
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return paths frequently pass through the power distribution network, making the
layout and location of the power line relative to the high speed data paths of
significant importance. The primary goal of this research described in this disser-
tation is to integrate all of these noise mechanisms into a unified design capability
for estimating system level noise. Because the device and interconnect parameters
are dependent upon low level physical structures, a bottom-up research strategy

will be applied in the analysis of system level signal integrity.

2.7 Summary

Ideal scaling of CMOS technologies is addressed in this chapter. Because of
scaling, the interconnect impedances have come to dominate the performance of
deep submicrometer CMOS integrated circuits. On-chip inductance also cannot
be neglected in high speed applications. A variety of interconnect models has
therefore been presented, noting which model is appropriate depending upon the
specific input, drive, and load conditions. Short-channel effects have also become
important as the feature size of MOS transistors has shrunk. The nth power law
I-V model is therefore used to characterize these short-channel MOS transistors.
The noise margins in CMOS logic gates have also decreased with technology scal-
ing, making on-chip interconnect noise including on-chip simultaneous switching
noise of increasing importance. Therefore, on-chip interconnect noise and signal
integrity must be considered in new developmental disciplines, creating a new

design paradigm, Design For Noise.
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Chapter 3

Lumped Versus Distributed
On-Chip Interconnect
Impedances

3.1 Introduction

The driving force behind the rapid growth of the CMOS integrated circuit
technology has been the continuous reduction of the feature size of MOS transis-
tors [1,15]. Since the chip size and the integration density have both increased
dramatically, the average interconnect length has not scaled down with decreasing
feature size [10,11]. Therefore, on-chip interconnect has become increasingly im-
portant in determining system (or circuit) performance [28,35]. The delay of these
highly scaled integrated circuits has now become dominated by the interconnect
impedance rather than the active transistor components {1, 14].

On-chip interconnect in modern CMOS integrated circuits not only has be-
come important but also is very difficult to model in predicting the circuit per-
formance, since the distributed nature of the on-chip interconnections has to be
considered. On-chip interconnect in CMOS integrated circuits has historically

been modeled as a capacitive load, including the interconnect parasitic capaci-
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tance and the gate capacitance of the following logic stage [68,69]. Analytical
expressions characterizing the output voltage and propagation delay of a CMOS
logic gate driving a purely capacitive load have been previously addressed in the
literature [47,48,52,70]. The effect of short-circuit current on the propagation
delay has also been described in [71]. A comprehensive delay model of a CMOS
logic gate driving a capacitive load has been summarized in {72, 73].

Due to the scaling of CMOS integrated circuit technologies [1,15}, the in-
terconnect parasitic resistance has increased significantly. If the interconnect
resistance becomes comparable to the effective output resistance of a CMOS
logic gate, the interconnect impedance must be modeled as a resistive-capacitive
load [15,74,75]. The transient analysis of a CMOS logic gate driving a resistive-
capacitive load [76,77] has recently been addressed in the literature in terms of
the output voltage and propagation delay [47, 71, 73, 78-80].

If the signal transition times in high speed CMOS integrated circuits are com-
parable to the time of flight of the signals propagating along a low resistivity
interconnect line (the inductive time constant of an interconnection exceeds the
resistive time constant), the interconnect inductance should also be considered
in the interconnect model [44,45,63,64]. The interconnect in these high speed
integrated circuits should therefore be modeled as a lumped or distributed RLC
line [43, 81]. A guideline for choosing an appropriate interconnect model has been
described in Chapter 2.

On-chip interconnections in CMOS integrated circuits can be modeled as dis-
tributed lines [82]. However, a distributed model causes significant computational
complexity in characterizing the propagation delay and voltage waveform of a

CMOS logic gate driving on-chip interconnect since the MOS transistors are non-
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linear devices. Nonlinear circuit theory is therefore required to solve the circuit
equations characterizing this system. In order to develop analytical expressions
characterizing the behavior of a CMOS logic gate driving an RC or RLC inter-
connect, some simplifications should be applied [82, 83]. Sakurai presents in 1983
a simplified model in [74] to characterize a resistive-capacitive interconnect line.
However, a unified equation cannot be developed based on the model presented
in [74]. Interconnect is modeled as an RC and RLC transmission line in [78] and
[81], respectively, while an MOS transistor is approximated by an effective output
resistance. An MOS transistor behaves like a current source when operating in
the saturation and can be approximated by a resistor when operating in the linear
region. Therefore, the analytical expressions described in [78] and [81] may not
accurately predict the voltage waveform of a CMOS logic gate. A simple m model
is used in [79] and [80] to characterized the effective load capacitance of a CMOS
logic gate. A curve fitting technique is applied in [79] and [80] to characterize the
output voltage waveform instead of using device parameters, losing the physical
intuition of the circuit behavior of a CMOS logic gate.

A Fourier analysis of typical on-chip signals in CMOS integrated circuits is
presented in this chapter. On-chip signals are approximated by a Fourier series
up to the 15th harmonic component. The effective load impedance of a distributed
RC and RLC line driven by a CMOS logic gate is based on this Fourier analysis of
the on-chip signals, which includes the frequency dependence of the interconnect
impedance. The effective load impedance model presented here is based on the
input transition time and the distributed characteristics of the on-chip intercon-

nections. The voltage waveform based on the effective load impedance model is
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similar to a distributed RC and RLC line approximated by sections of lumped RC
and RLC elements.

A Fourier analysis of typical on-chip signals in CMOS integrated circuits is
presented in Section 3.2. Analytical expressions characterizing the effective load
impedance of a distributed RC and RLC line are developed in Section 3.3 based
on the Fourier analysis of the on-chip signals. Signal waveforms of the output
voltage of a CMOS logic gate based on the effective load impedance model are
also compared in this section to those based on distributed interconnect followed

by some concluding remarking in Section 3.4.

3.2 Fourier Analysis of On-Chip Signals

The solid line shown in Figure 3.1 depicts a typical voltage waveform of an
on-chip signal in a CMOS integrated circuit. The signal is assumed to behave
periodically with a period of T. The dashed line shown in Figure 3.1 approximates
an on-chip signal, with rising and falling transition times 7. and 7, respectively.

The signal represented by the dashed line shown in Figure 3.1 can be expressed

as
)
.:—r‘/dd OSt<Tr,
Vaa m<t< g,
V(t) = ¢ (3.1)
Va(l-£+%) T<t<(F+m),
0 (F+7m)St<T
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Figure 3.1: Typical voltage waveform of an on-chip signal in a CMOS integrated
circuit.

For on-chip signals in a practical CMOS integrated circuit, 7, is typically equal
to 7y [33,52,55]. Therefore, the Fourier series of V'(t) is

k=00
V(t) = -4 Z - m21r2 [(cos mw,T, — 1) cos mw,t + (sin mw,T,) sin mw,t],

m—2k+ 1
k=

(3.2)
where w, = 27 /T. The amplitude of the mth order harmonic component is

T Vi : V2
Am = ;;m21r2 [(1 — cosmuw,T,) + ISInmonrll TR (3.3)

where m is an odd number. Note that the amplitude of the DC component is
Vaa/2 and A,, depends upon the ratio of T over 7., which means significantly
higher order harmonic components existing for short transition times. Since Ap,
deceases quadratically with m, V(t) can therefore be approximated by the first
several higher order harmonic components.

For the condition of 7,/T =0.1 (. =100ps at a one gigahertz operating fre-
quency), the Fourier series with m =9 is compared to a time domain waveform

in Figure 3.2(a). Note that the waveform derived from the Fourier series is quite
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close to the voltage waveform in the time domain with m=9. If 7,./T is greater
than 0.1, note that a Fourier series with m =9 can be used to reproduce the
on-chip signals in a CMOS integrated circuit.

If the transition time of the on-chip signals is quite short, for example, if
7./T =0.05 (. =50ps at a one gigahertz operating frequency), the waveforms
derived from the Fourier series with m=9 and m =15 are similar to the time
domain waveform as shown in Figure 3.2(b). Note that the waveform determined
by the Fourier series with m = 15 is quite accurate as compared to the time domain
waveform. Therefore, if 7../T is less than 0.1, the Fourier series with m =15 can

be used to approximate on-chip signals in a CMOS integrated circuit.

Time domain —
Mma@ =

Normakzed on-Chip signals
Normalized on-chip signais

[

02 4 . L 02
0 400 800 800 o 400 €00
Time (ps) Time (ps)

(a) /T =0.1 and m=9 (b) /T =0.05, m =9, and m=15

Figure 3.2: Comparison of signal waveform based on a Fourier series with the
waveform based on the time domain.



40

3.3 Effective Lumped Load Versus Distributed
Lines

On-chip interconnections can be approximated by sections of lumped circuit
elements [15, 74, 82]. Based on a Fourier analysis of the on-chip signals presented
in Section 3.2, analytical expressions characterizing the effective load impedance
for a resistive and inductive distributed line are developed in Sections 3.3.1 and
3.3.2, respectively. Signal waveforms of the output voltage of a CMOS logic gate
based on the effective impedance model are also compared to those based on a

distributed RC and RLC line.

3.3.1 Distributed RC lines

A distributed RC line can be approximated by n sections of lumped RC el-
ements as shown in Figure 3.3(a) [74]. In order to derive tractable analytical
expressions characterizing the signal waveform of the output voltage of a CMOS
logic gate driving a resistive-capacitive interconnect, an effective load resistance
and capacitance are used to approximate a distributed RC line as shown in Fig-
ure 3.3(b).

Ry, R Ry R, Reg
Y XY
Iny, —MAF‘-L _Wvl Iny, Cerr
i 4 4 "1
(a) (b)

Figure 3.3: A resistive-capacitive interconnect line, (a) a distributed RC line
approximated by n sections of lumped elements, (b) the effective load impedance,
Req and Ceg-

If the number of sections n is more than two, the effective load resistance and

capacitance can be determined from (3.6) and (3.7) (see Table 3.1) based on an
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L2 circuit model of a nonuniform RC line as shown in Figure 3.4(a). In order
to simplify the problem, a distributed RC line is assumed to be uniform in this

discussion.

R, R, R, Ly Ry L,
Re!f' l | R | |
C..ﬂ' Cl I C2I L:g C[ I CQI
' Cell’
(a) (b)

Figure 3.4: L2 model of nonuniform RC and RLC lines, (a) a resistive-capacitive
load, (b) an inductive load.

Table 3.1: Analytical expressions characterizing the effective load impedance of a
distributed RC line

No. of sections Analytical Expressions
Reg(w) =R (3.4)
n=1 Ce(w) =C (3.5)
) Reg(w) = Ry + (RawCr)? + (QJ*‘TCZ)Z (3.6)
n>
- (WRC2)X (52 )? +
Cesi(w 1+ Ci+C. 3.7
glw) = (@RGPl 11 ( 1 +C)  (3.7)

The effective resistive and capacitive load impedance depends upon the oper-
ating frequency and the number of sections used to approximate the distributed
RC line, as shown in Figure 3.5. The relative error of the effective load impedance
is compared to an n = 30 distributed impedance in Figure 3.6. Note that if n is
greater than ten, the relative error of Ceg(w) is within 5%; however, the relative

error of Reg(w) exceeds 10% for n less than fifteen. Therefore, the number of sec-
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tion should be greater than 15 in order to accurately approximate a distributed
RC line. Moreover, on-chip signals contain both DC and higher harmonic compo-
nents rather than a single frequency component which cause additional complexity

when determining the effective load resistance and capacitance.

(133 \
o8
o7}
o8}

X3 2

04 r

Eftective load resistance ot an RC lina
Eftective load capacitance of an RC kne

R
03 p b

T ¢ s & _w 7w e T I
Normaiized frequency Normalized trequency
(a) Effective load resistance Reg(w) of a (b) Effective load capacitance Ceg(w) of
distributed RC line a distributed RC line

Figure 3.5: The effective load impedance of a uniform distributed RC line ap-
proximated by lumped elements with n = 3,5, 10, 14, 20, and 30. The frequency
is normalized to wpe = g5

In practical CMOS integrated circuits, the output transition time of a CMOS
logic gate is similar to the input transition time [52]. Therefore, if the number of

sections n is fixed, the effective load resistance and capacitance can be approxi-

mated by
_ - -1
=40r7 k=4or7
Reg= |ARea(0) + DY AnRealmw,)| | Ao+ D Am| . (38)
m=2k+1 m=2k+1
L k=0 d =
and
- - -1
k=4o0r7 k=4or7
Cor = |ACet(0) + D AnCealmuwo)| | Ao+ D Am| . (39)
m=2k+1 m=2k+1
L k=0 i k=0
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(a) Relative error of the effective load re- (b) Relative error of the effective load ca-
sistance Reg(w) pacitance Ce(w)

Figure 3.6: The relative error of the effective load resistance versus the number
of sections. The frequency is normalized to wre = %

where Ay = V44/2 is the amplitude of the DC component of the on-chip signals in
a CMOS integrated circuit.

SPICE simulations based on an effective load resistance and capacitance, de-
termined from (3.8) and (3.9), are compared to a distributed RC line as shown
in Figures 3.7 and 3.8. Note that the voltage waveform based on the effective
load resistance and capacitance is almost the same as the waveform based on a

distributed RC line model.

3.3.2 Distributed RLC lines

There are two time constants associated with a distributed RLC line, an in-
ductive time constant vLZC and a resistive time constant RC [43]. A typical
condition for the on-chip inductance to become important is if the inductive time
constant is comparable to or exceeds the resistive time constant of an on-chip in-

terconnection [44,45]. A distributed RLC line can be approximated by n sections
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Figure 3.7: Comparison of the effective load model with SPICE for a distributed
RC line, R =200 and C = 0.2pF with n=3, 5, 10, and 15, respectively.
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Figure 3.8: Comparison of the effective load model with SPICE for a distributed
RC line, R =500Q and C = 0.2pF with n=3, 5, 10, and 15, respectively.
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of lumped RLC elements as shown in Figure 3.9(a). In order to analyze the timing
and voltage characteristics of a CMOS logic gate driving an inductive interconnect
line, a distributed RLC line can be approximated by an effective load resistance,

inductance, and capacitance as shown in Figure 3.9(b).

(a) (b)

Figure 3.9: An inductive interconnect line, (a) a distributed RLC line approxi-

mated by n sections of lumped elements, (b) the effective load impedance R.g,
Leff and Ceﬂ'.

A uniformly distributed RLC line is also assumed in the development of an
effective load impedance. If the number of sections n is greater than two, the
effective load resistance, inductance, and capacitance can be determined from
(3.13), (3.14), and (3.15), respectively, which are based on an L2 circuit model as
shown in Figure 3.4(b).

The effective load impedance shown in Figures 3.10 and 3.11 is determined
from the conditions of VZC = RC, VLC = 2.0RC, VIC = 3.0RC, and
VLC = 4.0 RC, respectively. Note that when the operating frequency is close
to wre = 7%-5, the effective load inductance increases significantly. However, if
the operating frequency is comparable to wrc, the characteristics of a signal prop-
agating along an inductive on-chip interconnection can be modeled by a TEM or

quasi-TEM wave, requiring the interconnection to be modeled as a transmission

line [64]. If the operating frequency is close to w; ¢, the effective load impedance is



47

Table 3.2: Analytical expressions characterizing the effective load impedance of a

distributed RC line

No. of sections Analytical Expressions
Reg(w) = Req: RLC - la (3.10)
n=1 Leg(w) = L(w)eq : RLC - 1b (3.11)
Cet(w) =Ceq: RLC - 1c (3.12)
Re(w) = Ry + Ry (3.13)

" P (RawC)? + (PLW)C - SR
Lo(w)
Le =L +
n>2 , f(w) Cx(w)2C(R2wCI)2 + (W2Ly(w)Cy — CFSa)?
+
< i7el 2 A ! (3.14)
R.C 2+ 2L C_CI+C22
Cei(w) = (WRsC) waC 26(‘“’) 1 = ) C, (3.15)
(wR2Cy)? + l+C: b+ (wLo(w)C1)?
L
Rea(w) = ol (3.16)
1

2 —— L, = 0.0 3.17
Calw) =5\ T (3.18)
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approximately equal to the characteristic impedance of the transmission line [84],

L R \1? L "R
Ze(f—Zo—l:E(l-i'm)] ] E<I—Jm). (3.19)

Following the same procedure as in the previous discussion of an RC line, the

effective load inductance can be determined as

-1

k=4or7 k=4or7
Lot = |AoLen(0) + D AmLer(muwo)| | Ao+ D Am]| . (320)
mig:;l migli)-{-l

The effective load resistance and capacitance are determined by the same for-
mula as (3.8) and (3.9); however, the frequency dependence of the effective load
impedance is different from a distributed RC line.

Note that there is a non-convergence problem as the operating frequency be-
comes close to w,c as the number of sections increases as shown in Figures 3.10
and 3.11. There is also a discontinuity in the expressions used to determined
the effective load impedance (the resistance, inductance, and capacitance). If
the input transition is short, the effective inductive load may exceed the total
line inductance if (3.20) is used, as shown in Figures 3.10 and 3.11. The effec-
tive resistive, capacitive, and inductive load impedance cannot exceed the total
line resistance, capacitance, and inductance, respectively. Therefore, the effective

resistive, capacitive, and inductive load impedance models are modified, respec-

tively, as
-1
k=4or7 k=4or?7
Rg=min | [ARea(0)+ ) AmRea(mwo)| |4+ Y  4m| , R,
mii%-{-l m=2k+1

(3.21)
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k=4or7 k=4or7
Lg=min | |ALeg(0) + Y. AmLex(mwo)| [ Ao+ Y Am| . L},
m=2k+1 m=2k+1
k=0 k=0
(3.22)
-1
k=4or7 k=4or7

Cg=min | [ACer(0) + Y AnCet(mwo)| | Ac+ Y, Am| . C

m=2k+1
k=0

m=2k+1
k=0

1000
Simulation time (ps)

(a) SPICE simulation with n = 3 versus

the effective load model

:
1500 2000

0 560 1000 15‘00 2000
Simulation time (ps)
(b) SPICE simulation with n = § versus

the effective load model

Figure 3.12: Comparison of the effective load model with SPICE for a distributed
RLC line with R = 45.0Q, L = 1.0nH, and C = 0.5pF with n=3 and 5.

The waveforms derived from SPICE simulations based on an effective load

resistance, inductance, and capacitance determined from (3.21), (3.22), and (3.23),

respectively, are compared to the waveforms derived from a distributed RLC line

model as shown in Figures 3.12 and 3.13. Note that the voltage waveform based

on an effective load resistance, inductance, and capacitance is almost the same as

the waveform based on a distributed RLC line model.

Although the effective RC or RLC impedance is based on an assumption of

a uniformly distributed RC or RLC line, this method can also be applied to a
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Figure 3.13: Comparison of the effective load model with SPICE for a distributed
RLC line with R =45.0Q, L = 2.0nH, and C = 1.0pF with n=3 and 5.

nonuniformly distributed RC or RLC line. Knowing the relative ratio of the
interconnect impedance associated with each section of a nonuniformly distributed
RC or RLC line, (3.6) and (3.7) [or (3.13), (3.14), and (3.15)] can also be used
to determined the effective load impedance based on an L2 circuit model and

applying a recursive calculation, as shown in Figure 3.4.

3.4 Summary

A Fourier analysis of typical on-chip signals in CMOS integrated circuits has
been presented in this chapter. The on-chip signals can be approximated by a
Fourier series up to the 15th harmonic component. The effective load impedance
of a distributed RC and RLC line driven by a CMOS logic gate has been developed
based on a Fourier analysis of the on-chip signals. The voltage waveform based
on the effective load impedance model has been shown to be quite similar to the

voltage waveform of a distributed RC and RLC line.
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Chapter 4

A CMOS Logic Gate Driving a
Resistive Interconnect

4.1 Introduction

In order to reduce design cycles, CMOS digital integrated circuits are often
synthesized at the gate and/or cell level. The performance of the logic gates
and cells (standard cell library components) are precharacterized to simplify the
analysis process, including the propagation delay of a CMOS logic gate/cell for
static timing analysis and short-circuit power dissipation for power estimation at
the system level. The delay and power characteristics of a CMOS logic gate/cell
are often described as a function of the input-signal transition time, the size of
MOS transistors, and the load condition.

As integrated circuit technologies continue to improve, the feature size of MOS
transistors and interconnect lines has decreased. Since the chip size and the inte-
gration density have increased dramatically, the average interconnect length has
not scaled down with feature size but remains long relative to other on-chip geome-
tries to carry signals within a chip. Therefore, the parasitic interconnect resistance
has increased significantly due to technology scaling. If the interconnect resistance

is comparable to the effective output resistance of a CMOS logic gate, the inter-
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connect must be modeled as a resistive-capacitive load [74]. Furthermore, the
interconnect parasitic capacitance does not decrease with scaling due to fringing
fields between neighboring interconnections. If the length of an interconnect line
increases linearly, the interconnect impedance increases quadratically [14] due to
a linear increase in both the interconnect capacitance and resistance. Therefore,
the effect of the RC interconnect impedance has become a significant portion of
the overall propagation delay.

Repeater insertion techniques [76, 85, 86] are widely used to reduce the effect of
the RC interconnect impedance and thereby improve circuit performance. Resis-
tive interconnect may degrade the signal quality due to the nondigital behavior of
the RC load, affecting waveform shapes of on-chip signals and causing additional
short-circuit power [47,80,87], as well as power dissipated by the interconnect
resistance. Therefore, in order to predict circuit performance at the system level,
the propagation delay, transient power consumption, and signal quality should be
accurately characterized.

The propagation delay model based on [79] and [80] is not physically intuitive,
which involves curve fitting techniques. The analytical model presented in [79]
and [80] does not explicitly consider the device parameters and is only applicable
to small load conditions. The MOS transistors are assumed to solely operate
in the linear region and are modeled as a linear resistor in [74], neglecting the
nonlinear behavior of the MOS transistors.

In this chapter, an extension of previous work {77, 88] is presented, in which the
interconnect is modeled as a lumped RC load. The more accurate nth power law
model is used to characterize the deep submicrometer MOS transistors. Analytical

expressions characterizing the propagation delay of both fast and slow ramp input
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signals are presented. The waveform shape of the output voltage of a CMOS
inverter is characterized for a fast ramp input signal. The interconnect resistance
shields the load capacitance when the MOS transistor operates in the saturation
region as compared to a purely capacitive load [79]. The signal quality is also
degraded by the interconnect resistance, causing additional short-circuit power
to be dissipated by the following logic stage. Analytical equations describing
both the short-circuit and resistive power consumption are derived based on the
load conditions and the input waveform shape. The accuracy of these analytical
equations is compared with SPICE simulation. The waveform of the estimated
output voltage based on these analytical equations is quite close to SPICE for fast
ramp input signals. The accuracy of the estimated propagation delay for both fast
ramp and slow ramp input signals is within 7% as compared to SPICE simulation.

The analytical equations describing the propagation delay of a CMOS inverter
driving a resistive-capacitive load for both fast and slow ramp input signals, and
the close form expressions characterizing the output voltage of a CMOS inverter
for a fast ramp input signal are presented in Section 4.2. The effects of interconnect
resistance on the propagation delay and short-circuit power dissipation of a CMOS
inverter are discussed in Section 4.3. Short-circuit power and the power dissipated
by the resistive interconnect are discussed in Section 4.4. The application of these
analytical equations to circuit analysis is presented in Section 4.5, followed by

some concluding remarks in Section 4.6.

4.2 Output Voltage and Propagation Delay

The propagation delay of a CMOS inverter depends on the load conditions,

device parameters, and input transition times. In this section, the characteristics



96

of a CMOS inverter driving a resistive-capacitive load is described based on the
nth power law model and input slew rate. Close form expressions characterizing
the output voltage of a CMOS inverter are derived in Section 4.2.1 under an as-
sumption of a fast ramp input signal. The temporal properties of a CMOS inverter
are discussed in Section 4.2.2 for a fast ramp input signal. The propagation delay

of a slow ramp input signal is discussed in Section 4.2.3.

1.2 T 1 T 1

SPICE level3 model —
nth power law model ----
alpha power law model -----

Drain-source current (mA)

2 3
Drain-source voltage Vds (v)

Figure 4.1: Comparison between the alpha power law model, the nth power law
model, and SPICE for a 0.5 um NMOS transistor.

The comparison among the alpha power law model [52], the nth power law
model [41], and SPICE [49] is shown in Figure 4.1. The nth power law model
is more accurate than the alpha power law model in the linear region and in de-
termining the drain-to-source saturation voltage while avoiding any discontinuity

between the linear and saturation regions.
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4.2.1 Waveform of the Output Voltage

A circuit diagram of a CMOS inverter driving a lumped RC load is shown in
Figure 4.2. R and C are the load resistance and capacitance, respectively. The

input is assumed to be a rising ramp signal, defined as

Vin(t) = Tivdd for  0<t<m, (4.1)

r

where 7, is the input transition time. The initial state of both V, and Vi are
Via, therefore the PMOS transistor is ON and the NMOS transistor is OFF. No

current flows through the PMOS transistor because the drain-to-source voltage is

Zero.
Vad
pmos
_i
’
R vy V. B W
Vo AV~
I, .
rolE e
Vin nmos I nmos I
' '

Figure 4.2: A CMOS inverter driving a resistive-capacitive load

The output voltage of a CMOS inverter, i.e., V, as shown in Figure 4.2, is
based on the nth power law model, the load conditions, and a fast ramp input
signal. The effect of the PMOS transistor is neglected based on an assumption of a
fast ramp input signal, where the input exceeds one-third of the output slope [69).

This assumption is not valid if the input is slow as compared to the output signal.
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Tn Tr Tsat t

Figure 4.3: Operating regions of an NMOS transistor during the high-to-low out-
put transition.

The regions of inverter operation are illustrated in Figure 4.3. The relations

among V,, Vi, and Ipg shown in Figure 4.2 are

Vi =V, + Rlps, (4.2)
a\
—d-t— —_—— IDS. (43)

Before the input voltage reaches Vry, the NMOS transistor is OFF and no
current will flow. Therefore, the output voltage V, remains at Vg, i.e., the NMOS
transistor operates in region I as shown in Figure 4.3.

Once the input voltage reaches Vry, the NMOS transistor turns ON and starts
to operate in the saturation region. Once I, exceeds I, V, drops below the initial

voltage Vz. The output voltage satisfies the following differential equation,

dv, dlps _
CI + RCT = —Ips. (44)
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Substituting for Ipg, the solution of V, in region II is

B,V 1t n+l ngt n
_ (- — - - <t <
Tt 1(1', vr) RBand(Tr vp)® for T, <t < T,
(4.5)

Vo(t) = Vaa -

where vr = Vpy/Vaa and 7, is the time when the input voltage reaches Vry,

Ta = UrTr. At t = 7, the output voltage is

B.Vir 1 . .
Vo(ry) = Vi — —C:“in—ﬂa — vy = RBVE(L - vr)". (46)

In region III, the transition of the fast input signal is completed and the input
voltage is fixed at V3. The NMOS transistor remains in the saturation region.
Therefore, the discharge current is the saturated drain-to-source current of the
NMOS transistor, i.e., a constant Ipsar. Therefore, V, is a linear function of time

in region III. The output voltage is obtained based on the condition at t = 7,

n + v
l1+n

B n
Vo(t) = Vi - nT“'(l - VT)n(t - Tr) - RBan?i(l - VT)n for 7 <t < Taar,
(4.7)
where T, is the time when the NMOS transistor leaves the saturation region and

is

= c m n n+vr
Tt = Byni — o) (Vaa — K(Vaa — Vrw)™ — RBaVgy(1 — vr)") + ——

Tr.
(4.8)

At time T.q, the output voltage is equal to Vpsar = K(Via — Von)™.
In region IV, the input voltage remains at Vy; and the output voltage falls
below Vpsar. Therefore, the NMOS transistor operates in the linear region and

the drain-to-source current Ipg is

Vo ) Vo
K(Vdd - VTN)"l K(Vdd - VTN)m )

IDS = Bnm(l - UT)"(2 - (4.9)
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Inserting Ips in (4.9) into the differential equation (4.4), the solution for V, in

region IV becomes

2(Vpsar + 2RIpsar)Vpsar
t-—f'n‘
(VDSAT - 2RIDSAT) + Vee ™ (4.10)
_ (Vbsar + 2RIpsar)C
= (t Z Tsat)y
2Ipsar
where [DSAT —_ andr:[(l - UT)n: VC = (VDSAT + GRIDSAT): and 7 is the time

Vilt) =

constant in region IV.

4.2.2 Propagation Delay of a Fast Ramp Signal

The propagation delay of a CMOS inverter is typically defined as the time
from the 50% V4 point of the input (%) to the 50% Viq4 point of the output (to.s).
The high-to-low propagation delay t,4,, of a CMOS inverter is approximated as

n+uvr 1
- = 4.11
n+1 2)7-1'7 ( )

toyr = tos — = = ——(—= — Rlpsar) + (

where Ipsar = Bn(Vaa — Vra)".

Similarly, the low-to-high propagation delay of a CMOS inverter can be derived
based on the time required to charge up the load capacitor. Note that there are two
terms in the delay expression (4.11). The first term depends on the load condition,
which is proportional to the load capacitance and the difference between V;4/2 and
RIpsar. The second term is input waveform dependent, which is proportional to
the input transition time 7.

The output transition time can be approximated by the time to9 when the
output voltage V, reaches 0.9V, point and the time t,; when the output voltage
V, reaches 0.1V, point. tgg can be obtained by using V, expressed in (4.5) for

region II,

Bn%fr 1 t0.9 _ uT)n-{—l + RBnVJ:‘ EE — VT)n. (4.12)

Vaa = 0.0Va = === (57 T
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The solution of tg9 can be obtained by using a Newton-Raphson iteration [89].
Two to four iterations are typically required to obtain a solution of #59. An
alternative method is to approximate 59 by using (4.7),

C n+
(0.1V4q — RIpsar) + T

Ipsar n+1

to,g = Tp. (413)

Similarly, V; in region IV is expressed in (4.10), permitting to., to be expressed as

10VaVpsar — VeV
Vad(Vpsar + 6RIpsar)

where V4 = 2(V03,\T + QRIDSAT) and Vg = Vpsar — 2RIpsar.

toy =Tin + Tsats (414)

If the input transition time is assumed to be similar to the output transition
time, which is typical in practical VLSI circuits, 7. can be expressed as

ton —tog _ 1 10VsVpsar — VeV C
——— = —|rin + 0.9V — V) .
0.8 0.8[ Vaa(Vosar + 6RIpsar) IDSAT( ad — Vpsar]

T =

(4.15)

4.2.3 Propagation Delay of a Slow Ramp Signal

The analyses in sections 4.2.1 and 4.2.2 are based on an assumption of a fast
ramp input signal, i.e., the NMOS transistor remains in the saturation region
before the input transition is completed. Therefore, the fast ramp condition can
be quantified based on the previous analysis, i.e., 7, is compared to the time when
the output signal reaches the saturated voltage, Ty in (4.8). If 7, is greater than
Tsat, i.€., the NMOS transistor enters the linear region before the input transition
is completed, the input is treated as a slow ramp signal. A criterion for a fast
ramp input signal is

fn)=Tw—720

_ C
B V(1 —vr)®

n+ vr
- > 0.
n+1l U7 20

(Vas — RBoVgg(1 — vr)" — K(Vaa — Vrw)™)  (4.16)

+(
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Quantitatively, if f(r.) > 0, the input is a fast ramp signal, otherwise, it is a slow
ramp signal.

For a slow ramp input signal, when the input signal is greater than Vry, the
NMOS transistor is ON and starts operating in the saturation region. The output

voltage can therefore be expressed as

BnVszTr 1 (i—w)n+1—RB Vn(i_w)n for 7. <t<T
C n+l'rn nrdd\ n=t S el

Vo(t) = Vaa —
(4.17)

Tsat 1S the time when the NMOS transistor leaves the saturation region. In this

case, however, 7, is calculated based on

Tsat
Vag = Vrn)™.
T

(4.18)

The solution of 7,,, can be obtained by using a Newton-Raphson iteration [89]. It

B,V 1 (@

Tsa n
o )™ - RBAV(== - vr)” = K(

Tr

Vad —

typically requires two to four iterations to obtain a solution of 7.
The time when the output voltage V, reaches the 50% V4 point can be ap-

proximated by using (4.17),

n d,:i r 1 t0.5 n4+l n t0.5 n dd
BuVaarr 1 tos _ vr + RB, V(22 — yp)* = _[. 4.
C n+l'7n ) nrdd ) 2 (4.19)

In the aforementioned analysis of a slow ramp input signal, the effect of the
PMOS transistor is neglected. In order to accurately estimate the propagation
delay for a slow ramp input signal, some modifications are necessary. The high-

to-low propagation delay is approximated as

Ty T
tp}u. = a(to,s - '21), (4.20)

where the ratio 7, /7., characterizes the degree to which the input signal deviates
from a fast ramp input signal. Both g5 and 7,, can be obtained from (4.19)
and (4.18). Therefore, the propagation delay for both fast ramp and slow ramp

input signals are described analytically in (4.11) and (4.20), respectively.
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4.3 Effects of Interconnect Resistance

The waveform shape at the output of a CMOS inverter as expressed in (4.11)
is degraded with increasing interconnect resistance due to the L’gm — Rlpsar term
in (4.11), where the output voltage decreases due to the RIps term when the
NMOS transistor operates in the saturation region as compared to a capacitive
load [41,52]. Therefore, the interconnect resistance reduces the time during which
an MOS transistor remains in the saturation region. This effect is called resistive
shielding [79], where a portion of the load capacitance is shielded as the MOS
transistor operates in the saturation region when the interconnect resistance is

comparable to the effective output resistance of a CMOS logic gate.

L{ ¥ T

R=800 Ohm — |

Output voltage (V)
w
L]

400 600
Time (x10ps)

Figure 4.4: Effect of the interconnect resistance with Wy, =3.6 um, W, =7.2 um,
Ci=1.5pF, and 7. =2ns.

The second effect of the interconnect resistance is the degraded waveform shape
of the output voltage. If the interconnect resistance is comparable to the effective
output resistance of a CMOS inverter, i.e., Vpsar = RIsapr, the time constant

7 in region IV when the MOS transistor operates in the linear region, can be
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approximated as

r = Vosar o, (4.21)
2Ipsar

The time constant 7 increases by almost 50% than if the load is primarily capaci-
tive [52]. Therefore, the signal quality has a deleterious effect on the following logic
stage because the MOS transistors of the following stage cannot turn off quickly
due to the slow transition time of the input signal, as shown in Figure 4.4. Ex-
tra short-circuit power and subthreshold current within the following logic stage
occur. Therefore, it is important to include short-circuit power in the analysis
of the total transient power consumption when the interconnect is modeled as a

resistive-capacitive load.

4.4 Transient Power Consumption

Power consumption has become a primary design criterion in VLSI circuits.
For a CMOS inverter driving a resistive-capacitive interconnect, there are three
contributions, dynamic power dissipation, short-circuit power, and the power dis-

sipated by the interconnect resistance, to the total transient power consumption.
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The short-circuit power is often neglected since the dynamic power is assumed
to be dominant [68]. The short-circuit power is strongly dependent upon the input
waveform as well as the device parameters and the load conditions. The power
dissipated by the interconnect resistance has emerged as an additional component
in the total transient power consumption since the lossy characteristic of the
interconnect resistance cannot be neglected.

Dynamic power is briefly discussed in Section 4.4.1. Analytical expressions
describing both the short-circuit and the resistive power components are presented
in Sections 4.4.2 and 4.4.3. These three components are included in the total

transient power dissipation summarized in Section 4.4.4.

4.4.1 Dynamic Power

Dynamic power describes the energy required to charge and discharge a load
capacitance. It is completely independent of the interconnect model and the device

parameters. Dynamic power can be characterized by the well known expression,
P, = CV?f, (4.22)

where C is the load capacitance, V is the swing of the voltage change, and f is

the switching frequency of the inverter.

4.4.2 Short-Circuit Power

A DC path between Vy,; and ground occurs when the input signal transitions
from Vo to Vyg— Vrp (Vrp is the absolute value of the PMOS threshold voltage).
Short-circuit current will flow through the PMOS transistor, turning off when the
input signal transitions, thereby dissipating power.

In characterizing the short-circuit power, the NMOS transistor is assumed to

operate in the saturation region during most of the time when the short-circuit



66

current flows. Based on this assumption, (4.5) is a valid estimate of the output
voltage during the time when the short-circuit current flows. The short-circuit

power during a high-to-low transition P, is

Pscnl_ = f‘/dd/Ip(t)dtv (423)

where f is the switching frequency of the inverter and I, is the current through
the PMOS transistor. The drain-to-source voltage of the PMOS transistor can be

expressed as

B.Vyrr 1 (t
C n,+1

t
Vpsp = — vrn)™* + RBan’:j"(T_ - vry)™, (4.24)

T .
where Vpgp is the absolute value of the drain-to-source voltage of the PMOS
transistor and vpy = Vey/Vaa.

The PMOS transistor begins operating in the linear region when the input
voltage is greater than Vry, at a corresponding time 7,. At the time 7,7y when
the input signal reaches Vyy — Vrp, the PMOS transistor is OFF. The time when
the PMOS transistor enters the saturation region, i.e., Tpsq, can be determined

from

r B.Vgrn 1
Kp(‘/dd— ;;.;atwd_VTp)mp= "Cd’_..d rnn+1( :f:t _VTN)nn+l (4 25)

+ RB,Vj (2% — vry)™.
A solution of 7,4 can be obtained by applying the Newton-Raphson technique to
(4.25) [89].
During the time interval from 7, to 7p.q, the PMOS transistor operates in the

linear region and I,(t) can be described as

Vose |, Vbse
, 4.26
Vbpsare' Vpsarp (4.26)

[p(t) = Ipsarp(2 —
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where

t
Ipsarp =Bp(Vag — T—Vdd - Vrp)™,
' (4.27)
Vosare =Kp(Vaa — T_Vdd — Vrp)™,
r

and Vg (1 —t/7;) is the absolute value of the gate-to-source voltage of the PMOS

transistor. The short-circuit power in this region can be calculated from

Tpsat
Py, = ded/ L(t)dt. (4.28)
Tn

This integral does not have an analytical solution after substituting (4.26) for
I(t). An approximation that 7., is close to 7,7, is made in order to derive an
analytical solution. This approximation is within 10% if the PMOS transistor
remains saturated for a short time [90]. The approximate solution of the integral

is

fBpBnt?
Rc s n - , -
HL SROC (i + I)f(n +n,+2-mp)B(nn+2,np+ 1 —my)
B,B.Rr,
+I—EI—(p—lf(nn+n,,+ 1-mp)B(n, + 1,1, +1 —my)
f&ﬂfﬁs
- 2n, -2 2 , 1-
2ty 1y e+ T 8 = 2ma)B(2mn 4 3,mp +1 = 2mp)
fByB,*Rr,?
2 2-2 2n, + 2, 1-2
2np2
+ &p?—;#f@nu +np+ 1 —2m,)B(2n, + 1,1, + 1 — 2m,)],
p
(4.29)
where f(z) is
f@) = (B2 Vi - Ven ), (4.30)

and §(z,y) is the Beta function.
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During the time from 7.4 to 7,5y, the PMOS transistor operates in the satu-

ration region and I,(t) is
t
Ip(t) = Bp(Vdd - T—Vdd - VTP)“’v (4~31)
r
Therefore, the second component of the short-circuit power from 7y to 7opy is

B,%V, Tysa .
n:, ¥ id (Vaa — B=Voa = Vep) "™ (4.32)

Toff
P’CHLII = f‘/dd/ Ip(t)dt = f

Tpaat
The total short-circuit power dissipated during the high-to-low transition is the

summation of both (4.29) and (4.32),
Pscyr = Pacyyr + Py (4.33)

The short-circuit power dissipated during the low-to-high transition, t.e., Py,,,,

can be similarly obtained. The average short-circuit power dissipation is
Py = Psc,”, + Pac,,”' (434)

The peak short-circuit current occurs during the time interval between 7, and

Tpsat- The time during which the peak current occurs is obtained by solving
I;;(tpeak) =0, (4-35)
again using a Newton-Raphson iteration. The peak short-circuit current is
Dpeak = Ip(t = tpeak)- (4.36)

However, based on the assumption that the peak current occurs near the middle
of the input waveform for a balanced inverter [77,88], the peak current can be
obtained from (4.26) by substituting ¢t = 7,./2,

v, Vor

_p (VY _ — Vop

KP(Y%" — Vpp)™'

) (4.37)
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B,V 1
C n,+1

1 1
Vop = (5 — vr)™ 4+ RB,‘V,&"(E —vpN)™™. (4.38)

Note that the peak current depends on both the input waveform shape and the
load conditions.

Once [,.q is obtained, the short-circuit current I,.(t) can be approximated by
a triangle (77, 88|, permitting the short-circuit power of the high-to-low transition
to be approximated by the product of the area of the triangle and Vg, i.e.,

1

Pac;“, = §Ipeak(Toff - Tn)Vddfy (439)

where f is the switching frequency of the inverter. Similarly, the average short-
circuit power during the low-to-high transition P, ,, can also be derived from the

peak short-circuit current.

4.4.3 Resistive Power Consumption

For resistive interconnect, additional power is dissipated by the interconnect
resistance in addition to the power dissipated by the switching of the MOS tran-
sistors during the charging and discharging of the load capacitance. The current
flowing through the interconnect resistance is identical to the charge/discharge
current. An analytical expression characterizing the power dissipated by the in-
terconnect resistance is based on an assumption of a fast ramp input signal. The

resistive power consumption of the high-to-low transition is expressed as

P =1 [ RIS, (4.40)

where f is the switching frequency of the inverter.
For a high-to-low transition as shown in Figure 4.3, there is no discharge

current in region I. In region II, the discharge current is equal to the NMOS
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saturation current. The power dissipated by the load resistance during this time
period is

fRB2Vy*r,
2n+1

P, =f / i R(Bn(rivd,, — Vi)™t = (L= o)™, (441)

In region III, i.e., from 7, to T,q, the NMOS transistor operates in the satura-
tion region with the input signal at V;. The discharge current is a constant and

the resistive power consumption is
P.,, = fRB.*Vy 2 (1 = vr) ™ (Tear — 7). (4.42)

In region IV, the NMOS transistor operates in the linear region and the equa-
tion characterizing the discharge current is fairly complicated. In order to develop
a tractable analytical expression for the resistive power dissipated during this pe-

riod, the assumption,
(Ips)? = (If,s), (4.43)

is made. (Ips) is the average current and (I}g) is the time average of I35. (Ips)

is defined as

1 to.1

{(Ips) =

tO.l - Tlﬂt Tsat

Ips(t)dt. (4.44)

This equation can be solved by using (4.9) and (4.10). The results of (Ips) is

I Vi o1 — Tsa 7 tg1-r

Ve
Vpsar T Vbpsar ( Vbsar )

(4.45)

where V¢ and V4 are defined in (4.10) and (4.14), respectively. Ipsar and Vpsar
are defined in (4.10) and (4.8), respectively. The power dissipated in this region

is

P, = R(Ips)*f. (4.46)
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The total power dissipated by the load resistance during the high-to-low tran-

sition is
P, =P, +P,+PF,,. (4.47)

Similarly, the resistive power consumption of the low-to-high transition P,y can

also be obtained. The average power dissipated by the resistive load is
P.=P, +P,. (4.48)

4.4.4 Total Power Dissipation

The total average power dissipated during the time when the CMOS inverter
switches is the summation of the dynamic power, short-circuit power, and resistive

power,
Pyt = de + Py + P.. (449)

This expression provides a closed form solution based on the input transition time
and load condition to estimate the total transient power dissipation, including the

short-circuit power and resistive power components.

4.5 Application to Circuit Analysis

The device parameters of the nth power law model of a 0.5 um MOS transistors
with minimum size W,, = 0.9 um and W, = 1.8 um are listed in Table 4.1. These
parameters are extracted based on I-V data of the minimum size MOS transistors.
The effect of velocity saturation is represented by n, whose value is between one
and two. If n = 2, the nth power law model is the same as the classical Shichman-

Hodges I-V model [46].
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Table 4.1: Model parameters of 0.5 pum MQOS transistors

Parameters | NMOSFET | PMOSFET
B, (mA/V)| 0.131398 0.087247

n 1.286399 1.683236
K 0.961756 1.351647
m 0.716586 0.726712

Vin (V) 0.707754 -0.915643

Close form expressions of the output voltage for a fast ramp input signal,
as discussed in Section 4.2.1, are compared with SPICE simulation. Analytical
expressions of the high-to-low propagation delay for both a fast ramp and slow
ramp input signal, expressed in (4.11) and (4.20), respectively, are evaluated for

different transistor sizes, input transition times, and load conditions.

4.5.1 Output Voltage of a CMOS Inverter

The definition of a fast ramp input signal is based on the relationship between
the input transition time 7, and the time 7,5 [as defined in (4.8)]. There are
two terms in the expression of 7,,. The first term is proportional to the load
capacitance and decreases as the load resistance increases. The second term is
proportional to the input transition time 7. To determine whether an input is
a fast ramp signal, the input transition time 7. is not the only concern because
the decision also depends upon the load conditions. Even for the same input
transition time 7., different conclusions exist under different load conditions.

For a fast ramp input signal, the output voltage of a CMOS inverter based
on these analytical equations is compared with SPICE simulation. The results
are shown in Figure 4.5. In Figure 4.5(a), the load condition is R = 100 Q,

C = 0.5 pF, input transition time 7, = 1 ns, and W, = 0.9 pm. For this case,
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Tudsat = 1.89 ns, which is greater than 7., therefore the input is considered to be
a fast ramp signal. For a large resistive load, the resulting simulation is depicted
in Figure 4.5(b), while the simulation in which the load is a large capacitance
is illustrated in Figure 4.5(c). For a medium resistive and capacitive load, the
resulting simulation is shown in Figure 4.5(d).

Note that the output voltage based on the analytical expression is quite close
to the SPICE simulation of each condition. The error of the propagation delay
can be found in Table 4.2. These analytical expressions can therefore be used to
approximate the output voltage for a fast ramp input signal. These expressions
avoid the computational complexity required by SPICE while providing intuition

into the effects of the physical parameters and related circuit sensitivities.

4.5.2 Propagation Delay Comparison with SPICE

The high-to-low propagation delay of a CMOS inverter driving a resistive-
capacitive load is shown in Table 4.2 under a variety of transistor sizes, input
transition times, and load conditions. The geometric width of both the NMOS
and PMOS transistors are listed in the first two columns. The load resistance, load
capacitance, and rise time of the input signal, respectively, are listed in the follow-
ing three columns. Results of the SPICE simulation are listed in column six and
in the seventh column, the high-to-low propagation delay estimated from (4.11)
or (4.20) are listed. Whether the input is a fast ramp signal and the error of the
delay as compared to SPICE simulation are listed in the final two columns.

The size of the NMOS transistor varies from 0.9 um to 9.0 um and the input
transition time ranges from 0.5ns to 2.0ns. For a variety of load conditions, the
error of the high-to-low propagation delay is less than 7% as compared to SPICE

simulation. Note in particular the case of W, = 0.9 um and R = 3002 where
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Figure 4.5: Comparison of the output voltage for a fast ramp input signal with

SPICE simulation.
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Transistor size tpy. (nS)

Wy (um) | W, (um)| R (Q) | C (pF) | 7, (ns) | SPICE | Analytic | Fast Ramp | Error (%)
0.9 1.8 100 0.5 0.5 1.51 1.47 Yes 2.6
0.9 1.8 500 0.5 0.5 1.32 1.27 Yes 3.7
0.9 1.8 1000 0.5 0.5 1.09 1.03 Yes 3.5
3.6 7.2 100 2.0 0.5 1.35 1.32 Yes 2.2
3.6 7.2 500 2.0 0.5 0.57 0.54 Yes 5.3
3.6 7.2 1000 2.0 0.5 0.17 0.16 No 5.8
9.0 18.0 100 5.0 0.5 1.12 1.08 Yes 3.8
9.0 18.0 200 3.0 0.5 0.57 0.54 Yes 5.5
9.0 18.0 300 5.0 0.5 0.24 0.23 No 4.2
0.9 1.8 100 0.5 1.0 1.58 1.53 Yes 3.2
0.9 1.8 500 0.5 1.0 1.38 1.33 Yes 3.6
0.9 1.8 1000 0.5 1.0 1.16 1.08 Yes 6.9
3.6 7.2 100 2.0 1.0 1.42 1.38 Yes 2.8
3.6 7.2 500 2.0 1.0 0.68 0.64 No 5.8
3.6 7.2 800 2.0 1.0 0.37 0.39 No 5.4
9.0 18.0 100 5.0 1.0 1.17 1.09 Yes 6.8
9.0 18.0 200 5.0 1.0 0.70 0.67 No 4.3
9.0 18.0 300 3.0 1.0 0.42 0.42 No 0.0
09 1.8 100 0.5 2.0 1.72 1.66 Yes 3.5
0.9 1.8 500 0.5 2.0 1.53 1.45 Yes 5.2
0.9 1.8 1000 0.5 2.0 1.28 1.21 Yes 5.8
3.6 7.2 100 2.0 2.0 1.7 1.38 Yes 3.8
3.6 7.2 500 2.0 2.0 0.89 0.90 No 1.1
3.6 7.2 800 2.0 2.0 0.62 0.64 No 3.2
9.0 18.0 100 5.0 2.0 1.28 1.21 Yes 5.4
9.0 18.0 200 5.0 2.0 0.90 0.90 No 0.0
9.0 18.0 300 5.0 2.0 0.67 0.68 No 1.5
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the load resistance is greater than the effective output resistance of the CMOS
inverter (28012); the delay predicted based on the slow ramp input signal is still

quite accurate.

4.6 Summary

The assumption of a fast ramp input signal, which is widely used in the tran-
sient analysis of CMOS logic gates, has been quantified in this chapter. The
criterion for characterizing the input signal depends upon the input transition
time, the device parameters, and the load conditions. Simple, general, yet accu-
rate analytical expressions characterizing the output voltage of a CMOS inverter
driving a resistive-capacitive load under the condition of a fast ramp input signal
have been presented.

Based on the analysis of the output voltage of a CMOS inverter, the effect
of the interconnect resistance has been evaluated. The interconnect resistance
shields the load capacitance in the saturation region as compared to a capacitive
load condition. In addition, the signal quality is also degraded by the interconnect
resistance due to the degraded waveform shape of the output voltage, causing
added short-circuit power and subthreshold current in the following logic stage.

The propagation delay model for both a fast ramp and slow ramp input signal
has also been presented. The error of the propagation delay model as compared
to SPICE based on these analytical expressions is less than 7% for a variety of
transistor sizes, input transition times, and load conditions.

Analytical expressions for both the short-circuit and resistive power consump-
tion have also been presented. Two different methods to estimate the short-circuit

power have been discussed. Expressions characterizing the total transient power
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dissipation, which can be used to estimate circuit power at the system level, have

also been described.
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Chapter 5

A CMOS Logic Gate Driving an
Inductive Interconnect

5.1 Introduction

Before the emergence of high speed VLSI circuits, such as gigahertz micropro-
cessors, interconnect was modeled as a simple capacitor, a lumped RC, or as a
distributed RC line in medium and high speed applications [15, 74]. The transient
analysis of a CMOS logic gate driving a capacitive [52] or a resistive-capacitive
load [76] has been addressed in the literatures in terms of the propagation delay
[48, 72, 73] and short-circuit power [47,68,71,90].

If the transition times in high speed VLSI circuits are comparable to the time
of flight of the signals propagating along the low resistivity interconnect line, or the
inductive time constant of an interconnection exceeds the resistive time constant,
the inductance should also be considered in the interconnect model [44,45]. The
interconnect in these high speed circuits should therefore be modeled as a lumped
or distributed RLC line.

In order to evaluate the effects of on-chip inductance on the behavior of a
CMOS inverter, the interconnect is modeled as a lumped RLC, which is the load

impedance of an interconnect line. The nth power law model [41] is used to char-
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acterize the submicrometer MOS transistors. The nth power law model is more
accurate in the linear region and in determining the drain-to-source saturation
voltage as compared to the alpha power law model [52], avoiding any disconti-
nuity between the linear and saturation regions. The input transition times are
considered in the expressions for the propagation delay and the output voltage
of a CMOS inverter. Large inductive loads and fast input transition times can
result in significant short-circuit currents. The short-circuit power of a CMOS in-
verter driving a lossless transmission line is presented in [91], in which the device
is modeled by the alpha power law model. The short-circuit current is included
in deriving the analytical expressions characterizing the output voltage. Analyti-
cal equations for the short-circuit power are derived based on the load conditions
and the shape of the input waveform. The waveform of the output voltage based
on these analytical equations are quite close to SPICE for fast ramp input sig-
nals. The predicted propagation delay is within 10% and the estimated peak
short-circuit current is less than 7% as compared to SPICE.

The close form expressions characterizing the output voltage of a CMOS in-
verter driving an RLC load are addressed in Section 5.2. Analytical equations
describing the propagation delay are derived for both fast ramp and slow ramp
input signals in Section 5.3. The effects of the inductive load on the output volt-
age, propagation delay, and short-circuit power are discussed in Section 5.4. A
discussion on the short-circuit power is addressed in Section 5.5 followed by some

concluding remarks in Section 5.6.
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5.2 Waveform Shape of the Output Voltage

The equivalent circuit of a CMOS inverter driving an RLC load is shown in
Figure 5.1(a). R, L, and C are the effective load resistance, inductance, and
capacitance of an interconnect line, respectively. V, and V] are the output voltage
of the CMOS inverter and the voltage across the load capacitance C. The initial
state of the input voltage is assumed to be 0 volts and both V, and V; are initially

at logic high (Vg). The input voltage is a ramp signal,

Vin(t) = ‘rivdd for 0<t< T, (5.1)

r

where 7, is the rise time of the input signal.

Vo R L Vi
\——
Vin I, J.C
nmaos I
(b)

Figure 5.1: A CMOS inverter driving an RLC load
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A fast ramp signal is assumed in this discussion, where the input slope exceeds
one-third of the output slope [69]. The effect of the PMOS transistor is neglected
based on the assumption of a fast ramp input signal. This assumption is not
valid if the input is a slow ramp signal as compared to the output waveform. A
simplified circuit is shown in Figure 5.1(b). The operating regions of the NMOS

transistor during a high-to-low output transition are shown in Figure 3.2.

vV

Tn Tr Tsat t

Figure 5.2: Operating regions of an NMOS transistor during the high-to-low out-
put transition.

Before the input voltage reaches V., the NMOS transistor is OFF and no
current can flow (Region I). Therefore, the output voltage V, remains at V4 until
Ta, t-€., the time for the input voltage to reach V.

If the input voltage is greater than V,.,, the NMOS transistor is ON and

operates in the saturation region (Region II). The output voltage satisfies the
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following equations,

dlps

Vi(t) =L—— 7 b Rlps + Vo(t), (5.2)
Cd‘;‘t(t) = Ips. (5.3)

The drain-to-source current Ipgs of the NMOS transistor is
t n
Ips = Bn('T_Vdd - Vrw)™. (5.4)
The solution of V,(t) is
Vo(t) =Vaa = Ve(t) = V4 (t) = Vi(t),

B,
- nr V -V n,.+1
C( n+1)Vdd( T dd TN)

Vi(t) =RBn(_'Vdd - Vry)™

Vi(t) =
(5.5)

Np Vdd

Vi(t) =L B, ( Vdd Ven )™t

1'

where 7, <t < 7. V() is the voltage change related to the load capacitance,
V:(t) is the voltage drop across the load resistance, and V;(t) is the voltage induced
by the load inductance, respectively.

After 7, the input voltage is fixed at Vg; and the NMOS transistor continues
to operate in the saturation region (Region III). Therefore, the discharge current
is equal to the saturated drain-to-source current of the NMOS transistor, i.e.,

L sa, which is a constant. The output voltage V,(t) in this region is
Vo(t) = Vi(m) — —(Vdd Ven )™ (t — 7) — RBn(Vaa — Vo)™, (5.6)

where

Bn1+(Vag — Vpy )™t

(5.7)
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and 7 < t < Tnsat- Tnsat iS the time when the NMOS transistor leaves the

saturation region and is determined from (5.6)

T VI(Tr) — Vasat — Rl
naat = Bp(Vaa — Voy )™

where Voo = Kn(Viaa — V. )™

9C + 7, (5.8)

After V, drops below V44, the NMOS transistor enters the linear region (Re-

gion IV) and the drain-to-source current of the NMOS transistor is

Vo(t), Vo(t)
Vn';:t’)"—/;;;. (5.9)

However, there is no tractable solution of (5.2) and (5.3) in this region. In order to

Ips = Bn(Vag — Vrn)™ (2 -

derive an analytical solution, the drain-to-source current of the NMOS transistor

is approximated by the effective output conductance,
Ips = 1 Vo(t). (5.10)
The output voltage in this region is
V, =Cie " + Cre™*  for t 2> Tnaat, (5.11)

where

L+ Ryn 1+R’1n 4
= L + \/( L

1+Ryn (1+R’7n) .
g =— ‘/2"’“ ©. (5.12)

C, and C; can be determined by V,(7nse) and V,(msq:). Therefore, closed form
expressions of the CMOS inverter output voltage in each region are derived based
on the assumption of a fast ramp input signal.

However, the effective output conductance of the NMOS transistor in (5.10)

depends upon the the output voltage in the linear region,

_ Imat Ve (t) K’_(_t_)

n— Tnsa 2 -
¥ Vn.mt ( Vnmt ) t( Vmat

). (5.13)
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If V,(t) is close to V0, the effective output conductance can be approximated as
B n in—"Mn
Yn = Ynsat = _IE:(Vdd - VTN) . (5.14)
If V,(t) is close to zero, the effective output conductance is
B n Nipn—TMg
Tn R 2Ypgat = 2F(Vdd - V-pN) . (5.15)

Therefore, in order to accurately characterize the output voltage, v, is chosen
between Yngq: and 29pgae in (5.12).

The output voltages predicted by these analytical expressions are compared
to SPICE simulation. The results are shown in Figure 5.3. Note that the out-
put voltage waveforms are quite close to the waveforms derived from the SPICE

simulation.

5.3 Propagation Delay

Analytical expressions characterizing the propagation delay of both a fast ramp
and a slow ramp input signal are presented in this section. Therefore, the effect of
the on-chip inductance on the propagation delay can be analyzed quantitatively.
The propagation delay can be determined from the waveform of the output voltage

derived in Section 5.2.

5.3.1 Propagation Delay of a Fast Ramp Signal

tos is the time between when the input and output voltages reach the 50%
point. For a fast ramp signal, ¢y 5 is typically in region IV since V., is generally
greater than 0.5Vy,. The output voltage in region IV is described by (5.11) and ¢y 5

can be determined using a Newton-Raphson iteration. However, a, is typically
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(c) 7»=80ps, R=59, L=1nH, C=1pF.
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Output vaitage (V)

(b) r=100ps, R=109Q, L=2nH,
C=1pF.

Output vokage (V)

(d) r»=40ps, R=5Q, L=1nH, C=1pF.

Figure 5.3: Comparison of the analytically derived output voltage with SPICE

simulation.
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much greater than a,, therefore the output voltage can be approximated as
Vo = Viygare™ 02t mmaat), (5.16)

The high-to-low propagation delay t,,,, of a CMOS inverter is

1 2V, t T e o1
Tow = Cx_gln ‘,3:‘1 + Tnsat — é (5.17)

The output transition time can also be calculated based on the assumption
of a fast ramp input signal. tyg is the time when the output voltage reaches
0.9Vy, and tg; is the time when the output voltage reaches 0.1Vy. tq9 and to,
can be determined by (5.5) and (5.11), respectively, using the Newton-Raphson

technique. The transition time of the output voltage is

= L0 (5.18)

5.3.2 Propagation Delay of a Slow Ramp Signal

All of these analyses are based on an assumption of a fast ramp input signal,
i.e., the NMOS transistor remains in the saturation region before the input tran-
sition is completed. If 7. is greater than 7., t.e., the NMOS transistor enters
the linear region before the input transition is completed, the input is assumed to
be a slow ramp signal.

For a slow ramp input signal, when the input signal exceeds Vry, the NMOS

transistor turns ON and begins operating in the saturation region. Therefore, the
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output voltage can be expressed as

Vo(t) =Vaa — Ve(t) = Vi (2) = Vi(2),
B,

t
Ve(t) ==———25—(=—Vaa — Vew)™ !,
t ) (5.19)
Vi(t) =RBn(T_Vdd - Vry)™,
Vg t .. s ap
Vi(t) =LB, n,,T dd(T—Vdd - Ven )™t

where 7, < t < Tnsat- Tnsat i also the time when the NMOS transistor leaves the

saturation region. In this case, 7,44 is calculated from

Tnsa
Kn( - tvdd - VTN)mu = Vdd - Vc(Tnant) - Vr(Tnaat) - V;(tnmt)- (520)

-
This equation is solved using a Newton-Raphson iteration.
The time when the output voltage V, reaches 0.5Vy; can be approximated

from (5.19),

V.
% = Ve(tos) + Vi(tos) + Vi(tos)- (5.21)

The solution of ty5 can also be obtained by using a Newton-Raphson routine.

In the derivation of tq 5 for a slow ramp signal, the effect of the PMOS transistor
is neglected. In order to accurately estimate the propagation delay for a slow ramp
input signal, some modifications are necessary and the high-to-low propagation is

approximated as

o = 7‘,—'(t0.5 - ‘2"), (5.22)

where the ratio 7;/7nsae characterizes the deviation of the input signal from a fast
ramp input signal. Both 7,4 and fgs can be obtained from (5.20) and (5.21).
Therefore, the propagation delay for both fast ramp and slow ramp input signals
is described in (5.17) and (5.22), respectively.
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5.4 Effects of an Inductive Load

An inductive load may cause large short-circuit currents if the input transition
time is short, as described by the term Vj(t) in (5.5). SPICE simulation results
depicted in Figures. 5.4 and 5.5 demonstrate that for a fast ramp input signal
or large inductive load, the short-circuit current cannot be neglected. The spikes

shown in Figures. 5.4 and 5.5 are caused by large short-circuit currents.

4 ! L] L

Output voitage (V)

0 L 1 L L

0 200 400 600 800 1000
Time (ps)

Figure 5.4: Dependence of the output voltage on the input ramp time. The
solid line, dashed line, and dotted line are for 0.1 ns, 0.2ns, and 0.4 ns rise times,
respectively.

A circuit diagram of a CMOS inverter driving an RLC load is shown in Fig-
ure 5.6. The short-circuit current through the PMOS transistor I3 reduces the
discharge current I. The PMOS transistor operates in the linear region when the
NMOS transistor turns on initially (assuming a fast ramp input signal). The cur-

rents through the NMOS transistor, the short-circuit current through the PMOS
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Output voitage (V)
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Time (ps)

Figure 5.5: Dependence of the output voltage on the inductive load. The in-
ductive loads are 1nH, 5nH, 10nH, and 20nH from the top to the bottom line,
respectively.

transistor, and the discharge current satisfy

Iz = [1 - [3. (523)

The current through the PMOS transistor can be approximated by an effective

output conductance in the linear region,

t
I = Bn(;:'vdd - VTN)"", (5.24)
BP t nip—m
L= apf((vdd — —Vaa — Vrp)* ™™ (Vaa — Vo), (5.25)
P Tr

where a, is between 1.0 and 2.0 depending upon V, and Vrp is the absolute value
of the PMOS threshold voltage.

For the extreme condition, in which the inductive load is large or the input
transition time is short, the current through the PMOS transistor is almost equal

to the current through the NMOS transistor and the discharge current is negligible.
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Vi
pmos
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N v g )
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_{ nmos
=

Figure 5.6: Discharge current is reduced by the current through the PMOS
transistor

The output voltage can therefore be approximated as

Bn(£Vaa — Vry)™

Vo(t) = Vs - .
ap%(vdd — £ Vaa — Vrp)"r—me

(5.26)

The solid line shown in Figure 5.7 depicts a SPICE simulation for a 50 ps rise

5 J T T T
s ek T
3ot
j
5 2r
§

0 - l l l l

. . 0 15 20 25

Time (ps)

Figure 5.7: Qutput voltage for a fast ramp input and large inductive load.

time and 20nH inductive load. The dashed line is from (5.26). Note that SPICE

is quite close to (5.26) in the range from 30 ps to 38 ps.
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The relationship between V,(t) and the current through the NMOS transistor

I, the discharge current I3, and the short-circuit current I3 is

_h_dVi(t) _ pdh &l

cC~ T dt T dt &t

Tn St < Tpoff (5.27)

where Tpops is the time when the PMOS transistor is turned off. In order to
simplify this analysis, the voltage across the load capacitance Vi(t) is assumed
to remains at Vy; when the PMOS transistor operates in the linear region. The

output voltage is

Vae=Volt) = RE+ L5 7SS Ta (5.29)

where 7,44 is the time when the PMOS transistor enters the saturation region. To
derive an analytical solution of V,(t), it is assumed that V,(t) changes sufficiently
slowly such that %‘—Q can be neglected. The approximated solution is listed in
Table 5.1.

If Vyg — V,(t) is greater than Vj,q(t), the PMOS transistor starts operating
in the saturation region. The time when the PMOS transistor operates in the

saturation region can be determined by solving

T 3G m
Via — Vo(Tpsat) = Kp(Vaa — 2 tVaa = Vrp)™, (5.44)

T

using the Newton-Raphson technique. After 7,4, the short-current /3 is expressed

as
t
Iy = By(Vaa - ‘T‘Vdd - Vrp)Tr. (5.45)

W, is no longer assumed to remain at Vi after 7p,q:. The analytical solutions of
V,(t) and V;(t) during the input transition are listed in Table 5.1, where C}, Cy, C3,

and C; can be determined by the initial conditions of V,(t) and V; (), respectively.
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Table 5.1: Analytical expressions of the output voltage including the short-circuit

current
Time region Analytical expressions of the output voltage V,(t) and Vi(t)
_ RI} + LI{
Vo(t) = Vaa = 7 oy o (5.29)
BpnaVyg , t -
L= %@(ZVM = V)t (5.30)
Tn St < Tpsar a.B. ¢
T = ;{pp(vdd - T—rVdd - V)T (5.31)
B - V. t
;) — Qp P(n;é Tmp) dd(vdd _ T_Vdd _ VTP)"P-mP—l (5’32)
p'r r
Vo (t
va(t) = 01 - 228 Ry - v (e (5:33)
Bur t
t) = —B T (Vg — Vpy)etD)
Vo,1(t) o + 1)Vdd(rr 4d — VTN)
Byptr t (Rp+1)
+(—n;'+1—)Vd‘;(Vdd - ;;Vdd - Vrp)\™ (5.34)

t t
Voo(t) = Bn(;,-Vdd - Vrn)" = Bp(Vaa — ‘;’Vdd - Vrp)™ (5.35)
T r

(Rp+1)Vag 7

B.n,Vys t -
Tosat < t < Tooss Voa(t) = —nn':iﬂ(r—Vdd = Vry)®e—t)
r
$BmeVad Ly gy (5.36)
Tr T,-
Vit
vi(e) = ¢, - 2a) (5.37)
__Bur ot (Rn+1)
‘/).'l(t) - (n" + I)Vdd(‘rr Vdd VTN)
Byy ¢
e (Vg = —Vyg — V5 (np+1) 5.38
T 1)Vdd( ad = —~Vau TP) (5.38)
Voa(t
V() = s - 280 _ Ry, s) - LVs)  (539)
= Bam  t., (na+1)
‘/o,‘l(t) - (nn + I)VM(T,-‘,‘“ VTN) (5'40)
B Vig, t -
Toorf ST Vos(t) = =222 (- Vag = Vi) >~ (5.41)
WVi1a(t
n(y) = ¢, - 128 (5.42)
Via(t) = —22T Ly - V) ont) (5.43)
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(a) r-=100ps, R=10Q, L=5nH, C=1pF. (b) 7-=150ps, R=20Q, L=10nH,

C=1pF.

Figure 5.8: Comparison of the analytically derived output voltage with SPICE
simulation.

The output voltage based on the analytical expressions listed in Table 5.1 are
compared to SPICE for a large inductive load, as shown in Figure 5.8. Note that
these analytical expressions predict the voltage spike during the input transition,
permitting the peak short-circuit current to be accurately estimated.

Similar to the analysis used in Section 5.2, 7,4, is determined based on V(7).
The propagation delay can also be determined by (5.17). The load inductance
affects the propagation delay of a CMOS inverter as described in (5.17). These
analytical expressions are used to estimate the propagation delay of a CMOS
inverter. The estimated delays as compared to SPICE simulations are shown in

Table 5.2. The error is within 10% for most operating regimes.
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Table 5.2: Propagation delay of a CMOS inverter driving an RLC load

toae (29) | Exror (%)
7 (ps) | R () | L (nH) | C (pF) | SPICE | Analytic €
40.0 5.0 1.0 1.0 344.0 329.0 4.4
50.0 5.0 1.0 1.0 377.0 353.0 6.4
50.0 5.0 2.0 1.0 350.0 323.0 1.7
50.0 10.0 5.0 1.0 325.0 305.0 6.2
50.0 20.0 5.0 1.0 325.0 302.0 7.1
100.0 | 30.0 10.0 1.0 325.0 351.0 8.0
100.0 | 20.0 10.0 1.0 322.0 353.0 9.6
100.0 10.0 10.0 1.0 322.0 356.0 10.6
100.0 | 20.0 10.0 2.0 678.0 695.0 2.5
150.0 | 20.0 10.0 1.0 419.0 390.0 6.9
Maximum error 10.6%
Average error 7.1%

5.5 Short-Circuit Power

A DC path from Vyy to ground exists when the input signal transitions from
low to high or from high to low. For example, if the input signal switches from
Vry to Vga — Vrp, the short-circuit current will flow through the PMOS transistor
and dissipate extra power. The short-circuit current cannot be neglected because
short transition times and large inductive loads can cause a significant amount of
short-circuit current, as addressed in the previous section.

To develop an expression for the short-circuit power, the NMOS transistor is
assumed to operate in the saturation region during most of the time when the
short-circuit current flows. Based on this assumption, expressions in Table 5.1
can be used to approximate the output voltage to provide an expression for the

short-circuit power dissipation. The short-circuit power during the high-to-low
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transition Py, is

Pawe = Vas [ 0)e, (5.46)

where f is the switching frequency of the inverter and I,(t) is the current through
the PMOS transistor. The absolute value of the drain-to-source voltage of the

PMOS transistor is
Vosp(t) = Vaa — Volt). (5.47)

During the time interval from 7, to Tpsq¢, the PMOS transistor operates in the
linear region. I,(t) can be expressed as

Vpsp(t), Vose(t)

L(t) = Ipsae(2 — Voo ) Vot (5.48)
where
t
Ipsat =Bp(vdd = T_Vdd - VTP)np7
t' (5.49)
Vosat =Kp(Vaa — ;-Vdd - Vrp)™.
r
The short-circuit power in this region is
Tpaat
Pocy,, = fVau / L,(t)dt. (5.50)

This integral does not have an analytical solution after substituting I,,(t) from (5.48).
The peak short-circuit current occurs in the time interval between 7, and 7psa¢
because I,(t) decreases from Ty to Thops. The time when the peak current occurs,

from (5.48), is
I;;(tpeak) =0. (5.51)

This equation can be solved by using a Newton-Raphson iteration, requiring only
two to four iterations to obtain the solution of t,cqk, permitting the peak short-

circuit current to be determined.
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Table 5.3: Peak short-circuit current of a CMOS inverter driving a RLC load

[ Lpear (MA) Error
7 (ps) | R () | L (nH) | C (pF) | SPICE | Analytic | %
150.0 | 20.0 10.0 1.0 2.0 1.92 5.9

100.0 | 30.0 10.0 1.0 2.70 2.62 3.0
100.0 | 20.0 10.0 1.0 2.70 2.68 0.8
100.0 10.0 10.0 1.0 2.70 2.56 5.2
100.0 | 20.0 10.0 2.0 2.62 2.59 1.2
50.0 10.0 5.0 1.0 3.38 3.20* 9.3
50.0 20.0 5.0 1.0 3.36 3.15*% 6.3
40.0 5.0 1.0 1.0 4.2 4.01* 4.5
Maximum error 6.3%
Average error 4.6%

However, based on the assumption that the peak current occurs near the mid-

dle of the input waveform for a balanced inverter [76], the peak current is

Via Vose(Z) Vosp(%)
Lok = Bp(— — Vprp)™(2 - 2 2 . 5.52
peak P( 2 TP) ( Kp(Yg“ - VTP)mP Kp(_‘%d, _ VTP)mp ( )

Note, consistent with the literature [69], that the peak short-circuit current de-
pends on both the input waveform and the load impedance.

Knowing Ipeqk, the short-circuit current I,.(t) can be approximated by a trian-
gle [76]. The short-circuit power during the high-to-low transition can therefore

be approximated by the product of the area of the triangle and Vy, i.e.,

1

Pscm_ = §Ipeak(rpoﬂ - Tn)Vddf, (5.53)

where f is the switching frequency of the inverter and I, can be determined
from (5.51) or (5.52).

Similarly, the short-circuit current during the low-to-high transition P,.,, can
also be derived using the peak short-circuit current during the charge-up process.
The peak current based on these analytical equations is compared to SPICE sim-

ulation and the results are listed in Table 5.3. The analytical results of the final



97

three rows are calculated from (5.51). The accuracy of these analytical expressions

is within 7% as compared to SPICE.

5.6 Summary

The effects of on-chip inductance on a CMOS inverter are discussed in terms
of the output voltage, propagation delay, and short-circuit power. Fast transition
times and large inductive loads increase the short-circuit current. Therefore, short-
circuit power cannot be neglected when estimating the total power caused by an
inductive load. A simple technique is presented to estimate the short-circuit power
based on the peak short-circuit current. Analytical expressions for the output
voltage are derived for a CMOS inverter driving an RLC load. The propagation
delay based on these analytical equations is within 11% as compared to SPICE

simulation. The error of the estimated peak short-circuit current is less than 7%.



98

Chapter 6

Capacitively Coupled On-Chip
Interconnect

6.1 Introduction

On-chip coupling noise in CMOS integrated circuits, until recently considered a
second order effect [21, 26], has become an important issue in deep submicrometer
(DSM) CMOS integrated circuits [23,92,93]. With decreasing feature size and
increasing average length of on-chip interconnections, the interconnect capacitance
has become comparable to or larger than the gate capacitance [1,7,15).

Interconnections in a CMOS integrated circuit are conductors deposited on
dielectric insulation layers [94,95]. The mutual electric field flux between neigh-
boring interconnect lines results in a coupling (or fringing) capacitance [57, 58, 60~
62,96]. The coupling capacitance increases as the spacing between adjacent in-
terconnect lines is reduced and/or the aspect ratio of the interconnect thickness-
to-width is increased [1,7]. The coupling capacitance may become comparable to
the line-to-ground interconnect capacitance 62,96, 97]. Therefore, capacitive cou-
pling has emerged as one of the primary issues in evaluating the signal integrity
of CMOS integrated circuits [22, 27, 34, 37, 39).
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The importance of interconnect coupling capacitances depends upon the signal
behavior of a CMOS logic gate [98]. If a CMOS logic gate driving a coupled in-
terconnection is in transition, the coupling capacitance can affect the propagation
delay and the waveform shape of the output voltage signal [99]. For a capacitively
coupled system, if one of these CMOS logic gates is quiet and the other logic gates
are in transition, the coupling capacitance can not only change the propagation
delay of the active logic gates, but can also induce a voltage change at the output
of the quiet logic gate [100, 101]. If the voltage change is greater than the thresh-
old voltage of the following logic gates, circuit malfunctions and unexpected power
dissipation in the fanout stages may occur (23]. Furthermore, a change in voltage
may cause overshoots (the signal rises above the voltage supply) or undershoots
(the signal falls below ground) [18,102]. The overshoots and undershoots may
cause carrier injection or collection within the substrate [18}.

In order to reduce both design cost and time, coupling effects should be es-
timated at the system level. The coupling noise voltage on a quiet interconnect
has been analyzed by Shoji using a simple linear RC circuit in {23). The ef-
fects of the coupling capacitance have also been addressed by Sakurai using a
resistive-capacitive interconnect model in [78], in which the CMOS logic gates
are approximated by the effective output resistance and similar interconnect lines
are assumed. Estimating coupling noise voltage based on coupled transmission
line model is presented in [103]. The nonlinear behavior of the MOS transistors
is neglected in these analyses [23,78,103]. The maximum effective load capaci-
tance, i.e., the intrinsic load capacitance plus two times the coupling capacitance
(C + 2C.), is typically used to estimate the worst case propagation delay of an

active logic gate [23, 78].



100

In this chapter, a transient analysis of two capacitively coupled logic gates is
presented based on the signal activity. The nonlinear behavior of the MOS tran-
sistors is characterized by the nth power law model in the saturation region [41]
and the effective output conductance in the linear region. The interconnect-to-
ground capacitance (or self capacitance) and the gate capacitance of the following
logic stage are included in the intrinsic load capacitance (C, or C;). An analysis
of the in-phase transition, in which two coupled logic gates transition in the same
direction, demonstrates that the effective load capacitances may deviate from the
intrinsic load capacitances if the logic gates and intrinsic load capacitances are
different. The same conclusion can also be observed for an out-of-phase transi-
tion, where the transition changes in the opposite direction, making the effective
load capacitances deviate from C; + 2C, or C; + 2C..

If one logic gate is active and the other is quiet, the coupling capacitance may
cause the effective load capacitance of the active logic gate to be less than C, +C.
or Cy + C. when the active logic gate transitions from high-to-low and the quiet
state is at a logic low (ground). However, if the quiet state is high (Vi4), the
effective load capacitance of the active logic gate exceeds C; + C, or C2 + C..
If the active logic gate transitions from high-to-low and the quiet state is at a
logic low, the coupling noise voltage causes the quiet state to drop below ground
(undershoots). Overshoots occur when the inverter transitions from low-to-high

and the quiet state is at a logic high (V;4). Overshoots or undershoots may cause
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current to flow through the substrate, possibly corrupting data in dynamic logic
circuits [18]. This issue is also of significant concern in the logic elements within
a bistable latch structure {104].

Analytical expressions characterizing the output voltages for each condition are
presented based on an assumption of a fast ramp input signal. Delay estimates
based on the analytical expressions are within 3% as compared to SPICE, while
the estimate based on C; (C2), C, + 2C, (C; + 2C,), and C, + C. (C; + C,) for
an in-phase, an out-of-phase, and one active transition can reach 48%, 16%, and
12%, respectively. The peak noise voltage based on the analytical prediction is
within 4% of SPICE.

The dependence of the coupling capacitance on signal activity is discussed in
Section 6.2. Analytical expressions characterizing the effective load capacitance,
output voltage, and propagation delay during an in-phase and out-of-phase tran-
sition are addressed in Sections 6.3 and 6.4, respectively, as well as a comparison
between the analytical estimates and SPICE. An analytical expression character-
izing the coupling noise voltage of a quiet logic gate is presented for both step and
ramp input signals. The accuracy of these analytical expressions are compared to
SPICE in Section 6.5. Strategies to reduce the effects of coupling capacitance are

discussed in Section 6.6, followed by some concluding remarks in Section 6.7.

6.2 Signal Activity

A physical structure of two coplanar interconnect lines is shown in Figure 6.1.
The self interconnect capacitance includes the parallel plate capacitance and the
sidewall-to-ground capacitance, which is often described as the fringing capaci-

tance. The sidewall-to-sidewall electric field between these two lines results in the
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coupling capacitance C.. Interconnect lines are typically driven by CMOS logic
gates in VLSI circuits. The logic gates driving these interconnect lines are capac-
itively coupled. A circuit diagram of two capacitively coupled CMOS inverters is
shown in Figure 6.2(a). In order to simplify this analysis, the interconnection is
modeled as a capacitive load where C) includes both the interconnect capacitance
of line 1 and the gate capacitance of Invs. C, includes both the interconnect

capacitance of line 2 and the gate capacitance of Invy.

Figure 6.1: Physical layout of two capacitively coupled interconnect lines

The equivalent circuit and the current directions are shown in Figure 6.2(b).
The output voltages of Inv, and Inv, are V] and V5, respectively. The differential

equations characterizing the behavior of this capacitively coupled system are

~ avi . dv;

Ipsy = (C, +C.) pr C. o (6.1)
_ dV, A

Ips: = (C2 +Cy) T C. 7 (6.2)
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Figure 6.2: Circuit model of two capacitively coupled inverters. (a) A circuit
diagram of two capacitively coupled CMOS inverters. (b) An equivalent circuit
of the two coupled CMOS inverters.

The effects of the coupling capacitance on the transient response of these two
coupled inverters also depend on the behavior of each inverter, i.e., the signal
activity. There are three possible conditions for each inverter, a high-to-low tran-
sition, a low-to-high transition, and a quiet state in which the output voltage of
the inverter remains at either the voltage supply (Vyq) or ground. Both the high-
to-low and low-to-high transitions are included in the dynamic transition. If the
input signals at each inverter are purely random and uncorrelated, there are nine
different combinations which can occur for a system composed of two capacitively
coupled inverters. These combinations are listed in Table 6.1.

Assuming equal probability for each condition, the probability of an in-phase
transition, in which both inverters have the same dynamic transitions, is 2/9. The
probability of an out-of-phase transition, in which these two inverter have different
dynamic transitions, is also 2/9. The probability of no dynamic transition is 1/9.
The condition in which one inverter is quiet and the other is in transition has the

highest probability, 4/9.
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Table 6.1: Combinations of the signal activity for a system of two capacitively
coupled inverters

Vin1 Inv Vin2 Inv,
0 to Vyq | High-to-low | In-Phase

0 to Vyq | High-to-low | V4 to O | Low-to-high | Out-of-Phase

Vigor 0 Quiet One Active/One Quiet
0 to Vy4 | High-to-low | Out-of-Phase

Vg to 0 | Low-to-high | V4 to O | Low-to-high | In-Phase

0or Vi Quiet One Active/One Quiet
0 to V4 | High-to-low | One Active/One Quiet
Vag or 0 Quiet Via to 0 | Low-to-high | One Active/One Quiet
0 or Vi Quiet No Transition

In the following analysis, if both inverters are in transition, it is assumed
that these inverters are triggered at the same time with the same input slew
rate. During the logic transition, only the active transistors are considered in the
development of the analytical expressions. The MOS transistors are characterized
by the nth power law model in the saturation region and the effective output

resistance in the linear region.

6.3 In-Phase Transition

The in-phase transition is an optimistic condition in terms of the effect of the
coupling capacitance on the propagation delay of a CMOS inverter. With an in-
phase transition, both inverters are assumed to transition from high-to-low. The
PMOS transistors are neglected based on an assumption of a fast ramp input
signal [69].

The simplified circuit diagram is shown in Figure 6.3. NMOS; and NMOS,

are the active transistors in each inverter and may have different geometric sizes.
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Figure 6.3: Inv, and Inv, during a high-to-low transition
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The shape of the input signals driving both inverters is characterized by

t
Vini=Vina==Vu 0<t<. (6.3)

r

6.3.1 Waveform of the Output Voltages

An assumption of a fast ramp input signal permits the condition that both
inverters operate in the saturation region before the input transition is completed.
When the input voltage exceeds the threshold voltage Vry, i.e., t > 1, both of
the NMOS transistors are ON and begin operating in the saturation region.

After the input transition is completed, the input voltage is fixed at Vy; and
both of the NMOS transistors remain in the saturation region. The times at which
NMOS; and NMOS; leave the saturation region are Tnsqn and Tpeae, respectively.
For the condition where these NMOS transistors are not equally sized, NMOS; and
NMOS; may leave the saturation region at different times. If NMOQOS; leaves the
saturation region first after a time 7,501, NMOS; operates in the linear region and

the drain-to-source current is approximated by the effective output conductance
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Table 6.2: Analytical expressions characterizing the output voltage for an in-phase

transition

Operating region

Output voltage V;(t) and V5(t)

t
NW=Vu-5 (o + l)Vdd(T—V'M - Vex)ttt (6.4)
Tr t S
Voa=Vy— ﬂzm(;’:‘vdd - Vrw) (6.5)
[T, 7o) 5, = CeBra + (C2 + Ce) Bay on)
'T GG+ C(C +Cy) ’
_ CcBnl + (Cl + Cc)Bn2
b= G+ C.Ci+ C) (6.7)
n nn Vg + V5
Vi = Vg — B1(Vaa = Vew )™ (t — (T“_*T‘Zj'ﬂ) (6.8)
_ gy _ PaVaa + Vi
[y, 7min Va = Vg — Ba(Vaa ~ Vra )™ (t (7 + Vg 1) (6.9)
T;::n = min(Tnsar1; Tnsat2) (6.10)
Teat = MaX(Tnsatl; Tnsat2) (6.11)
Vi = Vi, + (Vasat + ‘/la)e‘aul(h'vuntl) (6.12)
C.
V2 - VZ(Tmatl) - ‘/2., (t - Tnsatl) - m(‘fmat + Vla)
(1 — e-anl(‘-"'ncntl)) (6.13)
3 Cc n
[reat"s Teae ™ Vi = mBnZ(Vdd - Vrn)™ (6.14)
_ C: +C,
Qg = 0102 +Cc(C[ +C2) Tni (6'15)
Vau = s Bua(Vaa — Vi)™ (6.16)

2" C,+C.
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vn1Vps. Expressions characterizing the output voltages are listed in Table 6.2 for
t < 7maz [defined in (6.11)] where in this discussion T3¢ is equal to Tnsata-

After T, both of these transistors operate in the linear region. Both of the
NMOS transistors are modeled by the effective output conductance v, and 2.
A general solution of the output voltages is provided in the Appendix A with the
initial conditions, Vi(1) = Vi(Thsar2) and Va(m) = Kn(Vag — Vra)™.

Both £, and 3, described by (6.6) and (6.7), respectively, include the effects of
the coupling capacitance C. and the intrinsic load capacitances C, and C,. If the
ratio of By, /B2 is the same as that of C,/C, i.e., these MOS transistors have
the same ratio of the output current drive to the corresponding intrinsic load
capacitance, the coupling capacitance has no effect on the waveform of V; and
Va (note that C, is eliminated from the expressions for §; and ). In practical
CMOS VLSI circuits, this condition cannot be satisfied due to the size difference
between the MOS transistors, different interconnect geometric parameters, and
different gate capacitances of the following logic stages. Therefore, the coupling
capacitance affects the waveform shape of the output voltages, V; and V,. It is
therefore necessary to consider the interconnect capacitance so as to determine
the proper size of the MOS transistors.

Assuming By, is equal to By, i.e., both NMOS transistors have the same

geometric sizes or output gain, the effective load capacitance of each inverter is

_ C\Cy + Cc(01 + C2)

Cig= s+ 9C. , (6.17)
_ CiC +C.(Cy +Ca)
Cog = Gt oC. . (6.18)

The solid lines shown in Figure 6.4 depict the ratio of C;_, to C; and the dotted
lines represent the ratio of C, , to C2. The horizontal axis represents the ratio of C;

to C|, which characterizes the difference between the intrinsic load capacitances.



108

Ratios of coupling capacitance C, to C, of 0.3, 0.5, and 0.7 are considered. Note
that the deviation of the effective load capacitances from the intrinsic capacitances
(C, and C,) increases if the difference between the intrinsic load capacitances
increases. The deviation also increases with increasing coupling capacitance for

the same ratio of C,/C,.

1 Ll 1 I L1 1 4

C1ef@Cc/C1=0.3 —
13 C1ef@Cc/C1=0.5 —---
S G103 o

(-] =0.3 o

. e C2etf@Ce/C1=0.5 ——-

120 o C2eff@Cc/C1=0.7 T A
\‘\..' b
., .—E"'B 1

o e
11k

Effective load capacitance (Cleff/C1, C2eft/C2)

1k
09 |- .
o...-"’ A
',.:F
08 ., i
a
1 L L 1 1 1 L
04 0.6 14 1.6 1.8 2

0.8 1 .
Ratio of the intrinsic load capacitances (C2/C1)

Figure 6.4: The ratio of the effective load capacitances C),, and Cs,4 to C; and
C,, respectively, for an in-phase transition assuming By = Bpa.

Note in Figure 6.4 that the effective load capacitance of one inverter increases
above the corresponding intrinsic load capacitance while the effective load capac-
itance of the second inverter drops below the corresponding intrinsic load capac-
itance. The deviation of the effective load capacitances from the intrinsic load
capacitances results in different propagation delays.

Note in Figure 6.4 that the effective load capacitance of one inverter increases
above the intrinsic load capacitance while the effective load capacitance of the

other inverter drops below the intrinsic load capacitance. The difference between
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the effective load capacitances results in different propagation delays of these two

coupled inverters.

6.3.2 Propagation Delay Time of a Fast Ramp Input Sig-
nal

The propagation delay tg 5 of a CMOS inverter is defined as the time from 50%

Vaa of the input to 50% Vg4 of the output. The high-to-low propagation delays of

the CMOS coupled inverters can be approximated as

Vaa nnVaa + Vrn Tr
T = + Tr - 6.19
B 98 (Vaa — Vew)™ © (np + 1) Vg 2 (6.19)
Typs = Vaa nnVaa + Ve Tr (6.20)

+ Tr— =
260(Vaa — Vew)™  (mm+ 1)V~ 2

Similarly, the low-to-high propagation delays of the coupled inverters can be sim-

ilarly determined.

T | | T | ¢ 1 T

% D1€Cc/C1=0.3 —
3
3
g o
:
g 10}
'%
< 0
;)
E—4
s
E o}

20 L AL L I8 1 1 L

0.4 6 18 2

0.8 1 1.2 14 1.6
Ratio of the intrinsic load capacitances (C2/C1)

Figure 6.5: Deviation of the high-to-low propagation delay from the estimate
based on C; and C,, for an in-phase transition assuming By,; = Bpa.
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The effect of the coupling capacitance on the propagation delay is similar to the
analysis of the effective load capacitances, which is summarized in Figure 6.5. If
the error is positive (negative), the delay is greater (less) than the delay estimated
based on C; or C,. For the condition of C./C1 = 0.5 and Cy/C, = 1.5, the error
of the propagation delays is about 10% for NMOS,; and —8.3% for NMOS; as

compared to an estimate based on the intrinsic load capacitances.

6.3.3 Propagation Delay of a Slow Ramp Input Signal

In the previous discussion, the analyses are based on an assumption of a fast
ramp input signal, i.e., the NMOS transistors remains in the saturation region
before the input transition is completed. If 7. is greater than min(T,sqa1, Thsar2),
i.e., one of these two NMOS transistors enters the linear region before the input
transition is completed, the input signal is characterized as a slow ramp signal.

For a slow ramp input signal, the output voltages of these coupled inverters
are also described by (6.4) and (6.5) after both of the NMOS transistors are ON.
Tnsat1 ald Tnsa2 are the times when NMOS; and NMOS; leave the saturation

region, respectively, but in this case these times are calculated based on

T, T,

=V — r nsatl _ n..+l’ 921

Vasat = Vg — By o +1)Vdd( . Vad — Vrw) (6.21)
T, Thsa

Vasat = Viaa — L (222 — Vi)™, (6.22)

ﬂz (nﬂ + 1)‘/dd Tr

where
t
Vasat = Kn(T—Vdd - VTN)mn~ (623)

Both Tnsat; and Tysae2 can be obtained from applying a Newton-Raphson numerical

solver.



111

The time when the output voltages V; and V5 reach 0.5Vy4 can be approximated

from (6.4) and (6.5),

Vi(n, +1 1 , 1 Tr

tlo.s = [(%)nn-ﬂ + "TN]Vd;, (6,24)
V2 nn + 1 1 Tr

tags = [(‘“;T')‘)”““ + VTN]Vd'- (6.25)

In the derivation of ¢,,, and t,,, the PMOS transistors are neglected. In order
to accurately estimate the propagation delay for a slow ramp input signal, some
modifications are necessary and the high-to-low propagation delay is approximated

as

THLL - (tlo..'. —é') (626)
nsatl
T T

Tyr2 = . (t2o.5 - Er)v (6'27)
nsat2

where the ratio 7,/Tnsee OF 7r/Tnsar1 characterizes how far the input signal de-
viates from a fast ramp input signal. Therefore, the high-to-low propagation
delays for both the fast ramp and slow ramp signals are described analytically
in (6.19), (6.20), (6.26) and (6.27) for these coupled inverters.

6.3.4 Comparison with SPICE

The waveform of the output voltage of each inverter are compared with SPICE
simulation in Figure 6.6. The condition of No Cc describes the case where the
delays are estimated based on the intrinsic load capacitance, C1 and C, respec-
tively. The long tail of the analytical result is caused by the output conductance
of the MOS transistors in the linear region changing from 7 to 27s:. In the
derivation, the output conductance is assumed to be 7,,.. However, note that the

analytical result is quite close to SPICE during most of this region.
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Figure 6.6: Comparison of the output voltage with SPICE simulation with w,, =
1.8 um, wye = 2.4pm, Cy = 1.0pF, C; = 1.0pF, and Cc = 0.6 pF

A comparison of the propagation delay based on these analytical expressions
with SPICE is listed in Table 6.3. The delay is estimated based on the intrinsic
load capacitance, i.e., C; and C,, respectively, for the no coupling condition.

Note that the error of the delay based on the intrinsic load capacitance can
reach 48% while the delay based on the analytical equations (6.19) and (6.20) is

within 1% as compared to SPICE simulation.

6.4 Out-of-Phase Transition

The out-of-phase transition has the same probability as the in-phase transition.
The out-of-phase transition is a pessimistic condition in terms of the effect of
the coupling capacitance on the propagation delay of the CMOS inverters. It is
assumed that Inv, transitions from high-to-low while Inv, transitions from low-to-

high. A simplified circuit schematic is shown in Figure 6.7. NMOS, and PMOS,



113

Table 6.3: Comparison of the in-phase transition with SPICE

Size of Inv[Load Capacitance} SPICE No Coupling Analytic

T [Wat|[Wnel Ci|[Ca| C. | |min|n|ld |db|n|ln|d| b
(ns)|(um)|(um)|(pF)|(pF)| (pF) |(ns)|(ns)|(ns)|(ns)| % | % |(ns)|(ns)] % | %

10/18}18|1.0/1.0| 04 |1.60[1.601.60{1.60]< 1.0|]< 1.0]1.60]1.60|<1.0{< 1.0

1.0/ 1.8]1.8]0.8[1.0] 0.3 [1.29{1.25[1.30/0.65/< 1.0f 48.0 [1.29]1.24|<1.0|< 1.0

08/18|24112|08} 04 [1.53]1.45(1.57|1.02{ 2.6 | 29.7 |1.54/1.45|<1.0|< 1.0

10241181208} 04 |1.43]1.35/1.45(0.78] 1.7 | 42.0 [1.42]1.34|<1.0{< 1.0

1.0({1.8 3.6 05|15 0.5 |1.29[1.25[1.30{0.65|< 1.0f48.2|1.28]1.24|<1.0|< 1.0

10/1.8136[|1.0[1.0] 0.8 [1.27]1.00]1.600.62] 25.6 | 38.2 [1.28[1.00{<1.0|< 1.0

are the active transistors in each inverter. The input signals are

t
Vint = ;_-Vdd 0t (628)

r

Vie=(-S)Vu 0<t<m. (6.29)

Tr
The initial states of V; and V, are Vj; and ground, respectively.

Via

\J l -
l
1

1 DS

Figure 6.7: Invy transitions from high-to-low and Inv, transitions from low-to-
high.
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6.4.1 Waveform of the Output Voltages

Table 6.4: Analytical expressions characterizing the output voltages for an out-
of-phase transition

Operating region Output voltage V;(t) and V,(t)
h=Vu-"7z& +c A} (6.30)
(C1+Ce)Vou = CcVa
Va= ' : (6.31)
[ra(r3), 7] GG+ GG+ G
Vo = Byy—————(—=Viyg — Vpy )™+t 6.32
e i n+1)vdd( 4 ) (6.32)
T;
V., = T — np+l .
= B = Ve (639
_ (Cr+ Ce)Vop — CVypa
Vi =V C\C; +C, (01 -+ Cg) (634)
- (Cl + Cc)‘/x’& - Cc‘/n,2
2= B G T GGt Cy) (6.35)
nnVaa + Vrn
Va2 = Bni(Vag = Vrn )™ (t - —————1,) (6.36
[, 7min 2 1(Vaa = V)™ ( e+ Vi 7.) (6.36)
_ _ np(y _ MpVad + Ve
Vo2 = Bpa(Vaa — Vre)™ (8 —_—(np TV ) (6.37)
Tsr::n = mln('rnmth Tp:at2) (6.38)
Teat . = MaX(Tnat1, Tsat2) (6.39)

It is assumed that the absolute value of the threshold voltages of both of the
NMOS and PMOS transistors are approximately equal. In the following analysis,
all of the parameters describing the PMOS voltages are absolute values. When
t is greater than 7, both NMOS; and PMOS, are ON and operate within the

saturation region. Note in (6.30) and (6.31) that the coupling component V};
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in (6.30) causes V) to decrease slowly while the coupling component ¥}, in (6.31)
causes V» to increase slowly. The solutions of the output voltage V; and V; are
listed in Table 6.4 before one of these transistors operates in the linear region.

Assuming V},, is equal to V;,, the effective load capacitances of NMOS, and

PMOS; are
C\Cr +C.(C + C
Cl.ﬂ'= 2 Ci . 2), (6.40)
C\Cy + C(C, + C.
Coy = —2 cf 1+ Ca) (6.41)

If C, is identical to C,, Cy ; and Cj,, are equal to Cy + 2C; or C; + 2C,.. The
solid lines shown in Figure 6.8 describe the ratio of C, to C, + 2C, and the
dotted lines depict the ratio of Cy, to C + 2C.. The horizontal axis represents
the ratio of C, to C}, and ratios of C. to C} of 0.3, 0.5, and 0.7 are considered for
each condition. Note that the effective load capacitance of Inv, (Inv;) may not be
equal to C| +2C. (C; + 2C.) due to the difference between the load capacitances.

It is assumed in this discussion that the situation, [(C2+C.)Vy 11 —C:V;1] < 0
or [(Cy + C.)Vp,1 — CcVa,] < 0, does not occur. This situation can occur if one
transistor has a much stronger output drive current than another, i.e., V3, > V;,
or V1 <« V1, while C. is comparable to C; or C,. Under this condition, V; and V2
may be greater than Vy, or less than ground, permitting overshoots or undershoots
to occur.

When the input signal reaches Vyy at 7., both NMOS, and PMOS; continue
to operate in the saturation region. For a nonideal condition in which NMOS;
and PMOS; are not sized equally, NMOS; and PMOS; may leave the saturation
region at different times. The analysis after min(7yae1, Tpsa2) is the same as that

of the in-phase transition.
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Figure 6.8: The ratio of the effective load capacitances Cy, 4 and Cya,4 to C, +2C;
and C, + 2C,, respectively, for an out-of-phase transition assuming By = Bps.

6.4.2 Propagation Delay Time

For a fast ramp input signal, to5 can be approximated by (6.30) and (6.31).
The effect of the coupling capacitance on the propagation delay is analyzed based
on the following assumptions: Vry = Vpp, n, = ny,, and Bny = Bp. The
difference between the delays calculated based on (6.40) and (6.41), and the delays
calculated based on the load capacitances of C, + 2C, and C; + 2C, are shown in
Figure 6.9. The test condition is the same as that of the in-phase transition.

For a slow ramp input signal, NMOS; and PMOS; begin operating in the linear
region before the input signal transition is completed. The output voltages of these
coupled inverters can also be described by (6.30) and (6.31). The propagation
delay of a slow ramp input signal can be determined the same way as the in-phase

transition.
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Figure 6.9: Deviation of the propagation delay from the estimate based on C,+2C,
and C; + 2C,, for an out-of-phase transition assuming By, = Bp,.

6.4.3 Comparison with SPICE

The waveform of the output voltage of Inv, is compared with SPICE in Fig-
ure 6.10. The condition of No Cc describes the case where the delays are estimated
based on an intrinsic load capacitance C1 + 2C.. Note that the analytical result
is quite close to SPICE.

A comparison of these analytical expressions with SPICE simulation is listed
in Table 6.5. The delay is estimated based on the intrinsic load capacitance plus
two times the coupling capacitance, i.e., C; + 2C, and C; + 2C,, respectively, for
the no coupling condition. Note that the error of the delay based on C, +2C, and
C>+2C. can reach 16% while the delay based on the analytical equation listed in
Table 6.4 is within 3% as compared to SPICE simulation.
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Figure 6.10: Comparison of the output voltage with SPICE simulation with w,, =
1.8 um, wye = 24 um, C, = 1.0pF, C; = 1.0pF, and Cc = 0.5pF

Table 6.5: Comparison of out-of-phase transition with SPICE

Size of Inv|Load Capacitance| SPICE | No Coupling Analytic

T [Wa|[WalCi |Ca| Co [minm|n|m|d0| 6 |[n|n|d | &

(ns)|(pm)|(pm)|(PF)|(PF)| (PF) |(ns)((ns)|(ns)|(ns)| % | % |(ns)|(ns)| (ns) | %

10{18|1.8]1.0{1.0] 04 [2.802.622.77]2.52|1.1] 3.8 |2.802.64|{< 1.0|< 1.0
10{18(24|08|1.0| 03 {3.04/1.872.75(1.80{9.5| 3.7 |2.96]1.92| 2.6 | 2.6

10/ 24124(15/08| 04 [2.891.652.64/1.61}8.6] 2.4 [2.83[1.69] 2.1 | 2.4

10{24(24]15[08] 0.8 [3.96/2.24/3.49{2.30{11.8] 2.7 [3.90(2.22] 1.5 |< L.0|
10/ 24]36[10[15] 1.0 1[3.9772.21[3.35[2.22[15.6[< 1.0[3.89[2.21] 2.0 |{< 1.0|
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6.5 One Inverter Active and the Other Quiet

The condition where one inverter is active and the other is quiet has the high-
est probability of occurrence. For the in-phase and out-of-phase transitions, the
coupling capacitance affects the waveform of the output voltage and the propa-
gation delay of each inverter. If one inverter is active and the other is quiet, the
active transition can induce a voltage change at the quiet inverter through the
coupling capacitance. The coupling noise voltage may therefore seriously affect
the circuit behavior and power consumption.

In the following analysis, Inv, is assumed to transition from high-to-low while
the input of Inv; is fixed at V4. Therefore, the initial voltage of V; and V5 are Vi
and ground, respectively. A simplified circuit model, shown in Figure 6.11, is used

Ips, V;

i

Figure 6.11: Inv, transitions from high-to-low and Inv; is quiet.

to analyze the coupling noise voltage at the quiet inverter and the propagation

delay of the active inverter. The signal at the input of Inv, is

Vini = =V 0<t< . (642)
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When the input voltage exceeds Vrn, NMOS; is ON and starts to operate in
the saturation region. NMOS; starts to operate in the linear region due to the

voltage change at the output. The differential equations, (6.1) and (6.2), therefore

change to
dV
(Ci+C. ) Tlt— = -Bnl( Vdd - Vrn)™, (6.43)
dV dV
(Ca+Co)— = Ce—t = —1maa, (6.44)

where 7, < t < 7. There are no tractable solutions to these coupled differential

equations. In order to derive a tractable solutions, it is necessary to make certain

simplifying assumptions.
6.5.1 Step Input Approximation

If the transition time of the input signal is small as compared to the delay of the
CMOS inverters and the output transition time, the input can be approximated
as a step input.

The output voltages are

Ba: C.
Vi =V — Ci+C. (Vg — Vra)™t + mvm (6.45)
C.
Vo=———"S— B (Via — Vra)™ 1 —e~an2t 6.46
2 G +Cma 1(Vaa — V)™ ( ) (6.46)
where
Ci+Ce (6.47)

On2 = C\C, + Cc(C1 + 02)71;2

The time 7,501 When NMOS,; leaves the saturation region can be determined
from (6.45) by using a Newton-Raphson iteration. After 7,401, NMOS; operates

in the linear region.



121

The propagation delay of Inv, can be approximated using (6.45) and a Newton-
Raphson iteration. Since the current through NMOS, discharges the capacitor C,,
the propagation delay is less than the delay estimated based on C; + C..

After Tnya, both of the NMOS transistors operate in the linear region. The
solutions for the peak voltage can be obtained from the initial values of V; and

%2, as described in the Appendix A. Note that 1, decreases exponentially in the

linear region and the peak noise occurs at Tyqa¢1,

C.

Val(peak) = —(Cl + Ce)Yn2

Bri(Vag — Vrn)™ (1 — e7%namatt), (6.48)

6.5.2 Current through NMOS; Is Negligible

The analysis described in this section is based on the assumption that the
current through NMOS; can be neglected, i.e., y,2V2 is small as compared to

C.%%. The solutions of V; and V; are

Vi=Vu-— ,31(—"':"_—1')7“;( V«m—VTzv)""+1 (6.49)

T, n
m( Vaa — Vo)™, (6.50)

Va

where 7, <t < 7. and

02 + Cc
= nls .51
A C,\C; +C.(C, + C2) B (6.51)
C.
= nl- 6.52
C,C; + C.(C, +02)B ' (6.52)
The effective load capacitance of Inv; is

Cie=(Cl+ ot CcCc) <(C,+C,). (6.53)

When the input signal reaches Vy at 7., NMOS,; still operates in the saturation

region. However, the coupling noise voltage V; at 7, is

T

Va(r) = -ﬁz(_—-_i-l)—V

(Vag — Vo)™t (6.54)
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Note that ¥,V cannot be neglected after the input transition is completed since

72.V> may be comparable to Cc‘%}. Therefore, the output voltages are

1 C

= - A , ~ PalVnls — ___c_‘/n ’ .

Va = =Vaa, + (Va(1y) + Vg, Jemom2lE=0), (6.56)
for 7. <t < Tnsann and where
_ fin NnVia + Vry
Var, = (Vaa — Vew)™ (t (ot Vi Tr)s (6.57)
Var, = (Va(7r) + Vaga) (1 — e7220"™)), (6.58)
Ce.

Ve, = By (Vag — Ve )™, 6.59
el A 1(Vaa — Vrw) (6.59)
CivCe (6.60)

W2 = M2 B C, +Co(C1 + Ca)

Tnsat1 and tg.s are determined from (6.55) by applying a Newton-Raphson iteration.
The peak coupling noise voltage can be approximated at 7,54 for this case and

is equal to Vo(Tnsan) as determined by (6.56).

6.5.3 Approximation of the Drain-Source Current

The simplification in which the current through NMOS; is neglected is appro-
priate when 7,2V, is small as compared to Cc%’n If 4.2V3 is comparable to Cc“:—},
the current through NMOS; cannot be neglected.

In order to derive tractable solutions, the drain-to-source current of NMOS;

can be approximated using a second order polynomial expansion,
t
Bui(—Vaa = Vo)™ = Ao + Ai§ + A8, (6.61)
.

where £ = 1—_‘; - Y‘% and Ay, A;, and A, are determined by a polynomial expansion.
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The solutions of the differential equations represented by (6.43) and (6.44) are

] C,
W=Vu-soeWts3a" (6.62)
Va = BiE + By? + (1 — Bp)e n2lt="), (6.63)
where
Vi = Ba——" (L Vg = V)™t (6.64)
e = P G+ Wi 7r ’ '
and
Cc CcCt
Bo=——_Cc A
i (AN o PN (oA v Rt
C.C?
T AT (6.63)
c.C, C.
B, =2 Ay - Al 6.66
V=T O T Gt Com ! (6.66)
C.
I Sy .
B = Crcoma (6.67)

where C; =C,1C, +C.(C1 +Co) and 1, St < 77.
After the input transition is completed, NMOS, still operates in the saturation

region. The output voltages are

1 Ce
‘/1 - ‘/dd - Cl +Cc‘/1¢ - CI +Cc‘/lba (6.68)
Va = =Va, + (Va(ry) + Vo, Je o2, (6.69)

where

_ nare_ TmVad + VN
Vie = (Vaa = Vry)™ (2 Tt Vi ) (6.70)
C
W, = =———=—DBn(Vag — Vorn )™, .
W= Cc),mB 1(Vaa — Vrw) (6.71)
C.
=Y B (Vi — Vi)™ :
V2, C +Cc)7n23 1(Vaa — Vrw) (6.72)
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Va(7+) can be determined from (6.63). T and fos can also be determined
from (6.68) using a Newton-Raphson iteration. V; exhibits an exponential decay
when both transistors operate in the linear region. Therefore, the peak coupling

noise can be approximated at 7,sq¢1-

6.5.4 Delay Uncertainty of the Active Logic Gate

In the previous analysis, Inv, is assumed to transition from high-to-low and
the input of Inv; is fixed at V4. Note that the current through NMOS, discharges
C\, and the estimated delay is smaller than the estimate based on C; + C,. If the
input of Inv; is at ground and PMOS, is ON, the coupling capacitance affects the
propagation delay of Inv, differently.

The effect of the initial state can be demonstrated with a step input signal. If
the initial values of both V; and V3 are V4, since NMOS, operates in the saturation

region, the output voltages are

Vi =V - CB A e bha (6.73)
where
Vi = O By (Vg = View)™ (1 — €™2), (6.75)
C, +C.
Gi+Ce (6.76)

2 =W CC, + Co(CL + Ca)

The propagation delay of Inv; can be approximated from (6.73). Since the
current through PMOS; slows down the discharge process, the propagation delay
is greater than the the delay calculated from C; + C.. The peak coupling noise
voltage also occurs at the time when NMOS; leaves the saturation region. A

similar analysis can also be applied for a fast ramp input signal.
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Undershoots are exhibited when the active inverter transitions from high to
low and the quiet state is at a logic low (ground). Overshoots may occur when
the active inverter transitions from low to high and the quiet state is at a logic
high (Vg4). Overshoots or undershoots may cause carrier injection or collection in

the substrate, possibly corrupting data in dynamic circuits [18].

6.5.5 Comparison with SPICE

The output voltage waveform of each inverter is compared with SPICE simu-
lation in Figure 6.12. The condition of No Cc describes the case where the delays

are estimated based on an intrinsic load capacitance, C1 + C, or C; + C.. Note

............

(a) Output voltage of Invl (b) Output voitage of Inv2

Figure 6.12: Comparison of the output voltage with SPICE simulation with w,; =
1.8 um, wy, = 1.8 um, C; = 1.0pF, C; = 1.0pF, and Cc = 0.4pF

that the analytical result is quite close to SPICE.
A comparison of the analytical expressions with SPICE simulation is listed in
Table 6.6. The delay is estimated based on the intrinsic load capacitance plus the

coupling capacitance, i.e., C; + C, or C; + C,, for the no coupling condition.
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Note that the error of the delay based on C, +C. or C,+C. can reach 16% while
the delay based on the analytical equation is within 3% as compared to SPICE.

The peak noise based on the analytical expression is within 4% as compared to

SPICE

6.6 Minimizing Coupling Effects

Coupling effects can be minimized or even eliminated if the circuit elements
are appropriately sized for an in-phase transitions, as discussed in Section 6.3.1.
For an out-of-phase transition, the coupling capacitance has a strong effect on the
propagation delay. If the circuit elements are proportionally sized, i.e., Bni/C)
is equal to B,2/Cs, the effective load capacitances from C, + 2C; and C; + 2C,
are still different. The ratio of the effective load capacitances to C, + 2C, and
C, + 2C. for this condition are shown in Figure 6.13 as the solid lines and dotted
lines, respectively. The horizontal axis represents the ratio of C; to C|.

Any uncertainty can be eliminated when both of the inverters and load capac-
itances are the same, B, = B,z and C; = C,. To reduce the propagation delay
of the coupled inverters, the probability of an out-of-phase transition should be
minimized because of the large effective load capacitance. In order to minimize
any delay uncertainty, all of these circuit elements should be designed as similar
to each other as possible.

The coupling noise voltage is proportional to By, /7,2 and C., as described
in (6.48). If the effective output conductance of the quiet inverter is increased,
the peak noise voltage can be reduced. This conclusion suggests that the size of
the MOS transistors within the quiet inverter should be increased, contradicting

the observation for the propagation delay. Therefore, a tradeoff exists in choosing
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Figure 6.13: The ratio of the effective load capacitances Cy, , and Cp,, to C,+2C;
and Cj + 2C., respectively, assuming 2at = %2

C;
the appropriate size of the transistors for capacitively coupled inverters. The
optimal size of these transistors is also related to the signal activity and other

circuit constraints.

6.7 Summary

An analysis of capacitively coupled CMOS inverters is presented in this chap-
ter. The uncertainty of the effective load capacitance and the propagation delay
is noted for both in-phase and out-of-phase transitions if the circuit elements are
not sized the same. The coupling noise voltage at the interconnection driven by
the quiet inverter is also analyzed. Finally, some design strategies are suggested

to reduce the effects of the interconnect coupling capacitance.
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Chapter 7

Coupled Resistive-Capacitive
Interconnections

7.1 Introduction

In most current integrated circuit (IC) design processes, coupling effects can-
not be accurately estimated until the physical layout of a CMOS integrated circuit
is determined. Therefore, several design iterations may be required to minimize
the effects of interconnect coupling capacitance to satisfy a target performance
requirement {22, 34]. In order to reduce both the design cost and time, coupling
effects should also be estimated at the system level [105]. The coupling noise
voltage on a quiet interconnect line has been analyzed by Shoji in [23] using a
simple linear RC circuit. Delay uncertainty and noise expressions of coupled re-
sistive interconnect have been presented by Kahng using = and L lumped circuit
models in [106] and [107]. The effects of the coupling capacitance have also been
addressed by Sakurai in [78] based on a coupled RC transmission line model.
Estimates of the peak coupling noise voltage based on a coupled RLC transmis-
sion line model have been presented by the authors in [103]. A two-line coupled

system is presented in the literature [23,78,98,103,106] to analyze this coupling
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effect. A three-line coupled system is presented in [108] using an RC transmis-
sion line model. The CMOS logic gates are approximated by the effective output
resistance; the nonlinear behavior of the MOS transistors is therefore neglected
in these analyses [23,78,103,106,108]. Similar interconnect structures (or line
impedances) are also assumed in [78,103,108] where the impedance differences
among the on-chip interconnections are neglected. The maximum effective load
capacitance, i.e., the intrinsic load capacitance plus two times the coupling capac-
itance (C + 2C,), is typically used to estimate the worst case propagation delay
of an active CMOS logic gate [23, 78, 108].

In this chapter, a transient analysis of a CMOS logic gate driving a coupled
resistive-capacitive interconnect based on the signal activity is presented. The
interconnect-to-ground capacitance (or the self-capacitance) and the gate capaci-
tance of the following logic stage are included in the intrinsic load capacitance (C},
C,, or C; for a three-line coupled structure). An analysis of an in-phase transition
in which two (or three) coupled logic gates transition in the same direction demon-
strates that the effective load capacitance of a CMOS logic gate depends upon the
intrinsic load capacitance, the coupling capacitance, the signal activity, and the
transistor size of the CMOS logic gates within the coupled system. Therefore, the
effective load capacitance may deviate from the intrinsic load capacitances if the
CMOS logic gates and intrinsic load capacitances are different within a coupled
system. The same conclusion can also be observed for an out-of-phase transition,
where the transition changes in the opposite direction for a two-line coupled sys-
tem, making the effective load capacitances deviate from C; + 2C, or C; + 2C,,

which is typically assumed in a system level analysis 23, 78, 108].
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Analytical expressions characterizing the output voltages for each CMOS logic
gate are presented for both a two-line and a three-line coupled system. Delay
estimates based on the analytical expressions are within 10% as compared to
SPICE [49], while the error of the estimates neglecting the nonlinear behavior of
a CMOS logic gate for an in-phase, an out-of-phase, and one active/one quiet
transition can reach 50%, 18%, and 16% of SPICE, respectively, for a two-line
coupled system. The peak noise voltage based on the analytical prediction is
within 7% and 13% of SPICE for a two-line and a three-line coupled system,
respectively.

The dependence of the interconnect coupling capacitance on the signal activity
is discussed for both a two-line and a three-line coupled system in Section 7.2.
Analytical expressions characterizing the effective load capacitance, the output
voltage, and the propagation delay during an in-phase and an out-of-phase tran-
sition are presented in Sections 7.3 and 7.4, respectively, for a two-line and a
three-line coupled system. In Section 7.5, an analytical expression characterizing
the coupling noise voltage at the output of a quiet logic gate is presented for a
two-line coupled system. This analytical model is also applied to a three-line cou-
pled system to predict the peak coupling noise voltage. Strategies to manage the
effects of interconnect coupling capacitance are discussed in Section 7.6, followed

by some concluding remarks in Section 7.7.

7.2 Signal Activity of Coupled Interconnect

A physical structure of two coplanar interconnect lines is shown in Figure 7.1.
A self-interconnect capacitance includes a parallel plate capacitance and a sidewall-

to-ground capacitance [15,61,97]. The sidewall-to-sidewall electric field between
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these two lines results in a fringing (or coupling) capacitance as shown in Figure

7.1 [57, 58, 60, 62, 96).

Figure 7.1: Physical structure of two capacitively coupled interconnect lines.

In a CMOS integrated circuit, interconnect lines are typically driven by CMOS
logic gates. Therefore, the CMOS logic gates driving adjacent interconnect lines
are capacitively coupled. A circuit diagram of N capacitively coupled interconnect
lines driven by N CMOS inverters is shown in Figure 7.2. This coupled system
can be analyzed by applying a two-line coupled structure to line 1 and 2 as well
as line N —1 and N, and modeling the remaining adjacent lines using a three-line
coupled structure.

In order to simplify this analysis as well as emphasize the nonlinear behavior
of a CMOS inverter during a logic transition, the interconnect is modeled as a
lumped resistive-capacitive load where R; (Rz, R3) is the parasitic resistance of
line 1 (2, 3) and C, (C2, C;) includes both the self-interconnect capacitance of line

1 (2, 3) and the gate capacitance of the following logic stage. C. is the coupling
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(or fringing) capacitance in a two-line structure while C}2 and Cp; are the coupling
(or fringing) capacitances between two neighboring interconnect lines 1 and 2, and
2 and 3, respectively, in a three-line system. The output voltages (V;, V5, and V3)
and current (I, I, and I3) are shown in Figures 7.3 and 7.4 for a two-line and
a three-line coupled structure, respectively. Differential equations characterizing
the behavior of a coupled system are listed in Table 7.1 for both a two-line and a
three-line coupled structure [108].

IDV[ R N II]V3

TP
I I

—>o—wwww T So—

VL I CzI

Figure 7.3: A circuit diagram of two coupled resistive-capacitive interconnections
driven by CMOS inverters.

C
C.

T

The transient response of a single CMOS inverter within a coupled system
strongly depends upon the signal activity of each inverter. There are three possible
conditions for each inverter, a high-to-low transition, a low-to-high transition, and
a quiet state in which the output voltage of the inverter remains at either the
voltage supply level (V) or ground. A high-to-low or low-to-high transition is
described as a dynamic transition. If the signal at the input of each inverter is
purely random and uncorrelated, there are a total of nine (9) (as listed in Table 7.2)
and twenty seven (27) (as listed in Table 7.3) possible signal combinations which

can occur for a two-line and a three-line coupled system, respectively.
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Table 7.1: Differential equations characterizing a system of coupled resistive-
capacitive interconnections

Two coupled resistive-capacitive interconnections
(C + CC)% - Cc% =5L+ R(C + Cc)% - RQCC%%- (7.1)
C+C)% - B e R+ T - RCSL (1)
Three coupled resistive-capacitive interconnections
i+t - D2 = 1+ Ri(C+ C) T
RSt (7.3)
(Ca+ Cua + Cu) 22— G — u B8 = 1y 4 Ry + G+ Co)
—RICQ%IZ[- - R3023%3 (7.4)
(Cs + Czs)% - 023% = I3 + R3(Cs + C'm)%lt2
—RzCz;;%It—z (7.5)

Table 7.2: Possible signal activities for a two-line coupled system

Vin 1

II]V[

Vin2

Inv,

0to Vi

High-to-low

0to Vy

High-to-low

In-Phase

Via to 0

Low-to-high

Out-of-Phase

Via or 0

Quiet

One Active/One Quiet

Via to 0

Low-to-high

0to Vg

High-to-low

Out-of-Phase

Vaa to 0

Low-to-high

In-Phase

0or Vy

Quiet

One Active/One Quiet

Vdd or0

Quiet

0to Vy

High-to-low

One Active/One Quiet

Via to 0

Low-to-high

One Active/One Quiet

Oor Vy

Quiet

No Transition




Table 7.3: Possible signal activities for a three-line coupled system

Vini Inv, Vin2 Invy Vina Invs
0 to V44 | High-to-low
0 to Vg | High-to-low | V44 to 0 | Low-to-high
Vaa or 0 Quiet
0 to V44 | High-to-low
0 to V4 | High-to-low | V4 to 0 | Low-to-high | V44 to O | Low-to-high
Vaq or 0 Quiet
0 to V44 | High-to-low
0or Vi Quiet Vaa to 0 | Low-to-high
Via or 0 Quiet
0 to Vy4 | High-to-low
0 to Vg | High-to-low | V44 to 0 | Low-to-high
Vaa or 0 Quiet
0 to Vyq | High-to-low
Viq to 0 | Low-to-high | Vyy to 0 | Low-to-high | Vy4 to 0 | Low-to-high
Vag or 0 Quiet
0 to V44 | High-to-low
0 or Vi Quiet Vaa to 0 | Low-to-high
Vaa or 0 Quiet
0 to V44 | High-to-low
0 to V44 | High-to-low | V4 to 0 | Low-to-high
Vag or 0 Quiet
0 to V44 | High-to-low
Vag or 0 Quiet Via to 0 | Low-to-high | Vy4 to 0 | Low-to-high
Vaq or 0 Quiet
0 to Vg4 | High-to-low
0or Vi Quiet Vaa to 0 | Low-to-high
Vaq or 0 Quiet

136
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Figure 7.4: A circuit diagram of three coupled resistive-capacitive interconnections
driven by CMOS inverters.

In the following analysis, if the CMOS inverters within a coupled system are
dynamically transitioning, it is assumed that these inverters are triggered at the
same time and at the same input slew rate. During a dynamic transition, only the
active transistor in each inverter is considered in the development of the analytical
expressions describing the waveform of the output voltage. The MOS transistors
are characterized by the nth power law I-V model in the saturation region and

the effective output conductance 7 in the linear region {41, 52,109].

7.3 In-Phase Transition

An in-phase transition, in which all inverters have the same dynamic transi-
tions, is an optimistic condition in terms of the effect of the interconnect coupling

capacitance on the propagation delay of a CMOS inverter {99, 108]. The proba-
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bility of an in-phase transition is 2/9 for a two-line coupled system (as listed in
Table 7.2) and 2/27 (see Table 7.3) for a three-line coupled system, respectively.
In this section, analytical expressions characterizing the output voltage, the effec-
tive capacitive load, and the propagation delay of each CMOS inverter within a
two-line and a three-line coupled system are presented. The analytic propagation

delay is also compared in this section to SPICE [49].

7.3.1 The Output Voltage of Each CMOS Inverter

For a two-line coupled system, the outputs of both inverters are assumed to
transition from high-to-low. The PMOS transistors are neglected based on an
assumption of a fast ramp input signal [69]. NMOS, and NMOS, are the active
transistors in each inverter and may have different geometric sizes. The shape of

the input signals driving each inverter is characterized by a ramp signal,
t
-

An assumption of a fast ramp input signal supports the condition that each in-
verter operates in the saturation region before the input transition is completed.
Analytical expressions characterizing the output voltages, V; and V5, are listed in
Tables 7.4 and 7.5. 7, is the time when the NMOS transistor turns ON where

= Yoy 1
Ta = Vad Tr. Tmat a'nd Tr%.mt

are the duration times when NMOS; and NMOS; op-
erate in the saturation region, respectively. These times can be determined from
(7.11) and (7.12). It is assumed in this analysis that NMOS; leaves the saturation

region first, i.e., 7}, < 72, After 74 [defined in (7.13)], both of the NMOS

transistors operate in the linear region. K, and K, [defined in (7.20) and (7.21)]
are integration constants which can be determined from Vi(70¢*) and Vo(rjae®

which are initial value of V] and V; at 75¢%, respectively .
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Table 7.4: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a two-line coupled system for an in-phase
transition

Region Output voltage V) (t) and V5(t)
Vi =Via— ﬁzx(——%)—‘;-( —Vaa — Vey )™ ¥1
Tl
-Ranl( Vdd - V)™ (7.7)
= _ __"'____ fn+1
Tny Tr
" "R2Bn2("'Vdd - VTN)"" (7.8)
Tr
— (C2 + Cc)Bnl + CcBn2
b= G G+ C(CL+ Ca) (7.9)
_ (Cl + Cc)Bn2 + CcBnl
br = o e GG + Ca) (7.10)
Vi = Vi(rr) = Bar(Vaa = Vo)™ (t — 7+) (7.11)
i Va = Va(r,) = Ba(Va ~ V)™ (t = 7+) (7.12)
[T,-, .mt Ts'::n - min(rrisah szt) (7-13)
Tsat = ma'x(frimh nsat) (7-14)
Vi = —Vig + (Vasat + Vig)e o (- Tuat) (7.15)
B
= ValTasar) = g gy (Vaa = VEW)™ (= Tasat) = Vi
(7.16)
C.
Vig = —=——————Bn2(Vya — Vry)™ 7.17
frmin_pmes s = G ¥ Com n2(Vaa — V) (7.17)
a L —— 77!1(02 + CC) (7-18)
" 1+ Rimi)(CiC2 + Ce(C1 + C2))
C. —any (t—
Vaa = g (L Ritt) (Vasas + Via)(1 — 72 Tane))
(7.19)
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Table 7.5: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a two-line coupled system for an in-phase
transition (continued)

Region Output voltage Vi(t) and Va(t)

= 5—1[6'"“ +e7t 4 l'5(&""‘ —e~12t)]
2 Xa

+ X gy (et — et (7.20)
Xa
V2 = 1{—2[8-”“ + e-uzt - l(ﬂ(e‘”l‘ - e-uzt)]
2 Xa
+§K1(e"”“ —e™2t) (7.21)
a
1+ Rivn Xb + Xa
= 7.22
“ETE Ravn2 C1C2 + C(C) + C2) (7.22)
t > rmaz _ 1+ R Xb = Xa 793
Y2 = I Ry1n2 C1C:2 + Co(C1 + C2) (7.23)
Xa = VX2 + 41 7m2C2(1 + Rlyn1)(1 + Ra2vn2) (7.24)
Xt = Yn1(l + Ran2)(C2 + C¢) + n2(1 + Rlyn1)(C1 + Ce)
(7.25)
Xc = 'Yn1(1 + R2'Yn2)(c2 + Cc) -'Yn2(1 + Rl'Ynl)(Cl + Cc)
(7.26)
Xd = Tn2(1 + Ravn2)Ce (7.27)

Xe = M1(l + Rimm1)Ce (7.28)
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For a three-line coupled system, NMOS;, NMOS,, and NMOS; are the active
transistors in each CMOS inverter. Following the same procedure as for the two-
line coupled system, analytical expressions characterizing the output voltage of
each CMOS inverter are listed in Table 7.6 before one of these three active NMOS
transistors starts to operate in the linear region. The analytical solutions of the
output voltages, Vi, V2, and V3, after r™i" [defined in (7.14)] are presented in

Appendix B.

7.3.2 Effective Capacitive Load of Each CMOS Inverter

For a two-line coupled system, the effective capacitive load of each inverter in

an in-phase transition is

C1Cy +C.(C, + Cy)
= ) 7.42
TG+ (L+ :)C, (7.42)

T G+a+g)C
respectively. Assuming B, is equal to Byq, i.e., both NMOS transistors have
the same geometric sizes (or output gain), the effective load capacitance of each
inverter is shown in Figure 7.5. The solid lines shown in Figure 7.5 depict the
ratio of Cy; to C| and the dotted lines represent the ratio of C; , to Ca. The
horizontal axis represents the ratio of C to C}, which characterizes the difference
between the intrinsic load capacitances. Ratios of the coupling capacitance to
the line capacitance, C. to C, of 0.3, 0.5, and 0.7 are considered. Note that the
deviation of the effective load capacitances from the intrinsic capacitances (C; and
C,) increases if the difference between the intrinsic load capacitances increases.

The deviation also increases with increasing coupling capacitance for the same

ratio of C,/C;.
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Table 7.6: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load for an in-phase transition within a three-line coupled

system
Region Output voltage Vi (t), Va(t), and Vi(t)
Vi=Vu— ﬂSl(—'T( —Vag — Vey )™+t
-Ranl(T_Vdd - Vry)™n (7.29)
T
Vo=V — ﬂ”(—-:_l)v—( —Vaa — Vry)™ !
-Ranz( Vdd Vra)™ (7.30)
Ty
V = _ P ——— — V nntl
3= Vad ﬁss( apry I)Vda( rvdd TN)
-Rans(—Vdd - Vry)™ (7.31)
2
Cy Cia2
31 = a Zal [Bn1 + ———an
[T 73] C‘c;(cz‘ Cﬁ) -k Cae -
sz C—-EZ—C;B,,Q,] (7.32)
2t
1 C C
= — o a“( CoBmtBut B (13)
2t —
C C
2t = Z‘n - [Bus + _2301_3"2
Cn(Czt a{f’) —Cis Co — g2
C C:
2 ———23—Bn1] (7.34)
C“ Ca -
Ci =C1 +Ch2 (7.35)
Co =C2+ Cr2 +Co3 (7.36)
Cy =C3+Ca3 (7.37)
Vi = Vi(7e) — Ba1 (Vg — Vrw)™ (t — 7) (7.38)
min Vz = Va(7r) — Ba2(Viaa — Vrn )™ (t — 77) (7.39)
(s et = Va(r+) — Baa(Vaa — View)™ (¢ = 7+) (7.40)
T.::;n - mm('rnmh Tr%.mh Tnmt) (7’41)
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Figure 7.5: The ratio of the effective load capacitances C} , and C,, to C, and
C,, respectively, for an in-phase transition assuming B, = Bp;.

Note in Fig. 7.5 that the effective load capacitance of one inverter increases
above the corresponding intrinsic load capacitance while the effective load capac-
itance of the second inverter drops below the corresponding intrinsic load capac-
itance. The deviation of the effective load capacitances from the intrinsic load

capacitances results in different propagation delays.
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For a three-line coupled system, the effective captive load of each CMOS in-

verter is
C2
Cn — —1&5-
Lot Cuz__ Buz Cﬂt;ﬂ,, Yol Bz’ (7.44)
1+ cZ, Bm1 Cst ¢Z, Bmy
2t — Can—
3t 3t
C C.
Ca — §2C12 — 2003
A (7.45)
f T CuB 4 CuaBu
C1t Bna Cs¢ Bn2
C2
Ca — —t
C Cuzel, (7.46)
%t T Ciy _Cy By —Ca3, Bn2 4 1’ ’
Cu %1 Bna C _glz Bn!l
1t T

respectively. Note that the effective capacitive load of each CMOS inverter de-
pends not only upon the intrinsic load capacitance and the coupling capacitance
but also the transconductance of each active transistor (the geometric size and

device characteristics of each active transistor).

7.3.3 Propagation Delay Time

The propagation delay ¢y5 of a CMOS inverter is defined here as the time
from 50% Vyy of the input to 50% Vg4 of the output. For a high-to-low transition
at the output, if Vy., is greater than 0.5V, the time when the output voltage
reaches 0.5V, can be determined from an analytic expression characterizing the
transistor operating within the saturation region. If V., is less than 0.5V, the
time when the output voltage reaches 0.5V occurs primarily when the transistor
operates within the linear region. Note that the analytical expressions, (7.20) and
(7.21), listed in Table 7.4 characterizing the output voltages in the linear region are
intractable and do not permit a close form analytical expression characterizing the
propagation delay of a CMOS inverter to be developed. In the following analysis,

analytical expressions characterizing the transistor operating in the saturation
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region are extrapolated to approximate the time for the output signal to reach
0.5V [41,52].

Therefore, based on this assumption, analytical expressions characterizing the
propagation delay of each CMOS inverter within a two-line and a three-line cou-

pled system are listed in Table 7.7. The effect of the interconnect coupling capac-

Table 7.7: Propagation delay of a CMOS inverter for an in-phase transition

Two coupled resistive-capacitive lines
0.5Vyq ~ R Bpi(Vaa — Vra)™ 7 (Vaa — Vrw)
t = - + 7.47
Puss B (Vaa — Vo) (s DV T (74T)
0.5Vy4 — RyBpa(Vaa — Voen)*™ 7 (Vaa — V)
t = - + 7.48
Pria B22(Vaq — V)™ (m + OVag " (7.48)
Three coupled resistive-capacitive lines
0.5Vyqy — R By (Vag = Vra)™ 7 (Vaa — Vrw)
Purr Ba1(Vag = Ve )nn (in + DWVag " (7.49)
0.5Vyd — RaBna(Vaa — Ven)™ 7 (Vaa — Vrw)
Prsa B32(Vad — V)™= (hm + Ve " (7.50)
0.5Vyqd — R3Bpa(Vaa — Von)™  7e(Vaa — Vrw)
t = - + 7.51
Puss Bos (Vi — Vo) (o + Vag T (791

itance on the propagation delay is characterized by B, and (s, [defined by (7.9)
and (7.10), respectively] for a two-line coupled system and B3, 32, and faz [de-
fined by (7.32), (7.32), and (7.32), respectively| for a three-line coupled system.
Note that the propagation delay also depends upon the intrinsic capacitive loads,
the coupling capacitances, and the size of each active transistor, which is the same
observation as for the effective capacitive load of each CMOS inverter.

A comparison of the propagation delay based on these analytical expressions
with SPICE is listed in Tables 7.8 and 7.9. No coupling is defined as the condition

under which the propagation delay is estimated based solely on the intrinsic load
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capacitance [23, 78, 108]. The maximum error under the no coupling condition can
exceed 50% as compared to SPICE for a two-line and a three-line coupled system
while the maximum error of the analytic propagation delay model listed in Table

7.7 is within 9% of SPICE.

7.4 QOut-of-Phase Transition

An out-of-phase transition is a pessimistic condition in terms of the effect
of the interconnect coupling capacitance on the propagation delay of a CMOS
inverter [99,108]. Analytical expressions characterizing the output voltage, the
effective capacitive load, and the propagation delay of each CMOS inverter within
a two-line and a three-line coupled system are developed in this section for an out-
of-phase transition. A comparison of the analytic estimations with SPICE is also

presented in this section.

7.4.1 The Output Voltage of Each CMOS Inverter

For a two-line coupled system, an out-of-phase transition has the same prob-
ability as an in-phase transition. It is assumed in this section that the output of
Inv, transitions from high-to-low while the output of Inv; transitions from low-to-
high. NMOS; and PMOS; are the active transistors in each inverter. The input

signals are

Vinl = TLV,M for 0<t<, (7.52)

r

Vae=(1-S)Wu for 0St<r (7.53)

The initial states of V} and V;, are Vy; and ground, respectively. It is assumed in

this analysis that the absolute value of the threshold voltages of the NMOS and
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PMOS transistors are approximately equal. In the following analysis, parameters
describing the voltages of the PMOS transistor are absolute values. Analytical
expressions characterizing the output voltage for a two-line coupled systems are
listed in Table 7.10 assuming PMOS, starts operating in the linear region. When
both active transistors operate in the linear region, a solution of the output volt-
ages can be obtained by following the same procedure as for an in-phase transition,
as elaborated in Appendix A.

For a three-line coupled system, as shown in Figure 7.4, an out-of-phase tran-
sition is defined where the middle line (driven by Inv,) dynamically transitions
opposite to that of the neighboring lines (driven by Inv; and Inv;). The proba-
bility of this occurrence is 2/27 (see Table 7.3). For example, the output of Inv,
transitions from high-to-low while the outputs of Inv, and Inv; transition from
low-to-high. Assuming the input signal has the same waveform shape as a two-line
coupled system, PMOS,;, NMOS,, and PMOS; are the active transistors in each
of the CMOS inverters. The initial value of V), V5, and V3 are ground, V4, and
ground, respectively. Analytical expressions characterizing the output voltage of
each CMOS inverter before one of these three active transistors starts operating
in the linear region are listed in Tables 7.11 and 7.12.

For a three-line coupled system, there are several signal combinations where
the effect of the interconnect coupling capacitance on the propagation delay of
Inv, lies between an in-phase and an out-of-phase transition. These combinations
have the probability of 4/27 (see Table 7.3). For example, the outputs of Inv,
and Inv, transition from high-to-low while the output of Inv; transitions from
low-to-high. Under this condition, NMOS;, NMOS;, and PMOS; are the active

transistors in each CMOS inverter. The initial value of V;, V2, and V; are Vg,
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Table 7.10: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a two-line coupled system for an out-of-phase

transition
Region Output voltage V;(t) and V>(t)
(C2+ Ce)Va1 = CeVp _t_ _ Nin
Vl Vdd Cl 6'2 + Cc(cl + 02) Rl Bnl ( T Vdd VTN)
(7.54)
_ (Cl + Cc)vp,l - CcVn 1
(), 7] =G+ CCi T 2 + RaBal V= Vi)' (15)
Vo = Bm(——;T( Vaa ~ vm""*‘ (7.56)
L
t
Vou = Bra o o (Ve = Vo)™ (7.57)
T
— (C2 + Cc)Vn.2 = Ccvp.2
‘/l - Vl("'r) CIC2 +CC(C]. + C2) (t Tr) (7’58)
_ (Cl + Cc)Vp,Z - CcVn,2 _
"2 - V2(Tr) + CIC2 +Cc(Cl + 02) (t Tr) (7‘59)
[re: Toat Va2 = Bu(Vaa = Vrw)™ (7.60)
Vo2 = Bpa(Vaa — Vrp)™ (7.61)
T;'a‘:n - mln(Tnsah Tpaat) (7'62)
Tsat . = max('rr}mtv psat) (7.63)

min ,.maz
[Tsat ! Tsat

. C.Al+R
V= Vrmf®) + Vaa(e — rim) + S0 B g
(1 — e—apalt=ri2i) (7.64)
Vo = Vig — Vo3 = (Vpsar — Vp3)e 23t Tiat" (7.65)
1

Vaa= mBnl(Vdd - Vry)tn (7.66)
[+4
C.

Vo3 ———B Vig — Vo)™ 7.67

T+ Rz‘sz)(Clcz + C.(C1 + C2))
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Table 7.11: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a three-line coupled system. Inv; transitions
from high-to-low while Inv; and Inv, transition from low-to-high.

Region Output voltage V/(t), Va(t), and V3(t)
Cor — S C Ca C
Vi= Z‘n ~(Vor1 - — Voo + -0'2_3'—12—02-‘/;33.1)
Cie(Cat — Z‘f}) -C% Coy— & 3t Gy — 8
+Rprl(T—Vdd — Vrp)tr (7.69)
1 C C.
Vo =Vya— s (Va1 = -CB'Vpl.l - E?ivp.'i,l)
Coe— 52— g2 1t 3t
—Ranz(—Vdd - Vry)™ (7.70)
2
Tns T Ca C C2 C
[ n r] ‘/3 t — alz - (I/pa'[ - _2%.‘/"2,1 + ClZ 23C2 Vpl'l)
Ct(Ca — 5*1) -C% Ca — g2 1t Cy — 2
+RsBp3(—Vd¢ - VTP)"” (7.71)
Tr np+l
Vor1 = ot Vi Bpl( Vdd Vrp)™® (7.72)
Vaz = oo Bua( ~Vaa = Vow)™ (7.73)
" (e + )V "
Tr np+1
%3.1 ( + 1)V Bp3( Vdd VTP) P (774)
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Table 7.12: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a three-line coupled system. Inv, transitions
from high-to-low while Inv, and Inv; transition from low-to-high (continued).

Region Output voltage V;(t), Va(t), and V5(¢)
2
Cot — & C
Vi =Vi(r) + oy (V2 - — V22
Clt(C2t - z‘?,f‘) = Clz C2t - 3‘2%
C ()
88Oy m) (175)
3t Cpp —
3t
(t=1r) Ci2 C2;
Vo =V - Vioo2 — =—Vp12 - =——V; 7.76
2 = Va(7r) o c:‘ = C:, (Vaz.2 o™ p3,2) (7.76)
min Ca — % Ca3
[ Toat Vi = Vs(rr) + rep > Vis2 — ——7 Vn2:2
Ca(Cu — gf2) — C33 Cat — g2
C C
'*’Elf'—""—'%c* Vor,2)(t — 77) (7.77)
1 Cu-gl
Vor2 = Bp1(Vaa — Vrp)™ (7.78)
Va2,2 = Bn2(Vaa — V)™ (7.79)
Vpa,2 = Bpa(Vud — Vrp)™® (7.80)

1 > 1 2 3
Teat® = mln('rpmt’ Tnsats Tpsat) (7.81)
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Via, and ground, respectively. Analytical expressions characterizing the output

voltage of each CMOS inverter before one of these three active transistors begins

operating in the linear region are listed in Tables 7.13 and 7.14.

Table 7.13: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a three-line coupled system. Inv; and Inv,
transition from high-to-low while Inv; transitions from low-to-high.

Region Output voltage Vi (t), Va(t), and V;(t)
Cu-Sh c Cu C
2 —
Vi = Vaa = ———2— (Va1 + — Va1 — 023 2 Vaa)
Cu(Cae — 22) Cat — 8 3 Cyp— 2
t
+Rprl(T_Vdd — Vrp) (7.82)
T
1 C C
Vo=V — o (Va2 + Clz Va1 — 023 Vaa,1)
-E-% z
"R2Bn2(_vdd - Vry)™ (7.83)
2
Ty T Ca C. C C
[T, 7] Vs = ___Exl?_(vpsl A@Vnzl - C—H%Vnu)
Cat(Car — z“) Co — g2 1t Cy — g2
+R33p3(;-Vdd — Vre)™ (7.84)
r
—_ Tr _t_ - np+l
Vail = ——-———(nn OV, Bnl( Vdd Vry) (7.85)
T nn+l
Tr
Viai=—————B —V — Vpp)tet! 87

7.4.2 Effective Capacitive Load of Each CMOS Inverter

In order to simplify the analysis of the effective capacitive load of each CMOS

inverter for an out-of-phase transition, it is assumed that both the NMOS and
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Table 7.14: Analytical expressions characterizing the output voltage of a CMOS
inverter driving an RC load within a three-line coupled system. Inv; and Inv,
transition from high-to-low while Inv; transitions from low-to-high (continued).

Region Outp=ut voltage Vi(t), Va(t), and V3(¢t)
% c
o —
= Vi(ry) - ——i——%,—(vm,a + — Viza
Cre(Ca — &) Cn—-22
_Cn_ Cu
t T, C C
Vi = vt - — L7 ) (Viaa + G2Via — E2Viea) (789
2= 1¢ 3t
Cu -k c
[7e, Toat" Vs =V3(r) + _'A(‘/pii 2 — _%TVnZZ
Cae(C — g2) Co — g2
_Ci2_ Cn
a8 uua)(t - 7.90
Va1,2 = Bni(Vig — VTN)"" (7.91)
Vaz,2 = Bna(Vag — Vra)™" (7.92)
Vps,2 = Bpa(Vaa — Vre)™ (7.93)
Ts':::" - min('rv{sab Tr%mt’ T:snt) (794)
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PMOS transistors have similar I-V characteristics in a dynamic transition, i.e.,

(xVaa = Vew)™t'  (EVig — Vipp)et!

Ny + 1 - ng+ 1

, (7.95)

where 7, < t < 7, which is the ideal condition ensuring both rising and falling
edges of the on-chip signals to be similar. For a two-line coupled system, the effec-

tive capacitive load of each inverter in an out-of-phase transition is approximated

as
CiC, +C,(C, +C.

O =22 ¥ Ol - ) (7.96)
G +(1- =),

_0102 + Cc(Cl + Cg) (7 97)

o+ 1+ ByC,
respectively. In this analysis, B,) = B,y is assumed. The solid lines shown in
Figure 7.6 describe the ratio of Cy; , to C) + 2C.,, and the dotted lines depict the
ratio of Crz,4 to Cs + 2C.. The horizontal axis represents the ratio of C, to C|,
and ratios of C. to C; of 0.3, 0.5, and 0.7 are considered for each condition. If C,
is identical to Cy, Cy,, and C,; are equal to C + 2C, and C; + 2C., respectively.
Note that the effective load capacitance of Inv, (Inv,) may not be equal to C;+2C.
(Cz2 + 2C;) due to the difference between the load capacitances.
For a three-line coupled system, the effective capacitive load of each CMOS

inverter when the output of Inv, transitions from high-to-low while the outputs
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Figure 7.6: The ratio of the effective load capacitances C,_, and C,, to C, + 2C.
and C; + 2C,, respectively, for an out-of-phase transition assuming By, = By,.

of Inv, and Inv; transition from low-to-high, is

CZ
Cp - —&
: O (7.98)
o -~ —Cu_Bu  Cn_Cu, B’ ’
1 c Cia Bpi Ca: C%. Bpi
27T Cae— 4
- c —Ca
C _Clt Cht 012 Car C23 (7 99)
% T _CuBu _CpBm ' )
Cit Bn2 Cit Bna
02
Ca - C—z“g};
20~
Coe - i (7.100)

~Cu_C Caa B J
&2 —- g5 — — g t1
an—a";% s sz-zt‘l‘%

respectively. When the outputs of Inv, and Inv; transition from high-to-low while

the output of Inv; transitions from low-to-high, the effective capacitive load of
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each CMOS inverter is

C2
Cun - E—%r
b {2
Ci.= 3 (7.101)
off —Cu By Can_Cu BSp’ ’
1+ c C3: Bny Cs¢ C3, Bqny
2~ T Ca— ”
- c —Cau
C Clt Cre Cl2 Cae 023 (7 102)
%0 T CpBay ] _ CaBm ' :
C1e Bn2 Ca: Bn2
C2
Cy — -
Cu ey (7.103)
% =1 _Caz_Cn__Bal Caa, Bny’ )
1- o — — —=a,

respectively. The same conclusion for an out-of-phase transition can also be drawn
as for an in-phase transition where the effective capacitive load of each CMOS
inverter within a capacitively coupled system depends upon the intrinsic load
capacitance, the coupling capacitance, and the transconductance of each active

transistor.

7.4.3 Propagation Delay Time

Similar to the procedure of an in-phase transition, analytical expressions char-
acterizing the propagation delay of each CMOS inverter during an out-of-phase
transition within a two-line and a three-line coupled system are listed in Table 7.15.

Based on the same assumption, when the outputs of Inv, and Inv, transition
from high-to-low while the output of Inv; transitions from low-to-high, the prop-
agation delay of each CMOS inverter can be determined from (7.88), (7.89), and
(7.90), respectively.

A comparison of the analytic propagation delay of a CMOS inverter with
SPICE for an out-of-phase transition is listed in Tables 7.17 and 7.18 for a two-
line and a three-line coupled system, respectively. The delay is estimated based

on the intrinsic load capacitances plus two times the coupling capacitance for the
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Table 7.15: Propagation delay of a CMOS inverter in a two-line and three-line
coupled system

Out-of-phase transition for a two-line coupled system

tpyy, = (Vi(rr) = 0.5V4q)(C1C2 + C¢(C + C?))
(C2 + Ce)Bn1(Via — Vrw )™ ~ CeBpa(Vaa — Vrp)™»
Py = (0.5Vaa = Va(7))(C1C2 + C¢(C1 + C2))
(C2 + Ce)Bpa(Vaa — Vrp)"s — CeBni(Vaa — Vrn )™
Vilrs) = Vig — ot By (Vaa — Vo )™+t - iS5 B2 (Vaa — Vre)™*!
C1C2 + C(C1 + C2)
=R} Bn1 (Vg — V)™ (7.106)
Va(rs) = ig,l,iﬁcvz Bpa(Vag — Virp)™»tt — (,TC_{'_%B,,L(VM ~ Vpy)nntt
C1C2 + Cc(C1 + C2)
—R3Bps(Vaa — Vrp)™ (7.107)

+1p (7.104)

+7 (7.105)

no coupling condition [23,78,108]. The maximum error under the no coupling
condition can exceed 18% of SPICE for a two-line coupled system and 35% of
SPICE for a three-line coupled system, while the maximum error of the analytic

propagation delay model listed in Table 7.15 is within 11% of SPICE.

7.5 At Least One Inverter is Quiet

For a two-line coupled system, the condition under which one inverter is ac-
tive and the other is quiet has the highest probability of occurring, 4/9 (see Ta-
ble 7.2). The probability of at least one inverter being quiet is 18/27 (excluding
all three inverters being quiet at the same time) for a three-line coupled system
(see Table 7.3). The propagation delay of an active inverter and the coupling
noise voltage at the output of a quiet inverter are discussed in Section 7.5.1 for

a two-line coupled system. A similar analysis of a three-line coupled system is
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Table 7.16: Propagation delay of a CMOS inverter in a two-line and three-line
coupled system (continued)

Out-of-phase transition for a three-line coupled system
Inv, transitions from high-to-low while Inv; and Inv; transition from low-to-high

[0.5Vaa — Vi(r)][Cue(Cae — S2) — CF,

tp =
Y Bpi(Vaa — Vrp)™ - E—CL%Z’J;Bﬂ(Vdd —VTN)* + %{‘-C—Q“gzul-Bpa(Wd — Vrp)te
] 2t 3¢ { s 2

+ (7.108)

2
2 2
[Va(ry) = 0.5Vaa][Ce — G2 — EB]
tPyrs = C o + 7+ (7.109)
Bna(Viag = VTIN)™n — &2 By (Vig — Vrp)"» — 2 Bpa(Via — Vre)»
1¢ 3¢

[0.5Vyy — Va(7+)][C3e(Caz — %?}) -C%

tpys =
H3 T Boa(Vaa — Virp)™ — —8y=Br(Vag — VTN + G2 —E2- By (Vgg — Vrp)™»
Cﬁt"df ng—z-ll'%
+12: (7.110)
C!
Vi(n) = Cu—p 7 Bp1(Vaa — Vrp)»*!  Cia 7 Bna(Vaa — Vrn)™*!
) =
Cre(Cae — %) -C%, (np + 1)Vaa Cot — % (nn + 1)V
Vi — Virp)ietl
+%23 Co T Bps(Vaa S L) 4 RyByt(Via - Vier)™ (7.111)
3 Cy — g (np + 1)Vaa
Va(ry) = Vg — 1 7 Bn2(Vag — Ven)™ ! Cip 7 Bp1(Vaa — Virp) ™!
= ci ¢}
Cu—Sa-Sa (na + 1)V Cue (np +1)Vad
Co3 7rBp3(Viaa — Vrp)™t!
- — RyBpa(Vya — V)™ 7.112
C3t (np + 1)‘,‘“ ) 2 n2( dd TN) ( )
c?
_ Cu—7 7y Bpa(Vaa — Vrp)™»t! Czs  TrBna(Vaa — Vry)™*!
‘73(71’) = C3 2 ( + l)V - C? ( T l)V

+CI2 023 Ter3(Vdd - VTP)“"+1

ol ) + R3Bp3(Vaa — Vrp)™ (7.113)
CiCp—-Sa  (mp+1)Va o
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presented in Section 7.5.2. Analytical estimations are also compared to SPICE in
Section 6.5.5.

7.5.1 Two-Line Coupled Structure

For either an in-phase or an out-of-phase transition, the coupling capacitance
affects the waveform of the output voltage and the propagation delay of each
inverter, changing (primarily decreasing) the speed of a CMOS integrated cir-
cuit [23,92,93]. Interconnect coupling capacitances typically degrade the per-
formance of a CMOS integrated circuit. If one inverter is active and the other
is quiet, the active transition can induce a voltage change at the output of a
quiet inverter through the coupling capacitance. The coupled noise voltage may
seriously affect the circuit behavior and related power dissipation characteris-

tics [22, 27, 34, 37,39).



163

In the following analysis, the output of Inv, is assumed to transition from
high-to-low while the input of Inv; is fixed at V4. Therefore, the initial voltage of
Vi and V; are Vg4 and ground, respectively. The input voltage of Inv; is assumed
to be shaped as a rising ramp signal [defined in (5.1)]. When the input voltage
exceeds Vry, NMOS; is ON and starts operating in the saturation region. NMOS,
operates in the linear region due to the small voltage change at the output. The
differential equations, (7.1) and (7.2), become (7.114) and (7.115), respectively.
There are no tractable solutions to these coupled differential equations, (7.114)
and (7.115). In order to derive a tractable solution, it is necessary to make certain
simplifying assumptions.

Table 7.19: One line is active and the other is quiet in a two-line coupled system

Differential equations (a <t<T)

dV; dV; t
(C+ C'c)d—t1 -(1+ Rz"!nz)cc-?i-t-z' = —an(;Vdd - V)™

d(£Vaa — Vrn)™

—R By, = ,  (7.114)
dV
(1 + Ravn2)(C2 + Cc) Ce— dt = —Tn2Va2, (7.115)
Step input approximation (¢t < 7,,,,)

Vi = Vig — =2 (Via = View )™t + =513 (7.116)

LT oy TN C. +C. :

C. -

Vo = ————5——Bp(Vaa — Von)" (1 — e 2t 7.117
2= "G T Cra n1(Vaa — Vo)™ ( ) (7.117)
(C1 + Ce)m2 (7.118)

2 = T+ Rym2)(C1C: + Ce(C1 + C2))
(7.119)
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Table 7.20: One line is active and the other is quiet in a two-line coupled system
(continued)

Current through NMOS, is negligible
Tm<St<T
t
Vi =V - Ranl(;;-Vdd = Vry )™
C) + Cc Bnl‘
L —Vyy = V) tt 7.120
G+ UG T O et T Ve~ Ve (7.120)
C. By
V= —Vad — V)t
= BT AT T O T R Ty e Vi = Vo
(7.121)
Tr S t S Tri.mt
Bg,
Vi = Vi(m) - O+ C. (Vaa = Von)™ (t —77)
_Cc(1 + Royna) —an2(t—Tr)
Cl + Cc (Vz('fr) + ‘/.2.6)(1 e ) (7’122)
Va = ~Vau + (Va(1r) + Vo 0)en2(t=7) (7.123)
CcBnl
Voo, = ———(Vyg — V)™ 7.124
(C + Ce)n2
= 7.125
2 =TT Ryraa) (CiCi + Ce(Cr + C3) (7.125)
Approximation of the drain-to-source current
Tm<t< T
1 t C.(l1+R
Wi =V - it = Wa— Ranl(T—rVdd - Vrn)™ + -L(_CT;%"QVQ
(7.126)
Vo= BiE+ BaE2+(1— Bo)e-°~=(‘-f») (7.127)
—_ Tr - nin+l
Via = Bni —-—( OV, ( Vaa — Vrw) (7.128)
By = - Ce Ao + CcCt(l + R2'Yn2) - Ccctz(l + R2'7n2)2
(C1 + Co)m2 (C1 + Ce)242,7r (C1 + Ce)dyppm?
(7.129)
CcCt(l + R2'7n2) Ce
By =2 —_——— A 7.130
' (C+ Cc)2712|21'r 2 (C1 + Ce)Mn2 ! ( )
C.
By = ————oA 7.131
2 Ci+Co)rmz * ( )
C; = C1C2 + C(C1 + C2) (7.132)
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Step Input Approximation

If the transition time of the input signal is small as compared to the propa-
gation delay of a CMOS inverter and the output transition time, the input can
be approximated as a step input. Analytical expressions characterizing the out-
put voltage of Inv; and the coupling noise voltage at the output of Inv, before
NMOS, starts to operate in the linear region are listed in Table 7.19. The time
7} .. when NMOS; leaves the saturation region can be determined by applying a
Newton-Raphson algorithm to (7.116).

The propagation delay of Inv; can be approximated from (7.116) by also ap-
plying a Newton-Raphson iteration technique. Since the current through NMOS,
discharges the capacitor Cy, the propagation delay is less than the estimated delay
based on a load of C; + C..

After 7}, both of the NMOS transistors operate in the linear region. The
solutions for the peak voltage can be obtained from the initial values of V| and V,,

as described in Appendix B. Note that V, decreases exponentially in the linear

region. The peak noise occurs at 7.},

C

Va(peak) = —(Cl +5 )Yn2

B (Vg = Vi)™ (1 — e~on2Tsatt ), (7.133)

Current through NMOS; is Negligible

The analysis described in this section is based on the assumption that the
current through NMOS; can be neglected, i.e., 7,2V, is small as compared to
Cc%’-} in (7.115). Based on this assumption, the solutions of V; and V; are (7.120)

and (7.121), respectively. The effective load capacitance of Inv; is

%

Ce=C+ 570

C.) < (C1+C.). (7.134)
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When the input signal reaches Vg4 at 7., NMOS; continues to operate in the

saturation region. However, the coupling noise voltage V, at 7, is

C Bn7r

Va(rr) = C1C2 + Ce(Cy + C2) (1 + Rayna) (s + 1)V

(Vaa = Vra)™*t. (7.135)

Note that v,V cannot be neglected after the input transition is completed since
v2V> may be comparable to Cc‘%:l. Therefore, the v4,V5 term in (7.113) is con-
sidered in the derivation once the input transition is completed. After 7., the
output voltages of V| and V; are described by (7.122) and (7.123), respectively.
7}.a (the time when NMOS; leaves the saturation region) and t.5 (the time when
V) reaches 0.5Vy,) are determined from (7.122) by applying a Newton-Raphson

iteration. The peak coupling noise voltage can be approximated at 7, and is

equal to V,(7},,) which is determined from (7.123).

Approximation of the Drain-to-Source Current

A simplification in which the current through NMOS; is assumed to be negli-
gible is appropriate when 7,25 is small as compared to Cc% in (7.115). If ypoV2
is comparable to Ccd—d‘{L, the current through NMOS; cannot be neglected.

In order to derive tractable solutions, the drain-to-source current of NMOS,

can be approximated using a second order polynomial expansion,

t
Bnl(T-Vdd - Vrn)™ = Ag + A1 + A2§2, (7.136)

.
where £ = # - —V‘}‘f and Ag, A;, and A, are determined from a polynomial
expansion of the drain-to-source current of NMOS;. Solutions of the differential
equations represented by (7.114) and (7.115) are (7.126) and (7.127).

After the input transition is completed, NMOS; continues to operate in the

saturation region. The analysis after 7, is the same as the condition under which
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the current through NMOS; is negligible, which is described in section 6.5.2. V,
exhibits an exponential decay when both transistors operate in the linear region.

Therefore, the peak coupling noise voltage can be approximated at 7,.,,,.

Delay Uncertainty of An Active Logic Gate

In the previous analysis, the output of Inv, is assumed to transition from high-
to-low and the input of Inv; is fixed at V4. Note that the current through NMOS,
discharges C, and the estimated delay is smaller than the estimated delay based
on C; + C.. If the input of Inv, is at ground and PMOS, is ON, the coupling
capacitance affects the propagation delay of Inv, differently.

The effect of the initial state can be demonstrated with a step input signal.
If the initial value of both Vi and V; is Vg, and since NMOS,; operates in the

saturation region, the output voltages are

— Bﬂl Nin Cc
CcBn V - V fin —-Qg2
c)Ip
where
Vi = O By (Vg — View)™(1 - &™) (7.139)
s Cl + Cc ’
Y2 Cl + Cc

_ , 14
Op2 1 + Ryvp2 C,C; + C(C + Cy) (7.140)

The propagation delay of Inv; can be approximated by (6.73). Since the
current through PMOS; slows down the discharge process, the propagation delay
is greater than the delay calculated assuming C) + C. is the load capacitance.
The peak coupling noise voltage also occurs at the time when NMOS; leaves the

saturation region.
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Undershoots are exhibited when the active inverter transitions from high-to-
low and the quiet state is at a logic low (ground). Overshoots may occur when
the active inverter transitions from low-to-high and the quiet state is at a logic
high (V44). Overshoots or undershoots may cause carrier injection or collection in

the substrate, possibly corrupting a data signal in dynamic logic circuits [18, 102].

7.5.2 Three-Line Coupled Structure

For a three-coupled system, the probability of two inverters being quiet and
the other being active (condition 1) is 6/27 (see Table 7.3). If two inverters are
quiet and the other inverter is active, the active inverter and the neighboring quiet
inverter are equivalent to a system of two coupled interconnect lines. Therefore,
the analysis made in section 7.5.1 for a two-line coupled structure can be applied
to this condition.

The probability of one inverter being quiet and the other two being active
(condition 2) is 12/27 (see Table 7.3) for a three-line coupled system. However,
there are two different cases under condition 2: Inv; is quiet while both Inv, and
Invs are active; and Inv, is quiet while both Inv, and Inv; are active (or Inv;
is quiet while both Inv; and Inv, are active). Based on the previous analysis of
a two-line coupled system, a three-line coupled system can be simplified to an

equivalent two-line coupled system.

Inv, is Quiet while both Inv, and Inv; are Active

The coupled noise voltage at the output of Inv,, which is induced by the active
transition at the outputs of Inv; and Inv;, is very small as compared to the voltage

change at the outputs of Inv; and Inv;. Therefore, the coupling noise voltage can



169

be considered to have a negligible effect on the active transition at the outputs of
both Inv, and Inv;. The coupling noise voltage induced by the active transition

at the output of Inv, is assumed to have no effect on the active transition at

C.

the output of Invs. The coupling noise voltage is proportional to Cl—i%;ngz

assuming a step input signal. Similarly, the coupling noise voltage induced by
the active transition at the output of Inv; is assumed to have no effect on the

active transition at the output of Inv;. The coupling noise voltage is proportional

Ca (&

to 2
C3+Ca3 C2+C2

assuming a step input signal. As shown in Figure 7.4, with
this assumption, Inv; and Inv; (and Inv, and Inv3) can be treated as a two-line
coupled system. Therefore, a three-line coupled system can be decomposed into
two two-line coupled systems. The coupling noise voltage at the output of Inv, is a
linear superposition of these two individual noise voltages caused by the dynamic
transition at the outputs of both Inv, and Inv;. The propagation delay of Inv,
and Invs can be determined from the analysis of a two-line coupled system as
discussed in section 7.5.1.

Note that if Inv; and Inv; have the same dynamic transitions, the coupling
noise voltage at the output of Inv; is the summation of these two individual noise
voltages caused by Inv; and Inv;. This summation is the worst case in terms of
producing a high peak noise voltage at the output of Inv, (assuming Inv, and Inv;
are triggered close in time with approximately the same input slew rate). If Inv;
and Inv; transition in the opposite directions, the coupling noise at the output of
Inv, is the difference between the two individual noise voltages induced by Inv;
and Inv;. This condition is the best case in terms of minimizing the peak noise

voltage at the output of Inv, (assuming Inv; and Invs are triggered close in time

with approximately the same input slew rate).
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Invl is Quiet while both Inv, and Inv; are Active

For a three-line coupled system as shown in Figure 7.4, when Inv, is quiet while
both Inv, and Inv; are active, this system can be simplified to an equivalent two-
coupled system as shown in Figure 7.7. In this figure, the intrinsic load capacitance
at the output of Inv, is Cy_, rather than C,. The effective capacitive load C3q4 is
determined based on the signal activity at the outputs of Inv, and Inv; {(7.42) or
(7.43) for an in-phase transition and (7.96) or (7.97) for an out-of-phase transition],
which has been discussed in sections 7.3.2 and 7.4.2, respectively. Therefore, the
analysis of a two-line coupled system as described in section 7.5.1 can be applied

to this simplified three-line coupled system (as illustrated in Figure 7.7).

Inv, R, Invs
—o—www -T {>o—
i L !
ot 1
Inv, R Inv,
— o oI So—
V2 I 2ot I

Figure 7.7: A simplified circuit diagram of a three-line coupled system when Inv;
is quiet while Inv, and Inv; are dynamically transitioning.

7.5.3 Comparison with SPICE

For a two-line coupled system, the propagation delay of the active CMOS
inverter and the peak coupling noise voltage at the output of the quiet inverter

are compared to SPICE in Table 7.21. The propagation delay of the active CMOS
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inverter is based on the intrinsic capacitance plus the coupling capacitance for the
no coupling condition, i.e., C, + C. for Inv; or C; + C, for Inv, [23,78,108]. The
maximum error of the propagation delay based on the no coupling condition can
exceed 15% as compared to SPICE while the maximum error of the proposed
delay model is less than 5% as compared to SPICE. The maximum and average
improvement of the proposed propagation delay model are 13% and 7% of SPICE,
respectively. The peak coupling noise voltage based on these analytical expressions
is within 10% as compared to SPICE. Note that as the size of the quiet inverter
is increased, the peak noise voltage is reduced, as illustrated by comparing the
third and fifth row listed in Table 7.21. However, this technique increases the
propagation delay of the active CMOS inverter (Inv, for this case).

For a three-line coupled system, when Inv, is quiet and the other two lines
are active, the peak coupling noise voltage at the output of Inv, is compared to
SPICE in Table 7.22. The analytical prediction for this condition is within 13% of
SPICE using a linear superposition method based on summing the effects of two
two-line coupled systems, as described in section 7.5.2. Note that when Inv, and
Inv; both transition in-phase, the coupling noise voltage at Inv; is greater than the
peak noise voltage when Inv, and Inv; transition out-of-phase. Moreover, if Inv,
and Inv; are similarly sized, these two individual noise voltages may compensate
(or negatively resonate) in an out-of-phase transition, making the coupling noise
voltage at Inv, almost negligible (assuming the two signal transitions occur close

in time).
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7.6 Minimizing Coupling Effects

Delay uncertainty can be minimized or even eliminated when both inverters
and load capacitances are approximately the same, i.e., By = Bp; and C; =
C,. For example, the coupling capacitance can be eliminated from the effective
load capacitance under the condition of an in-phase transition. To reduce the
propagation delay of a CMOS logic gate in a coupled system, the probability of
an out-of-phase transition should be minimized because of the increased effective
load capacitance. In order to minimize any delay uncertainty, all of these circuit
elements should therefore be designed to be as similar to each other as possible.

However, if an out-of-phase transition cannot be avoided, the size of each tran-
sistor within a coupled system can be adjusted to optimize the propagation delay
within a critical path by “transferring” some signal delay (through the effective
capacitance) from one circuit branch to another circuit branch, an “advantage”
of coupling capacitances. A proper strategy for adjusting the coupled system de-
pends upon the device parameters, the circuit structure, and the design target of
the various data paths.

The coupling noise voltage is proportional to Bp;/vn2 and C.. If the effec-
tive output conductance of the quiet inverter is increased, the peak noise voltage
can be reduced. This conclusion suggests that the size of the MOS transistors
within the quiet inverter should be increased, contradicting the observation for
the propagation delay. Therefore, a tradeoff exists when choosing the appropriate
size of the transistors for capacitively coupled inverters. The optimal size of these

transistors is also related to the signal activity and other circuit constraints.
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7.7 Summary

An analysis of a CMOS inverter driving a coupled resistive-capacitive intercon-
nect is presented in this chapter. The uncertainty of the effective load capacitance
and the propagation delay is noted for both an in-phase and an out-of-phase tran-
sition if the circuit elements are not equally sized or evenly balanced. The coupling
noise voltage at the interconnect line driven by a quiet inverter is also analyzed.
An analytical propagation delay model and a technique of estimating the peak
coupling noise voltage are also presented for a system level analysis. Finally, some
design strategies are suggested to reduce the noise and propagation delay caused

by interconnect coupling capacitance.
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Chapter 8

Peak Noise Estimation for Lossy
Transmission Lines

8.1 Introduction

A trend in modern high speed, high density CMOS VLSI circuits is decreasing
feature sizes as well as increasing chip dimensions. The delay of these highly
scaled integrated circuits is now dominated by the interconnect [1,15,17,81]. An
important advantage of CMOS digital circuits in a noisy environment is that static
CMOS logic gates can reject noise, i.e., CMOS has a relatively high immunity to
noise. However, as power supply levels decrease (the NTRS predicts the supply
voltage will drop from 1.8 to 2.5 volts in 1999 to 0.6 to 0.9 volts in 2009 [1]),
this advantage will diminish. Therefore, in addition to interconnect delay and
power consumption, coupling noise (or crosstalk) between adjacent interconnect
lines is also a primary concern in present and future generations of CMOS VLSI
circuits [63-65, 108].

Coupling noise between adjacent interconnect can cause disastrous effects on
the logical functionality and long-term reliability of a VLSI circuit [23]. Coupling
effects have become more significant as the feature size is decreased to deep sub-

micrometer dimensions because the spacing between conductor lines is decreased
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and the thickness of the high level conductor lines is increased in order to reduce
the parasitic resistance of the conductors.

If the peak noise voltage at the receiver is greater than the threshold voltage, it
may cause a circuit to malfunction. Furthermore, the induced noise voltage may
cause extra power to be dissipated on the quiet line due to momentary glitches
within the logic gates. Carrier injection or collection within the substrate may
occur as the coupling noise voltage rises above the power supply voltage Vg4 or falls
below ground [18]. These deleterious effects caused by the coupling noise voltage
become aggravated as the relaxation time, the time for the coupling noise to reach
a steady state voltage, increases. The effect of the coupling noise is also important
in dynamic CMOS circuits, which are more sensitive to noise than static CMOS
circuits. In the design of high speed VLSI circuits, it is important to be able to
predict coupling noise at the system (or chip) level [78]. This information permits
circuit malfunctions or extra power consumption caused by the coupling noise to
be avoided [33]. The design cycle and cost can therefore be reduced as well as the
circuit reliability improved.

An analysis of coupling noise can be performed in both the frequency do-
main and the time domain, but most of these analyses result in numerical solu-
tions {110, 111] or an equivalent circuit simulation [112]. A numerical solution is
not convenient at the system (or chip) level to predict noise effects since this ap-
proach requires excessive simulation time and computer memory. The analytical
analysis of coupled lossless transmission lines in the time domain has been ad-
dressed in [113]. A lossless model, however, is not appropriate for interconnect in
CMOS VLSI circuits since the parasitic interconnect resistance typically cannot

be neglected.
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An analysis of coupled interconnect in CMOS VLSI circuits is presented in
this chapter. For simplicity, the interconnect is modeled as a uniform transmis-
sion line [43] and the coupled interconnect lines are assumed to be in parallel.
Although with interspersed contacts the interconnect lines are not uniform and
coupled interconnect lines are not often parallel over long distances in many VLSI
layouts, a uniform transmission line is used to model the distributed intercon-
nect impedance. Also, coupling effects are typically more pronounced in parallel
structures than in crossover structures [62].

Analytical equations are derived from time domain differential equations using
Laplace transforms with the assumption that the effect of the coupling noise on the
active line is neglected. The rationality of this assumption is discussed in greater
detail within this chapter. The accuracy of the predicted peak noise voltage based
on these closed form expressions is within 20% for the driver end coupling noise
voltage and 15% for the receiver end coupling noise voltage. The dependence of
the propagation delay of the CMOS driver stage on the driver impedance and
the relationship between the relaxation time of the coupling noise voltage and
the driver impedance are also investigated. Note that the shortest propagation
delay and relaxation time occur when the driver output impedance matches the
interconnect impedance.

An analytical model of a CMOS driver and receiver structure, as well as closed
form expressions of the coupling noise voltage at both ends of the quiet intercon-
nect line, are addressed in Section 8.2. The predicted peak coupling noise voltage
based on the analytical equations is compared with dynamic circuit simulations
in Section 8.3. A discussion of the coupling noise voltage of a lossy interconnect

and the effect of the coupling noise on CMOS VLSI circuits, the driver output
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impedance, and the relaxation time of the coupling noise voltage are discussed in

Section 8.4 followed by some concluding remarks in Section 8.5.

8.2 Noise Coupling Equations

Consider a CMOS driver and receiver structure in a high speed VLSI circuit, an
example of which is schematically shown in Figure 8.1(a). Inv, is the active driver
and Inv; is the quiet driver, and Inv, and Inv, are the receivers. The interconnect
between the CMOS driver and receiver is modeled as a lossy transmission line.
In order to analyze the coupling noise, the CMOS drivers are modeled as a linear
resistor (R; and R;) and the receivers are modeled as a capacitive load (Ci; and
Ci2). The interconnect between the active driver Inv, and the receiver Inv; is the
active line, and the interconnect between the quiet driver Inv; and the receiver
Inv, is the quiet line.

The equivalent circuit model is shown in Figure 8.1(b), where two coupled
lossy transmission lines have similar impedance characteristics, i.e., R, L, and C
are the same for each line. Line 1 is the active (or aggressor) line and line 2 is the
quiet (or victim) line.

Laplace transforms are used to solve the time domain differential equations

characterizing this structure. The resulting formulation is

%mz, s) = AiVi(z, 8) + B1Va(z, s), (8.1)

-:%Vg(z, ) = AV (z, 8) + BaVa(z, s), (82)
where

A, = By = SRC + s’LC — §*LnCn, (8.3)

B, = Ay = $*L,,C — $*LCp, — SRChp. (8.4)
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Figure 8.1: An example of a CMOS driver and receiver structure. a) Two adjacent
CMOS drivers and receivers. b) A simplified circuit model of the structure.
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R, L, and C are the line resistance, inductance, and capacitance per unit length,
respectively. L,, and C,, are the coupling inductance and capacitance per unit
length between line 1 and line 2. The minus sign in (8.3) and (8.4) occurs since
Cn, is a positive value [84,111]. Vi(z,s) and V;(z, s) are the Laplace transform of
the voltages between line 1 and line 2, respectively, and ground.

In order to simplify this analysis, only first order effects are considered, where
the voltage on line 1 affects the voltage on line 2 and V,(z, s) is sufficiently small
to have a negligible effect on line 1. This situation is caused by the voltage on

line 1 coupling onto line 2. Based on this assumption, (8.1) and (8.2) simplify to

56312"1(-'0, s) = 7*Vilz,s), (8.5)
3?:_2[/2(1;, s) = v Va(z, s) + aVi(z, s), (8.6)
where
¥ = V/sRC + s2LC — $2L ,Ch, (8.7)
a=s*L,C — sRC,, — s*LCy,. (8.8)

The solution of (8.5) is
Vi(z,s) = Voe ™ + Vet (8.9)

V., and V_ are solved based on the terminal condition of line 1. The general

solution of (8.6) is
Va(z,8) = (a1z + c1)e™"* + (axz + cp)et™ . (8.10)

a; and a, are determined by solving the non-homogeneous differential equation,
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(8.6). The general solution of a; and a, is

_sszC — sRC,, — s*LCp,

a = 27 V+, (8.11)
2 - _ g2
4y = s*Ln,C s[éfm s*LCp V. (8.12)

c; and c; are calculated by using the boundary conditions of line 2. Therefore, all
of these coefficients are determined based on boundary conditions, permitting the
general closed form solutions of Vi(z, s) and V3(z, s) to be determined.

The time domain solutions of Vi(z, s) and V,(z, s) can be obtained by using
an inverse Laplace transform. However, in many of these cases, a numerical
solution results because the inverse Laplace transform of —tx= cannot be derived
explicitly. In order to determine a closed form analytical expression for use in chip
level noise analysis, some approximating assumptions are necessary.

The propagation factor +, defined in (8.7), is

[0

RC
- 2 — g2 = -
7 = V/sRC + 82LC — $2LCrm = $\/LC — LnChn (1 tIc = mem))

RC
~ sIC — - > RC.
sy LC - L,Cy, (1 + 3(sLC - me,m)) where s(LC — L,Cp) 2 RC
(8.13)
The assumption of s(LC — L,Cp) > RC is equivalent to w(LC = L,Cp) 2

RC in the frequency domain, i.e., the inductive component exceeds its resistive
component which is the condition for the on-chip inductance to be significant 43,
44]. If s(LC — L,,Cy) = RC, the error of the approximation made in (8.13) is
about 6%. If the driver output impedances of line 1 and line 2 match the line
impedance, no reflections will occur at each of the driver ends. V, and V_ in (8.9)

can be quantified as
Vi =Vin(8)/2, (8.14)

Vo ="'V (s)/2, (8.15)
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where [ is the length of the transmission line. ¢; and ¢, can be calculated based

on V. and V_ as well as a, and a,,
o = Z(ay +az) + sLn(Vy — V_)
b 2(R + sL) ’
2 _ gyl + ce™. (8.17)

(8.16)

c = ayle”
By inserting (8.11), (8.12), (8.16), and (8.17) into (8.10), the coupling noise

voltage on the quiet line for the matched driver condition is determined.

8.2.1 Coupling noise voltage at the driver end

For the near end coupling noise voltage Vyg on the quiet line, i.e., z = 0

in (8.10),
Vve(s) _ | _38°LmC —s?LC —sRCy | 1 —ity; SLm Cn
Vls) . 2° Y 3l grr T ¢
(8.18)
The input is assumed to behave as a fast ramp,
Vad
Vin(t) = T—[tu(t) - (t =7 )u(t - 7)), (8.19)

where 7, is the rise time of the input signal. The first constraint for 7. is 7, <
10, where 75 is the time of flight delay of the signal through the transmission
line, 7o = {VLC. This constraint requires that the interconnect inductance not
be neglected [44,45]. The second constraint is from the assumption of w(LC —
LxCr) 2> RC. The frequency corresponding to this rise time is w = 2r*0.33/7, =

2.0/, [114]. This requirement becomes

92.0(LC — LnCom)
Tr S RC b

(8.20)
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and

e-—2‘7l = e—2s‘r'—Rl/Z' where 7 = IJVLC — LmCm and Z' = £ _ LmCm'
C C
(8.21)

Using the approximation of - in (8.13) and an inverse Laplace transform, the

driver end coupling noise voltage Vyg(t) in the time domain is

Pe#Vyu Vad
Vne(t) = -—2—1,:—'Vn1(t) + 8—7}Vn2(t)’
Ly Cm CmR
Val(t) = I na(t) — ?Vn‘l(t) - ﬁ‘/nS(t):

-27 =

Via(t) = & F u(t = 2r) — ™ Fut - 20/ ),
Vad(t) = u(t - 27) —u(t - 27" - 1),
Vas(t) = Vas(t = 27'),

Via(t) = Vis(t) — e~ F Vig(t — 47'),

Vas(t) = 2 (Var (1) = Vaalt = 1) + 2 Vi),
Varlt) = (1 - e 7 )uft),
Vas(t) = tu(t) — (t — 7)u(t — ), (8.22)
where
"= -’59%2—'"-%. (8.29)

Each term in V;,;(t) is due to the first reflection at the receiver end, where the
reflection coefficient is one. V},;(t) is the difference between the inductive coupling
noise voltage and the capacitive coupling noise voltage. There are two terms in
Via(t), one term occurs at the same time as when the active driver begins to
transition and the other term lags by 47’ and is attenuated by e‘%i"', which is

due to the second reflection at the receiver end. V6(t) is the summation of the
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inductive coupling noise voltage and the capacitive coupling noise voltage. The
steady state voltage of the driver end coupling noise signal is zero. The time for the
driver end coupling noise voltage to reach a steady state voltage is approximately

47’ + 7.

8.2.2 Coupling noise voltage at the receiver end

For the far end noise voltage Vrg on the quiet line, where z = [ in (8.10),

Vee(s) | _182LmC —8RCm —$*LCpn 1. 1 34\, SLm | Cm
RO Y M RIS -yl o
(8.24)

For a fast ramp input signal, the approximation of v in (8.13) and V,(s)
are inserted into (8.24), permitting an inverse Laplace transform to be used to

determine the receiver end coupling noise voltage Vrg(t) in the time domain:

T'e'%’Vdd V.
Ves(t) = ~——5—=Vn(t) + 7=Vn(t),
Ln C, CanR
Vi(t) = vaz(t) - —Ci"-V,-4(t) - -2'81"//5@),

’

[

Vis(t) = e-s;f—:,u(t -7) - e mout—7 —1),
V() =ult —7) —u(t -7 —7),
Vis) =t —mu(t-7)-(t-n-Tu(t -1 —n),

Rl

Viat) = e 22" Vpg(t — 7') — C-%}Vfﬁ(t -37),

L Cn

Vis(t) = 'fm‘(Vf'r(t) -Vnt-n))+ C Vas(t), (8.25)

and Vi (t) = Var(t).
V1(t) represents the difference between the inductive coupling noise voltage
and the capacitive coupling noise voltage. The summation of the inductive cou-

pling noise voltage and the capacitive coupling noise voltage is described by Vys(t).
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The second term in Vj,(t) lags the first term by 27’ and is also attenuated by
e~R’l/Z' The steady state voltage of the receiver end coupling noise voltage is also
zero. The time for the receiver end coupling noise voltage to reach a steady state

voltage is approximately 37’ + ;.

8.3 Comparison with Simulation

To verify the accuracy of the analytical expressions, (8.22) and (8.25), that
describe the coupling noise voltage at both ends of a quiet line, a criterion is
defined to measure the error of these closed form approximations. This criterion
quantifies the error between the predicted peak noise voltage and the simulated
peak noise voltage, permitting the accuracy of these analytical equations to be

determined. The criterion is defined as
€peak = IV;) - ‘/SI/IV!I: (826)

where V; is the value of the peak noise voltage predicted by the analytical expres-

sions, and V, is the peak noise voltage obtained by a circuit simulator (SPICE).

o

TF
"

J— 9 Cory =
T ™ 3 m3 7
........ W -

L

Figure 8.2: The SPICE equivalent circuit of a coupled interconnect
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+
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The equivalent circuit used in the SPICE simulation analysis is shown in Fig-
ure 8.2, where N sections of coupled RLC subcircuits are used to approximate two
coupled lossy transmission lines. A mutual inductor is used to approximate the
coupling inductance. A 7 model is used to model the coupling capacitance. The
parameters used in the SPICE simulation are R =3 Q/cm, C =1 pF/em, L =
2nHfem, Ly/L =02, Cp/C =01, =2cm, Vyy=50V, 7. =120 ps, and
N = 20. The value of two linear resistors, which are used to approximate the
driver output impedance, is R} = Ry = \/L/_C = 44.72 Q). Both the analytical
and simulation results are depicted in Figures 8.3 and 8.4 for the driver end and
the receiver end coupling noise voltage, respectively. The error of the peak noise
voltage is within 6% at the driver end and less than 1% at the receiver end. The
initial condition of the quiet line is assumed to be 0 volts, therefore the NMOS
transistor is on and the quiet line is connected to ground. The coupling noise
voltage at the driver end is momentarily below ground. If the initial condition of
the quiet line is Vzy (the PMOS transistor is on and the interconnect is connected
through the transistor to the power supply), the coupling noise voltage at the
driver end may rise above the power supply voltage V4.

The analytically derived noise waveform deviates from the simulated waveform
at both ends since the phase difference is neglected, but the predicted waveform
follows the shape of the simulated coupling noise voltage. The phase difference
due to the signal traveling along the interconnect line can be described in the
frequency domain. In the time domain, only the numerical solution can predict
the effect of the phase difference [111]. This approach, however, requires significant
computation time and computer memory. It is typically prohibitive at the system

(or chip) level to predict the effects of the phase difference on the coupling noise.
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Table 8.1: Analytical expressions characterizing the peak noise voltage on a quiet
interconnect line

Near end peak noise voltage
- Condition 1: 219 > 7

W= Lliin o H 4 S (8.27)
Vo= —gme il (e _Cn)
+Kg4[£Lﬁ(e* o e W + -C-'Cl"-r,] (8.28)
Vs —%-roe'ﬁ" V‘:d [LTm( T 1) - %—"'E%Tr]
+Y§‘-[L—£’1(e"?? R %'"T,] (8.29)
VvE,Peak = max(|V1],|Val, |V5l) (8.30)

- Condition 2: 219 < 7

Via. L 2rg—7r _irg _r C,

=1 -2V Lm = Cm, R
‘,5 - 21’08 Tr ( L e C (1 + 2LTT))
Vid Lm, ~3m  _Imtee  Cp
-i-—gi[—Lﬂ e —e 1 )n+ -E.-Tr] (8.32)
1 _R‘Vdd Lm _Z.m _nn=Tr Cm R
—_ ——— 2Tt 2 - 2 —_ 2r — co—
Ve 5T0e 2 - ( T (e —e ) C 2L‘r,.]
m—ﬁ- 4
+K§‘¢[£Lﬂ T —e T )m+ %’."-rr] (8.33)
VNE,Peak = max(|Vy|, V5|, [Ve) (8.34)
Far end peak noise voltage
Ve = 5T0€ 3% T~ ) (8.35)
- l ---,le Lm - _ C_"‘_C"‘
Vo=—gne (e -G - )
1Vgg _ 2, L - Cm
+.Z :‘ W‘(—I-l"—"rl(l -e ’-'IL) + —CTTr) (8.36)

VFE,Peak = max(|V7], |Va]) (8.37)
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8.4 Discussion

Inductive coupling and the loosely coupled condition are discussed first in this
section based on the compact model developed by Delorme [60]. The accuracy of
the analytical equations is also evaluated in this section for different interconnect

impedances, driver output impedances, and rise times of the input signal.

8.4.1 Coupled interconnect

Interconnects in CMOS VLSI circuits are multiconductor lines existing on dif-
ferent physical planes. The parasitic capacitance and resistance of the conductor
lines can be extracted from the geometric layout [60,62]. Due to the fast wave-
forms in high speed CMOS VLSI circuits, particularly if the transition times are
comparable to or less than the time of flight delay of the signal through the line,
the interconnect parasitic inductance should also be considered in the interconnect
model [44, 45, 64] for long, low resistivity interconnect lines.

Adjacent interconnect lines are affected by electrostatic and electromagnetic
field lines. Therefore, those lines are capacitively and inductively coupled. The
current return path of the parasitic inductance includes both the silicon substrate
and neighboring ground lines. The complicated current return path causes induc-
tive coupling to extend across great distances, as illustrated in Figure 8.5.

Any transient signal on line 1 can cause a current change on the Vj, line,
inducing a voltage change on line 3. Therefore, inductive coupling can occur
between line 1 and line 3 despite line 2 being between line 1 and line 3.

The loosely coupled assumption permits the effect of the quiet line voltage on
the signal waveform on the active line to be ignored. Both of the capacitive and

inductive coupling factors, i.e., Cr,/C and L,/L, are calculated based on different
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Figure 8.5: Coupled multiple conductor lines

geometric parameters [60]. These results are shown in Figure 8.6. The horizontal
axis describes the ratio of the spacing between two interconnect lines over the
line width. The coupling factors of a non-overlapping line structure are shown in
the first two groups. The third group represents the capacitive coupling factor
between two coplanar lines. Each group is composed of three different aspect
ratios of the interconnect thickness-to-width, i.e., 0.5 (lower line), 1.0 (middle
line), and 1.5 (upper line). The line width of the interconnect is 1.6 um. The
loosely coupled assumption is satisfied for most conditions except for a coplanar
line structure with a narrow space and a high thickness-to-width ratio. However,
the distance between the high aspect ratio lines is typically greater than the line
width in most practical VLSI circuits.

The validity of these analytical expressions are investigated in this section
based on certain assumptions. The fast ramp input constraint, i.e., the high fre-
quency assumption, permits the interconnect to be modeled as a low loss trans-

mission line, and the matched load condition at the driver end permits the use
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of an inverse Laplace transform to obtain explicit solutions in the time domain.
The driver impedance is typically comparable to the line impedance; therefore the

on-chip inductance should be considered within the interconnect model [45].

08 T Y Y T T T T
+ | —
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Ratlo of the interconnect spacing to the line width

Figure 8.6: Coupling factors. Group 1 is the inductive coupling factor and Group
2 is the capacitive coupling factor for a non-overlapping line structure. Group 3
is the capacitive coupling factor between two coplanar lines.

8.4.2 Low loss or high frequency assumption

The rise time constraint, i.e., 7+ < Ty, is the condition that the interconnect
inductance must be included in the interconnect model. If 27 /7 > 1, i.e
wL > R - the assumption made in (8.13), the interconnect should be modeled
as a low loss transmission line under the high frequency condition. Two different
regions of operation are defined for medium and high frequencies: condition 1 -
medium frequency: 7,/7. > 2, and condition 2 - high frequency: 71/7 > 4. The
total line resistance (RIl) is varied from 0 to 1.0Z; to test for the low and high
loss conditions. The error of the peak noise voltage calculation as compared to
SPICE is shown in Figures 8.7 and 8.8 at the driver end and the receiver end,
respectively. The horizontal axis is the ratio of Rl/Z,. The error is within 20% at

the driver end and 15% at the receiver end for the worst case, i.e., Rl/Zy = 1.0.
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If the interconnect is modeled as a high loss transmission line (Rl = 1.0Z)), these

analytical equations accurately predict the peak noise voltage.
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Figure 8.7: The peak noise voltage of different lossy interconnect lines at the
driver end. The solid line (Cond 1) is the condition 7, /7»=2, and the dashed line
(Cond 2) is the condition 7,/7,=4.
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Figure 8.8: The peak noise voltage of different lossy interconnect lines at the
receiver end. The solid line (Cond 1) is the condition 7, /7,=2, and the dashed
line (Cond 2) is the condition 7 /7.=4.

8.4.3 Output impedance of a CMOS driver stage

A second assumption is that the driver impedance matches the line impedance.

The following analysis investigates the coupling noise voltage under the condition



194

of a varying driver to load impedance ratio in terms of the propagation delay of
the driver stage, the relaxation time of the coupling noise voltage, and the peak

noise voltage.

Propagation delay versus driver impedance

Before discussing the relationship between the driver impedance and the cou-
pling noise voltage, the propagation delay of the driver stage is investigated with
respect to the active driver impedance. The driver impedance in terms of the prop-
agation delay is shown in Figure 8.9. Note that the smaller the driver impedance,
the shorter the propagation delay. However, if the driver impedance is less than
the interconnect impedance, a negative reflection occurs at the active driver end,
and overshoots (the signal rises above the power supply voltage V) or under-
shoots (the signal falls below ground) occur. The overshoot (undershoot) may
cause the PN junction of the drain of the PMOS (NMOS) transistor to be for-
ward biased, collecting (injecting) electrons into the substrate, dissipating extra
power [18], and delaying the time response. The output voltage of the active
driver stage oscillates due to reflections at both ends of the active line before a

final steady state voltage is reached.

Relaxation time versus driver impedance

Another effect of a small driver impedance as compared to the line impedance
is that the relaxation time, the time required for a signal to reach the steady state
voltage of the coupling noise voltage on the quiet line, increases. The relationship
between the relaxation time of the coupling noise voltage and the active driver

impedance is shown in Figure 8.10. The waveform of the coupling noise voltage
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Figure 8.9: Propagation delay of the active CMOS driver stage versus the driver

impedance

on the quiet line is strongly dependent on the signal transition occurring on the

active line. The shortest relaxation time occurs when the active driver impedance

matches the line impedance, where no reflections occur at the driver end on the

active line. The relaxation time of the coupling noise voltage increases as the

driver impedance deviates from the matched load condition.
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Figure 8.10: Relaxation time of the coupling noise on the quiet line versus the
driver impedance. Note that when the ratio is equal to one, the relaxation time

is at a minimum.
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Power consumption due to the coupling noise voltage

The coupling noise voltage at the driver end of the quiet line causes the NMOS
or PMOS transistor to begin operating in the linear region. In order to reduce
the propagation delay of the driver stage in high speed CMOS VLSI circuits and
decrease the relaxation time of the coupling noise voltage on the quiet line, the
driver impedance should be similar in magnitude to the line impedance, permitting

the negative reflection at the driver end to be minimized.

Non-matching driver impedance

The peak noise voltage for a variety of driver impedances is shown in Fig-
ure 8.11. The peak noise voltage decreases as the driver impedance increases.
The maximum error of the peak noise voltage as compared to SPICE simulations
is less than 15% at the driver end and within 20% at the receiver end of the quiet
line where the driver impedance is in the range of 0.82 to 2.0Z,. These analytical
equations, (8.22) and (8.25), can therefore be used as a first order approximation
to predict the coupling noise voltage in high speed CMOS VLSI circuits.

The analytical equations listed in Table 8.1 are used to predict the coupling
noise voltage for the interconnect capacitances and inductances presented in [63].
The results are listed in Table 8.2 and the accuracy of these expressions is shown
to be within 20% of SPICE. These analytical expressions are also applied to RLC
impedance commonly used in MCM modules to estimate the peak coupling noise
voltage. These results are listed in the last three rows in Table 8.2. The accuracy

of these analytical expressions is within 10% as compared with SPICE.
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Figure 8.11: Peak noise voltage versus the ratio of the driver impedance to the
line impedance

8.5 Summary

Closed from expressions for the peak coupling noise voltage between two neigh-
boring interconnect lines in CMOS VLSI circuits have been presented for different
load and waveform conditions. These equations provide an estimate of the cou-
pling noise voltage with an error within 20% at both ends of the quiet line.

In the design of high speed CMOS VLSI circuits, the driver impedance should
be comparable to the line impedance in order to reduce the propagation delay of
the CMOS driver stage, minimize the reflections at the driver end, and decrease
the relaxation time of the coupling noise voltage on the quiet line. The closed
form expressions presented in this chapter can be used to estimate the peak value

of the coupling noise voltage for lossy interconnect in CMOS VLSI circuits.
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Chapter 9

Transient IR Voltage Drops in
Power Distribution Networks

9.1 Introduction

As modern VLSI technology moves into the very deep submicrometer (VDSM)
regime, millions of transistors will be integrated onto a single chip (a system-on-a-
chip), operating at frequencies greater than a gigahertz. The die size is expected
to increase from 400 mm? in 1999 to 1120mm? by 2009 while average on-chip
currents will increase from 50 amperes in 1999 to 190 amperes by 2009 {1]. Power
distribution networks in high complexity CMOS integrated circuits must be able
to provide sufficient current to support an average and peak power demand within
all parts of an integrated circuit {17, 18,20]. The large chip dimensions and on-chip
average currents require special design strategies to maintain a constant voltage
supply within a power distribution network [24, 25].

The voltage supply is expected to decrease from 1.8 volts in 1999 to 0.9 volts
by 2009 [1}, reducing the tolerance to voltage changes within a power distribution
network. Because of the lossy characteristics of the metal interconnections in

CMOS integrated circuits, IR voltage drops within a mesh power distribution
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structure are no longer negligible [53,115]. For example, metal 4 in the Alpha
21164 provides the power supply for each element within the entire integrated
circuit [19]. The thickness of metal 4 is 1.53 um and the pitch is 6.0 um [18]. The
average on-chip current is about 15 amperes. The current density is approximately
1.2mA/um? and the current is about 5.5mA for a 3.0 um wide line. For a 9.0mm
long aluminum power line with a resistivity of 4.0 £Q-cm, a parasitic line resistance
of 59 Q results in an average IR voltage drop of close to 0.33 volts, which is about
10% of the voltage supply (3.3 volts for the Alpha 21164). Transient IR voltage
drops which occur during logic transitions in a synchronous CMOS integrated
circuit are even greater than these average IR voltage drops.

Therefore, significant transient IR voltage drops can occur in a synchronous
CMOS integrated circuit. These IR voltage drops can create delay uncertainty
within data paths due to momentary changes in the power supply voltage, mak-
ing the maximum and minimum propagation delays difficult to estimate, such as
needed in clock skew scheduling in the design of high performance clock distribu-
tion networks [116]. Additional power planes are an effective design technique to
reduce transient IR voltage drops, decreasing the parasitic resistance associated
with a power distribution network.

An analysis of transient IR voltage drops is presented in this chapter. The
MOS transistors are characterized by the nth power law I-V model [41]. Analytical
expressions describing these transient IR voltage drops are developed based on an
assumption of a fast ramp input signal. The peak IR voltage drops are shown to
occur when the input signal completes a transition. The peak value of the transient
IR voltage drops based on the analytical expression is within 6% as compared to

SPICE. Circuit- and layout-level design constraints are also addressed to manage
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the maximum IR voltage drops. Analytical expressions characterizing the output
voltage and propagation delay of a CMOS logic gate are presented for both a
capacitive and a resistive-capacitive load, respectively. A propagation delay model
based on these analytical expressions is within 5% as compared to SPICE while an
estimate without considering transient IR voltage drops can reach 20% of SPICE
for a 2092 power line.

Analytical expressions characterizing transient IR voltage drops are developed
in Section 9.2. A comparison of the analytical result with SPICE and discussions
of circuit- and layout-level constraints are presented in Section 9.3. The effect
of transient IR voltage drops on the output voltage and propagation delay of a
CMOS logic gate is addressed for both a capacitive and a resistive-capacitive load

in Section 9.4 followed by some concluding remarks in Section 9.5.

9.2 Modeling of Transient IR Voltage Drops

Transient IR voltage drops are caused by a large number of logic gates switch-
ing close to the same time in a synchronous integrated circuit. For a switching
CMOS logic gate, the current through the power lines is assumed to be m times
greater than the current through a single CMOS logic gate. This assumption is
equivalent to m simultaneously triggered logic gates connected to the same power
line.

A circuit schematic of m simultaneously triggered logic gates, each of which is
connected to the same power rail, is depicted in Figure 9.1. An analytical expres-
sion characterizing the transient IR voltage drops on the ground rail is developed
in this section for a high-to-low output transition. Ry,, is the parasitic resistance

of the ground rail. In order to derive an analytical expression characterizing the



Via

Via

pmos;

g
= T

nmos;

pmos,,_ pmos; pmos;

Cl 1 E E l
NMoSk—1 nmos,c Iﬂm08k+1

pmos,,

nmosy,

Vs

Figure 9.1: Equivalent circuit for analyzing transient IR voltage drops

202



203

transient IR voltage drops on the power rail, the short-circuit current is neglected

based on an assumption of a fast ramp input signal [69)],

Vinlt) = Tivdd for 0<t<, (9.1)

.
permitting the current through the PMOS transistor to be neglected. The re-
gions of operation of a CMOS inverter during a high-to-low output transition are

illustrated in Figure 9.2.

V

t

Figure 9.2: Operating regions of a CMOS inverter during the high-to-low output
transition.

In region I, the input voltage is less than the threshold voltage of the NMOS
transistor. The NMOS transistor is OFF and no current flows to the ground rail;
therefore, the transient IR voltage drops in region I are zero.

Once the input voltage exceeds the threshold voltage of the NMOS transistor,

the NMOS transistor turns ON and is assumed to operate solely in the saturation
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region during the input transition. The drain-to-source current in this region is
Ips = Bn(Vin - Vry — mRVu IDs)n". (9.2)

Assuming that mRy,, Ipg is less than V;;, — Vy, the drain-to-source current can

be approximated as

_ Bn (Vm - VTN)n"
1 + mRv“nnB,.(V.-n - VTN)(""'I) '

Ips (9.3)

Therefore, the transient IR voltage drops in region II are
Bo(£Vaa — Von)™
r=mRy, ; )
1+ mRV“n,,B,.(;-;V“ - Vry)n

Vi for i, <t< T, (9.4)

where 7, = ¥r2 7. Transient IR voltage drops reach the maximum value at ¢t = 7,,

Vid
_ Bn(Vaa — Vra)™
‘/[R'm“ - mRV" 1+ mRV“Bn(Vdd - VTN)"'"-[ .

(9.5)

The NMOS transistor is assumed to remain saturated when the input transi-
tion is completed, which is the behavior modeled by region III in Figure 9.2. The
drain-to-source current is a constant, independent of the output voltage. The
transient IR voltage drops in this region are the same as Vg maz-

After 7,4, the NMOS transistor operates in the linear region. In order to de-
rive a tractable expression, the drain-to-source current is characterized by v,Vps,
where 7, is the effective output conductance of the NMOS transistor. The tran-

sient IR voltage drops in region IV can be characterized as
Vir = ‘/[R,maze-a(t—n“)a (96)

where a = and Cp is the load capacitance. However, the effective

output conductance of an MOS transistor also depends upon the output voltage
in the linear region, changing from 7,50 t0 2Ynsa [41]. In order to accurately
characterize the transient IR voltage drops in the linear region, a value of v, is

chosen between nsqa and 2vpae-
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9.3 Characteristics of Transient IR Voltage Drops

The waveform and peak value of the transient IR voltage drops based on the
analytical expression (9.5) are compared to SPICE in Section 9.3.1. Circuit- and
layout-level design constraints to manage the peak value of the transient IR voltage

drops are discussed in Sections 9.3.2 and 9.3.3, respectively.

9.3.1 Comparison with SPICE

A comparison of the analytical expression characterizing the waveform of the
transient IR voltage drops with SPICE is shown in Figure 9.3 for both the V,,
and V4 rails. The transient IR voltage drops at the V,, rail increase the poten-
tial on the V,, rail, while the transient IR voltage drops at the V4 rail decrease
the potential on the Vyy rail, as shown in Figure 9.3. Thus, the overall voltage
swing is decreased, degrading system speed. Transient IR voltage drops on the
power supply rails increase the effective gate voltage required to turn on the MOS
transistors (Vgs = Vry + Vig for the NMOS transistor). Note that the analytical
prediction is quite close to SPICE. The difference is caused by the effective out-
put conductance of the MOS transistors changing from 7,4 to 274, in the linear
region [41).

The results of comparing the peak value of the transient IR voltage drops
with SPICE are listed in Tables 9.1 and 9.2 for both the high-to-low and low-
to-high output transitions, respectively, with w, = 1.8 um, w, = 3.6 um, and
Cr = 0.1pF. The peak value of the transient IR voltage drops based on the
analytical expression (9.5) is within 6% as compared to SPICE.
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Table 9.1: Comparison of peak IR voltage drops on the Vj, rail with SPICE

Ry,, | 7 | m | Analytic | SPICE | ¢
() | (ps) (V) V) | (%)
20! 0.971 0.968 | 0.3

100 (15| 0.786 0.800 | 1.8

10| 0.569 0.595 | 4.4

20 0.971 0945 | 2.8

40.0 | 150 [ 15| 0.785 0.780 | 0.6
10| 0.568 0.578 | 1.7

201 0971 0931 | 4.3

200 { 15| 0.785 0.767 | 1.0

10 | 0.568 0.569 | 0.2

20| 0.785 0.786 | 0.1

100 | 15| 0.626 0.641 | 2.3

10 | 0.445 0.468 | 4.9

20| 0.785 0.766 | 2.5

30.0 | 150 | 15| 0.626 0.624 | 0.3
10 | 0.445 0.455 | 2.2

20| 0.785 0.754 | 4.1

200 | 15| 0.626 0.614 | 2.0

10 | 0.445 0.447 | 0.4

20 | 0.568 0.571 | 0.5

100 {15 | 0.445 0.458 | 2.8

10| 0.311 0.329 | 5.5

20| 0.568 0.556 | 2.2

2001 150 | 15| 0.445 0.445 | 0.0
10| 0.311 0.319 | 2.5

20| 0.568 0.546 | 4.0

200 | 15| 0.445 0439 | 14

10| 0.311 0.313 | 0.6
Maximum error 5.5
Average error 2.0
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Table 9.2: Comparison of peak IR voltage drops on the Vjq rail with SPICE

Ry, | 7 | m | Analytic | SPICE | ¢
(€) | (ps) (V) V) | (%)
20 4.07 395 | 3.0

100 | 15 4.23 413 | 24

10 4.43 435 | 1.8

20 4.07 399 | 2.0

40.0 | 150 | 15 4.23 416 | 1.7
10 443 437 | 14

20 4.07 400 | 1.8

200 | 15 4.23 418 | 1.2

10 4.43 439 | 09

20 4.23 413 | 24

100 | 15 4.37 429 |19

10 4.54 448 | 1.3

20 4.23 416 | 1.7

30.0 | 150 | 15 4.37 432 | 1.2
10 4.54 450 | 0.9

20 4.23 418 [ 1.2

200 | 15 4.37 433 | 09

10| 4.54 452 | 04

20 4.43 435 | 1.8

100 | 15 4.54 448 | 1.3

10| 4.67 463 | 0.8

20 4.43 438 | 1.1

20.0 | 150 | 15 4.54 450 | 09
10| 4.67 465 | 04

20| 4.43 439 | 0.9

200 | 15| 4.54 452 | 04

10| 4.67 466 | 0.2

Maximum error 3.0
Average error 1.3
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Figure 9.3: Comparison of the analytical waveform of transient IR voltage drops
with SPICE for w, = 1.8 um, w, = 3.6 um, and m = 10.

9.3.2 Circuit-Level Constraints

Assuming the maximum IR voltage drops should be less than a critical voltage

V., the product of m and Ry,, must satisfy

mRy,, < -
Vis = B (Vag — Vew)™ — VB (Vaa — Von )it

(9.7)

The constraint defined in (9.7) demonstrates that the product of m and Ry,
should be less than a constant determined by the right hand side of (9.7). There-
fore, the maximum parasitic resistance of a power rail can be determined for a
fixed m; the maximum number of simultaneously triggered logic gates can also be

determined for a target power rail resistance of Ry,, as shown in Figure 9.4(a).

9.3.3 Layout-Level Constraints

For a metal interconnection, the parasitic resistance can be expressed as

l
R=p—, (98)
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where p is the resistivity of the material, and [, w, and ¢ are the length, width, and
thickness of the metal line, respectively. In practical CMOS integrated circuits,
the current density must be less than a limit set by the electromigration constraint
[53]. Therefore, for a metal interconnection with a fixed thickness, the minimum
width and maximum length of the metal line can be determined by combining
(9.7) and (9.8). The maximum length of the power supply rail with w=3.0 um,
t=1.53 um, and p=4.0 uQ-cm is shown in Figure 9.4(b).

€
4 1.2
g 100 - vesvin — 7 £
B o}
& wr
§ 08
of i
08 |-
wl !
3 g. o4l
1 20t g 02}
0 . . , . . 0
(] s 10 15 20 25 [+] 5 10 15 20 285 30 3B 40
Resistancs of the ground iine (Ohm) Number of simultaneous swilching logic gates
(a) Maximum number of simuitaneously (b) Maximum length of the power supply
switching logic gates versus the ground rail versus the number of simultaneously
line resistance. switching logic gates with w=3.0pm,

t=1.53 um, and p=4.0 uQ-cm.

Figure 9.4: Maximum number of simultaneously switching logic gates and maxi-
mum length of the power supply rail for V, = Vry.

Both (9.7) and (9.8) provide design guidelines for managing the transient IR
voltage drops within a power distribution network. The use of additional power
planes is an effective design technique to reduce the peak value of the transient
IR voltage drops, significantly reducing the parasitic resistance associated with a

power distribution network.



210
9.4 Output voltage and Propagation Delay

The effect of transient IR voltage drops on the output voltage and propagation
delay of a CMOS logic gate is discussed in this section. Analytical expressions
characterizing the output voltage waveform of a CMOS logic gate are developed
for both a capacitive and a resistive-capacitive load in Sections 9.4.1 and 9.4.2, re-
spectively. The propagation delay of a CMOS logic gate based on these analytical

expressions is also compared with SPICE.

9.4.1 Capacitive Load

Analytical expressions characterizing the output voltage of a CMOS logic gate
driving a capacitive load are listed in Table 9.3 based on an assumption of a
fast ramp input signal. T4 is the time when the NMOS transistor starts to
operate in the linear region and is determined from (9.10). The analytical results
are compared to both SPICE and the analytical prediction without considering
IR voltage drops in Figure 9.5. Note that transient IR voltage drops affect the
propagation delay of a CMOS logic gate. Therefore, the delay uncertainty caused
by transient IR voltage drops should be included when analyzing the timing of
critical data paths [116].

The drain-to-source saturation voltage is typically greater than 0.5V, there-
fore, the high-to-low propagation delay of a CMOS logic gate can be expressed

as

tpy, =

Co(l+mRy, ), 2(Voat + Virmas) | _Tr. (9.12)
Tn Vaa 2

The error of the propagation delay model of a CMOS logic gate without con-

sidering transient IR voltage drops is illustrated in Figure 9.6. A comparison of
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Table 9.3: Analytical expressions characterizing the output voltage with IR volt-
age drops for a capacitive load

Region Analytical expressions
7B t
= — ren —_— — (nn+1)
[ ] Vo Vaa CL(TI." + 1)Vdd(‘r,. Via VTN)
Tns T
mer mRVu Br2zTr t ’ r 2na,
5C, Vag (Tr‘ad Vry) (9.9)
_ Bn(vdd - VTN)n"(t - Tr)

[Tfi Tsdt] ‘/0 - Vo(Tr) CL(]. + mR‘/.'an(‘/dd _ VTN)(n'I—l)) (9.10)
t2 Teat Vo= (V;at + VIR.maz)e- LlFmive, (t=riee) (9'11)

Output voltage of & high-10-low transition (V)

Output voltage of & low-10-high transition (V)
[*) ™
L]

800 1000 ] 200

0 200

400 600 400 600 1000
Simulation time (ps) Simulation time (ps)

(a) Ry, = 2009, Cr = 0.1pF, and (b) Ry,, = 200Q, C, = 0.1pF, and
7 = 0.20ns 7 = 0.20ns

Figure 9.5: Comparison of the analytical output voltage with SPICE, w, =
1.8 pm, wp, = 3.6 um, and m = 10.
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the propagation delay based on (9.12) with both SPICE and an estimate with-
out considering transient IR voltage drops is listed in Tables 9.4 and 9.5 for the
high-to-low and low-to-high output transitions, respectively. Note that the max-
imum error of the proposed delay model is within 3% of SPICE as compared to
20% when transient IR voltage drops are not considered (for a 202 power line
which is equivalent to a resistance of a 0.23 ¢cm long power line with w=3.0 um,

t=1.53 pm, and p=4.0 uQ-cm).
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lay lay

Figure 9.6: Error of the propagation delay model of a CMOS logic gate without
considering transient IR voltage drops with 7. =150ps, w, = 1.8 um, and w, =
3.6 um.

9.4.2 Resistive-Capacitive Load

In this discussion, the interconnect is characterized by a lumped resistive-
capacitive model. R is the load resistance of the interconnect. Analytical ex-
pressions describing the output voltage waveform of a CMOS logic gate driving a

resistive-capacitive load are depicted in Table 9.6 based on the same assumption
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Table 9.4: High-to-low propagation delay with IR voltage drops for a capacitive
load

Condition SPICE Analytic
Ry,| & |m WolR| & |[WiIR| ¢
() | (ps) (ps) | (ps) | (%) | (ps) | (%)

20| 228 160 {29.8| 231 | 1.3
100 [15] 212 160 [245] 209 | 14
10| 196 160 [184] 191 | 2.6
20| 235 166 [29.4 ] 239 | 1.7
40.0 | 150 | 15| 218 166 239 216 | 09
10| 202 166 |17.8| 198 [ 2.0
20| 240 172 [28.3| 248 | 3.3
200 | 15| 225 172 [23.6| 223 | 09
10| 208 172 {17.3] 203 | 24
20 212 160 {245 | 209 |14
100 | 15| 200 160 [20.0]| 196 | 2.0
10| 187 160 [14.4 | 182 | 2.7
20| 217 166 |[23.5| 216 | 0.5
30.0 | 150 | 15| 206 166 [19.4] 202 | 2.0
10| 193 166 |14.0] 189 | 2.1
20| 223 172 (229§ 223 | 0.0
200 |15 211 172 [185] 208 | 1.4
10| 199 172 [136] 196 | 1.5
20| 194 160 [17.5]| 190 | 2.1
100 | 15| 187 160 |[144 | 183 | 2.1
10} 178 160 |10.1| 175 | 1.7
20| 200 166 |17.0] 197 | 1.5
20.0 | 150 |15} 192 166 [135| 189 | 1.6
10| 185 166 (103 181 | 2.2
20| 206 172 |165] 203 | 1.5
200 {15 200 172 (140 196 | 2.0
10} 190 172 | 105 | 187 | 1.6
Maximum error 29.8 3.3

Average error 20.9 1.0
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Table 9.5: Low-to-high propagation delay with IR voltage drops for a capacitive

load

Condition SPICE Analytic
Rv“ T m Wo IR ) WilR )
(Q) | (ps) (ps) | (ps) | (%) | (ps) | (%)
20| 246 162 {34.1| 245 | 04
100 |15} 225 162 | 280 222 | 13
10| 204 162 |206| 201 | 1.5
20 254 171 3271 257 | 1.2
40.0 | 150 | 15| 234 171 | 269 | 233 | 04
10| 213 171 [ 19.7| 211 [ 0.9
20 263 181 {312 269 | 2.3
200 {15 243 181 [255| 244 | 04
10| 222 181 | 185 221 | 0.5
20| 225 162 |280| 222 |13
100 {15] 209 162 [225} 206 | 1.4
10| 193 162 |[16.1| 191 | 1.0
20| 234 171 1269 233 | 04
30.0 | 150 {15 | 218 171 216 216 | 0.9
10| 203 171 |[15.8| 200 | 1.5
20| 242 181 [252| 244 | 0.8
200 | 15| 227 181 {203 226 | 04
10| 211 181 |[14.2| 210 | 0.5
20| 203 162 |20.2| 201 | 1.0
100 [ 15| 193 162 [16.1| 191 | 1.0
10| 182 162 |11.0| 181 | 0.5
20| 213 171 j19.7| 211 | 09
20.0 | 150 | 15| 202 171 | 153 200 | 1.0
10| 191 171 | 105 190 | 0.5
20| 221 181 1811} 221 | 0.0
200 {15 211 181 |[14.2( 210 | 0.5
10| 200 181 95| 200 | 0.0
Maximum error 34.1 2.3
Average error 23.4 1.2




215

made in section 9.4.1 while 7,4, is determined by (9.15) in Table 9.6. If the drain-
to-source saturation voltage is greater than 0.5V, the high-to-low propagation

delay of a CMOS logic gate is

_ Cr(1+mRy,, 7 + Rrym)

2(V, Vi
tPHL = n ( mt+ IR.ma:c) + Tr

! -5 (013)

T
Yn Vdd sat

A comparison of the propagation delay based on (9.13) with both SPICE and
an estimate without considering transient IR voltage drops is listed in Tables 9.7
and 9.8 for the high-to-low and low-to-high output transitions, respectively. Note
that the maximum error of the proposed delay model is within 3% of SPICE as
compared to about 23% for 7y = 100 ps and m = 20 when transient IR voltage drops
are not considered (assuming a 202 power line which is equivalent to a resistance
of a 0.23 cm long power line with w=23.0 um, t=1.53 um, and p=4.0 uQ-cm).

Table 9.6: Analytical expressions characterizing the output voltage with IR volt-
age drops for a resistive-capacitive load

Region Analytical expressions
Tan(LVdd - VTN)(n".H) mRy, B*r, t
h = — Tr ss—n'r _V - 2nn
Vo= Vu Cr(na+ 1)V M 2CLVua (Tr w = Vrw)
[T"’ T"] -R; [Bn(TiVM - VTN)”" - mRm,nnBﬁ(;t-Vdd - VTN)(zn"-l)
(9.14)
Bn V - V Rn
[T,-, Tsat] ‘/o = Vo(Tr) - ( ad TN) (t — Tr) (915)

CL(]. + TnRV"an(V:“ - VTN)(""-I))

V, = (Viat + Vikmaz)e CE0FRviamrRpmm (¢~ Teet) (9.16)

t 2 Teat
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Table 9.7: High-to-low propagation delay with IR voltage drops for a resistive-

capacitive load

Condition SPICE Analytic
Ry,| = |m WolIR| 6 [WiIR| ¢
(€) | (ps) (ps) | (ps) | (%) | (ps) | (%)
20 212 141 |335| 211 | 04
100 { 15| 196 141 |28.1| 192 | 2.0
10 179 141 |21.2| 175 | 2.2
20| 217 148 |31.8] 219 | 09
40.0 | 150 | 15| 201 148 | 264 200 | 0.5
10| 184 148 | 196 182 | 1.1
20| 223 154 | 309 227 | 1.8
200 | 15| 207 154 |25.6| 207 | 0.0
10} 191 154 (194 188 | 1.6
20| 194 141 {273 192 | 1.0
100 (15| 182 141 |225| 179 | 1.6
10 170 141 |17.1| 167 | 1.8
20| 200 148 |26.0| 200 | 0.0
30.0 | 150 | 15| 188 148 | 213 186 | 1.1
10| 175 148 | 154 173 | 1.1
20 | 207 154 |25.6] 207 | 0.0
200 | 15| 194 154 1206 193 | 0.5
10 181 154 |149] 179 | 1.1
20| 178 141 | 208} 175 | 1.7
100 { 15| 169 141 |16.6| 167 | 1.3
10| 160 141 |[11.8]| 158 | 1.3
20| 183 148 |19.1| 182 | 0.5
200 150 [ 15| 175 148 | 154 173 | 1.1
10| 166 148 | 108} 165 | 0.6
20| 188 154 |18.1] 188 | 0.0
200 | 15| 180 154 | 144| 179 | 0.6
10} 172 154 10.5| 171 | 0.6
Maximum error 33.5 2.2
Average error 17.8 1.8
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Table 9.8: Low-to-high propagation delay with IR voltage drops for a resistive-

capacitive load

Condition SPICE Analytic
RV“ T m Wo IR é Wi IR é
() | (ps) (ps) | (ps) [ (%) | (ps) | (%)
20| 232 144 (379 231 | 04
100 {15 210 144 314 206 | 1.9
10| 188 144 | 234] 184 | 2.1
20| 240 154 | 358| 243 | 1.3
40.0 | 150 [15] 219 154 [29.6| 217 | 09
10| 197 154 |21.8] 194 |15
20| 250 163 (34.8| 2356 | 24
200 {15 | 227 163 [28.2] 228 | 04
10| 206 163 [20.9| 204 | 1.0
20 210 144 |31.4| 206 | 1.9
100 | 15| 194 144 [25.8| 189 | 2.6
10 177 144 186 | 174 1.7
20 219 154 |29.7| 217 | 0.9
30.0 | 150 | 15| 203 154 |24.1| 200 | 1.5
10| 186 154 | 172 184 [ 1.1
20 | 227 163 [28.2( 228 | 04
200 |15 211 163 |[22.7| 210 | 0.5
10 195 163 |16.4| 193 | 1.0
20| 188 144 [234] 184 | 2.1
100 {15 | 177 144 | 186 174 | 1.7
10| 166 144 |13.3( 164 | 1.2
20| 197 154 [21.8| 194 | 1.5
20.0 | 150 {15 | 186 154 [17.2| 184 | 1.1
10} 175 154 [12.0| 174 | 0.6
20 | 206 163 [20.9( 204 | 1.0
200 (15| 195 163 |[16.4( 193 | 1.0
10| 184 163 [11.4| 183 | 0.5
Maximum error 37.9 2.4
Average error 17.8 1.3
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9.5 Summary

Analytical delay and design constraint expressions characterizing transient IR
voltage drops are presented in this chapter. The peak IR voltage drops occur
when the input signal completes a transition (for a fast ramp input signal). The
peak value of the transient IR voltage drops based on the analytical expression
is within 6% as compared to SPICE. Analytical expressions characterizing the
output voltage and propagation delay of a CMOS logic gate are also presented
for a capacitive and a resistive-capacitive load, respectively. The propagation de-
lay model based on these analytical expressions is within 5% of SPICE while the
delay model without considering IR voltage drops can reach 20% of SPICE for a
20 Q2 power line. Circuit- and layout-level design constraints are also addressed to
manage the maximum value of the transient IR voltage drops, providing guide-
lines for the design of power distribution networks. Additional power planes are
one effective design technique to reduce transient IR voltage drops, significantly

reducing the parasitic resistance associated with a power distribution network.
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Chapter 10

On-Chip Simultaneous Switching
Noise in Power Distribution
Networks

10.1 Introduction

The trend of next generation integrated circuit (IC) technology is towards
higher speeds and densities. The total capacitive load associated with the internal
circuitry is therefore increasing in both current and next generation VLSI circuits
[17-19]. As the operating frequency increases, the average on-chip current required
to charge (and discharge) these capacitances also increases, while the time during
which the current being switched decreases. Therefore, a large change in the total
on-chip current occurs within a short period of time.

The primary sources of the current surges are the I/O drivers and the internal
logic circuitry, particularly those gates that switch close in time to the clock
edges. Because of the self-inductance of the off-chip bonding wires and the on-
chip parasitic inductance inherent to the power supply rails, the fast current surges
result in voltage fluctuations in the power distribution network [117], which is

called simultaneous switching noise or delta-I noise.
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Most existing research on simultaneous switching noise has concentrated on the
transient power noise caused by the current through the inductive bonding wires at
the I/O drivers [118-122]. However, simultaneous switching noise originating from
the internal circuitry is becoming an important issue in the design of very deep
submicrometer (VDSM) high performance microprocessors (19, 25]. This increased
importance can be attributed to fast clock rates, large on-chip switching activities,
and large on-chip current, all of which are increasingly common characteristics of
a VDSM synchronous integrated circuit.

For example, at gigahertz operating frequencies and high integration densities,
power dissipation densities are expected to approach 20 W/em? [1, 7}, a power den-
sity limit for an air-cooled packaged device. Such a power density is equivalent
to 16.67 amperes of current for a 1.2V power supply in a 0.1 um CMOS technol-
ogy. Assuming that the current is uniformly distributed along a 1cm wide and
1 um thick Al-Cu interconnect plane, the average current density is approximately
1.67mA/um?. For a standard mesh structured power distribution network, the
current density is even greater than 1.67mA/um?. For a 1 mm long power buss
line with a parasitic inductance of 2nH/cm [123], if the edge rate of the current
signal is on the order of an overly conservative estimate of nanosecond, the ampli-
tude of the simultaneous switching (or L di/dt) noise is approximately 0.35 volts.
This peak noise is not insignificant in VDSM CMOS integrated circuits.

Therefore, on-chip simultaneous switching noise has become an important issue
in VDSM integrated circuits. On-chip simultaneous switching noise affects the
signal delay, creating delay uncertainty since the power supply level temporally
changes the local drive current {124]. Furthermore, logic malfunctions may be

created and excess power may be dissipated due to faulty switching if the power
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supply fluctuations are sufficiently large [67, 116]. On-chip simultaneous switching
noise must therefore be controlled or minimized in high performance integrated
circuits.

An analytical expression characterizing the on-chip SSN voltage is presented
here based on a lumped RLC model characterizing the on-chip power supply rails
rather other a single inductor to model a bonding wire. The MOS transistors
are characterized by the nth power law model [41], which is a more accurate
device model than the Shichman-Hodges model for short-channel devices [46].
The SSN voltage predicted by the analytical expression is compared to SPICE.
The waveform describing the SSN voltage is quite close to the waveform obtained
from SPICE simulation. The peak value of the SSN is within 10% of SPICE.

Circuit-level design constraints, such as the number of simultaneously switch-
ing logic gates connected to the same power supply rail, the drive current of the
logic gates, the input transition time, and the magnitude of the power supply
are discussed to manage the peak value of the SSN. For a specific parasitic RLC
impedance of the power supply rails, the analytical expressions presented here
provide guidelines for designing the on-chip power distribution network.

Analytical expressions describing the output voltage waveform of a CMOS
logic gate considering the effect of on-chip simultaneous switching noise are also
developed. The output voltage waveform based on the analytical expressions is
quite close to SPICE. For a capacitive load, the maximum error of the propaga-
tion delay model based on the analytical expressions is within 5% of SPICE, as
compared to close to 16% of the estimate if on-chip simultaneous switching noise
is not considered. The average improvement in accuracy is about 8% as compared

to SPICE. For a resistive-capacitive load, the estimated propagation delay based
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on the analytical expressions is within 5% of SPICE, while the error of the model
which does not consider on-chip simultaneous switching noise can reach 18% of
SPICE with an average improvement in accuracy of 10% as compared to SPICE.

An analytical expression of the on-chip simultaneous switching noise voltage
is described in Section 10.2. A discussion of the dependence of the on-chip si-
multaneous switching noise voltage on the load capacitance, and related circuit-
and layout-level constraints are presented in Section 10.3. Analytical expressions
characterizing the output voltage of a CMOS logic gate for both a capacitive and
a resistive-capacitive load are derived in Section 10.4 considering the effect of
on-chip simultaneous switching noise, while the output voltage and propagation
delay based on these analytical expressions are also compared to SPICE. Some

concluding remarks are addressed in Section 10.5.

10.2 Simultaneous Switching Noise Voltage

The power supply in high complexity CMOS circuits should provide sufficient
current to support the average and peak power demand within all parts of an
integrated circuit. An inductive, capacitive, and resistive model is used in this
section to characterize the power supply rails when a transient current is gen-
erated by simultaneous switching of the on-chip registers and logic gates within
a synchronous CMOS integrated circuit. The short-channel MOS transistors are
modeled as nonlinear devices and characterized by the nth power law model, which
is more accurate than the alpha power law model in both the linear region and
the saturation region [124].

A CMOS logic gate in this discussion is modeled as a CMOS inverter. The

power supply rail is characterized by a lumped RLC model. The input signal is
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assumed to be a fast ramp. The equivalent circuit depicted in Figure 10.1 is used
to characterize the simultaneous switching noise voltage on the power supply rails.

Via

Ves

Figure 10.1: An equivalent circuit for analyzing the simultaneous switching noise
of an on-chip CMOS inverter.

The current through the PMOS transistor with a rising input signal, i.e.,
the short-circuit current, is neglected in this discussion when determining the
simultaneous switching noise voltage on a ground rail based on the assumption
of a fast ramp input signal [69]. The equivalent circuit therefore simplifies to the
circuit shown in Figure 10.2. Ly,,, Cy,,, and Ry,, are the parasitic inductance,
capacitance, and resistance of the ground rail, respectively. The input signal is

Vin = ;t-Vdd for 0<t<T. (10.1)
-

After the input voltage reaches V.., the NMOS transistor turns ON and begins

to operate in the saturation region. It is assumed that the NMOS transistor

remains in the saturation region before the input signal transition is completed.
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Ci

Figure 10.2: Simultaneous switching noise within a ground rail.

The current through the NMOS transistor (Iy), the parasitic inductance (1),

and the simultaneous switching noise voltage (V) are given, respectively, as

In = Ba(Vin = Vo = V)", (10.2)

Ve=Ry, I+ LV"%, (10.3)
dV,

Ip=1Iy- Cvu—dt—. (10.4)

Assuming that the magnitude of V; is small as compared to Vi, — V.., Iy can be

approximated as

_ dly
Iy % Ba(Vin = Vo) = Ve (10.5)
Rewriting (10.5),
fr= BN o By(Vin — Vi = Vo)™, (10.6)
v,

f1 is a function of Vg, i.e., V;, for the case of an inverter. In order to simplify

the derivation, f; is approximated using V;, equal to 0.5 Vyq4.
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Combining (10.4), (10.5), and (10.6),

d?V, dV,
Lv.Cuv.—z + (Bu.Cu, + L fi) - +(Rv..f1+1)

Ry, By (Vin — ‘I’N) +Lv"dt[B (Vin — VTN)n] (10.7)

The first term on the left hand side of (10.7) is neglected since the remaining two

terms on the left hand side of (10.7) dominate the expression.

dV
(Rv,,Cy,, + Lv..f1) + (Ry,, fi + 1)V, =
10.8)
CLBVEt (
RV,,BnVJ}(Tr ) + - (Tr vp)*

where v, = % No close form solution of this differential equation exists due to
the non-integer value of n and n — 1. In order to derive an analytical expression
for the differential equation, (;‘; - va)" and (£ - v,)*~! are approximated by a
polynomial expansion to the fifth order, where the average error is less than 3%,
" = ag + a1€ + 026 + a3€® + as€* + as€’,
(10.9)
§"! % by + i€ + ba€® + ba€® + baE' + bsE®,

where € = 1—_‘; —v,. Note that a; and b; for ¢ =0...5 are independent of the input

transition time 7. The solution of the simultaneous switching noise voltage is
Ve=1co(l - e"'r;:rn) +ef+ 082+ i€ eyt +cs€° for T <t <7, (10.10)

where

_Rv..Cv.. + Ly, fi
(R‘,lcfl + I)Tr ’

(10.11)

Tn = (10.12)

TN
- =
Viad
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These coefficients are

co =Agy — A1Y? + 2427° - 6A437* + 24A47° — 1204575,
¢ =AYy — 2427 + 6A37° — 24447 + 1204577,

c2 =Ayy — 3437° + 12447 — 60457°,

c3 =Azy — 4447 + 20457°,

cs =Agy — 5As7,

cs =As7. (10.13)

The A; for i =0...5 are

RVu andr:irr LVu Bn Vdr:l

Ai= i
Ry, Cy, + Lvafi ' " Rv,Cv,, + Lvifr

bi, (10.14)

where a; and b; are defined in (10.9). The simultaneous switching noise voltage

reaches a maximum when the input voltage completes the transition, i.e., t = 7.

Vs.maz =Co(1 - e-":: ) +aé + C2§,2. + 036,? + qui + 656,5., (1015)

where &, =1 — v,

The simultaneous switching noise voltage on a ground rail as predicted by (10.10)
is compared to SPICE in Figure 10.3 for a single CMOS inverter with W, =
3.6 um, W, =7.2um, and C;=1pF based on a 0.5 um CMOS technology. The
solid line represents the analytical prediction and the dashed line represents the
results from SPICE simulations. During the time period from 7, to 7, the ana-
lytical result agrees quite closely with SPICE (the error is less than 10%).

This analysis is based on a single inverter. If m simultaneously switching logic
gates are connected to the same ground rail, the total simultaneous switching

noise voltage can be obtained by substituting mB, for B, in (10.11) and (10.14).
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Figure 10.3: Simultaneous switching noise voltage on the ground rail for a single
switching logic gate with Ly,, =2nH, Ry, =5Q, Cy,, =0.1pF, 7, =29ps, and
Tr = 200 ps.

Note that all ¢; for ¢ = 0...5 are proportional to m, #, and B,. Therefore, the
simultaneous switching noise voltage increases with the number of simultaneous
switching logic gates m, the input slew rate #, and the drive current of the logic
gates B,.

The analytical prediction of the simultaneous switching noise voltage for five
simultaneously switching CMOS inverters with W, =3.6 um, W, =7.2um, and
Ci=1pF is compared to SPICE in Figure 10.4, exhibiting less than 7% error.
During the time interval from 7, to 7., the analytical evaluation accurately models
the results from SPICE simulations.

Similarly, the analytical expression for the simultaneous switching noise volt-
age on the power rail can be derived based on this same procedure. An estimate
of the simultaneous switching noise voltage on the power rail based on the model

presented in [121] is less accurate because an assumption that n is close to one
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Figure 10.4: Simultaneous switching noise voltage on a ground rail for five si-
multaneously switching logic gates with Ly, =2nH, Ry, =5Q, Cy,, =0.1pF,
o =29 ps, and 7 = 200 ps.

(1 < n < 1.2) is made. This assumption is appropriate for short-channel NMOS
transistors, but the value of n in a short-channel PMOS transistor is higher, typi-
cally in the range of 1.5 to 1.8 (it is 1.68 in the target 0.5 um CMOS technology).

A comparison of the simultaneous switching noise voltage on the power rail
is shown in Figure 10.5. The effect of the carrier velocity saturation on a PMOS
transistor is small as compared to an NMOS transistor. Therefore, the predic-
tion based on the model presented in [121] cannot approximate the simultaneous
switching noise voltage on the power rail as shown in Figure 10.5. Note that the
analytical expression presented here accurately predicts the SSN on the power
rails. The coefficients for the polynomial expansion in (10.9) are listed in Ta-
ble 10.1 with n, =1.29 and n, =1.68.

The peak value of the SSN as compared to SPICE is shown in Figure 10.6 with
W,=18 um, W, =3.6 um, and C;=1.0 pF. The dashed line represents the peak
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Figure 10.5: The simultaneous switching voltage on a power rail with Ly,, =2nH,
Ry, =59, Cy,, =0.2pF, 7,=39ps, and 7, =200 ps.

Table 10.1: Polynomial expansion coefficients of a 0.5 um CMOS technology

NMOS PMOS
Coef. gﬂn En"—l En,, Enp—l
Oth |-0.0023 | 0.2391 | -0.0008 | 0.0255
Ist | 0.4132 | 3.9601 | 0.0777 | 2.2010
2nd | 1.4836 | -14.9465 | 1.4986 | -4.7503
3rd | -2.0667 | 31.7737 | -1.2056 | 9.0439
4th | 1.8168 |-32.4443 | 0.9537 | -8.8016
5th | -0.6502 [ 12.5497 | -0.3262 | 3.3138
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value of the predicted SSN based on the analytical expression described by (10.15).
The dotted line describes the results derived from the SPICE simulations. The
accuracy of the analytical prediction is within 10% as compared to SPICE. The
peak SSN voltage based on (10.15) is compared to SPICE for different conditions,
as illustrated in Tables 10.2 and 10.3 for both the ground and V4 rails, respectively,
with W, =1.8 um, W, =3.6 um, and the input transition time 7. =200ps. Note

that the maximum error of the analytical expression is within 10% of SPICE.

0.8 r Y Y
0.7 i
06 |
05
04
03
02 r
0.1 |

0 1 1 1

0 5 10 15 20
Number of switching logic gates

SPICE -o— _
Analytic -----

Peak SSN (V)

Figure 10.6: The peak value of the simultaneous switching noise voltage with
Ly, =2nH, Ry,, =59, Cy,, =0.1pF, and 7. =200ps.

The NMOS transistor is assumed to remain saturated when the input transi-
tion is completed. The on-chip simultaneous switching noise voltage in this region

can be expressed as

Vi(t) = Vi, + [Vi(ry) = Vi ]e ™0™ for 7 <t < Tyar, (10.16)
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where

__mByRys(Vaa — Vrn)®

— R‘/:sf2.m + 1
" = Rv..Cv.. + Ly, fom’ (10.18)
fam =mnBn(Vag — Vo — Vi(7))70. (10.19)

Tsat the time duration when the NMOS transistor remains in the saturation region.

After T,q,, the NMOS transistor operates in the linear region. In order to derive
a tractable expression, the drain-to-source current is approximated by v,Vps,
where 7, is the effective output conductance of the NMOS transistor. The on-

chip simultaneous switching noise voltage in this region is
-l _8¢
Vi(t) = Kie™ 7 + Kye 32 for t > Ty, (10.20)

where

mRV"C[, + RV“CV,. + %’{‘

=RV,,CV,,% + mLV"C'L + Lv,,CV” ’
1
" Rv,,Cv.,%: +mLy,Cp + Ly,,Cv,,’

B, =B + v B% - 4B,,
Br =B, — \/ B% —4B,. (10.21)

C. is the load capacitance. K, and K, are integration constants and can be

B

B,

determined from V,(7y.) and V(7). However, the effective output conductance
of an MOS transistor also depends upon the output voltage in the linear region,
changing from Ynsq¢ t0 2¥nsae [41]. In order to accurately characterize the on-chip

simultaneous switching noise voltage, v, is chosen between 7,44 and 2v,4q:.
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B? — 4B, can be expressed as

B% — 4By = (mRy,,CL + Ry,,Cy,, + %’)2 —4(Ry,,Cy,, Cu

n n

+ mLV,,CL + LV”CV“).
(10.22)

If B2 — 4B, is less than zero,

(mRy, Cu + Ry,.Cv,, + Z£)? — 4Ry, Cv. 3

L. > 4(mCL +Cv.)

(10.23)

resulting in a complex solution, which means the on-chip simultaneous switching
noise oscillates sinusoidally until exponentially reaching a steady state voltage in
the linear region. The critical value defined in (10.23) depends upon the resistance
and capacitance of the power supply rail (Ry,, and Cy,,), the load condition (C.),
the effective output conductance of the NMOS transistor (v,), and the number of
switching gates (m). In practical integrated circuits, the load condition, the size
of the MOS transistors, and the number of switching gates should be optimized
in order to satisfy the condition described by (10.23). The on-chip simultaneous
switching noise voltage can be approximated by forcing the imaginary part to

Zero,

_B3tt=rigp) cos(fat)

Vs t) = ViTaa
( ) Tsat€ COS(,BU',“)

for t > Tsar, (10.24)

where 83 = B, and 3, = m If Ry,, and Cy,, are assumed to be zero, the
solution represented by (10.24) and the condition defined by (10.23) are similar to
the results presented in [124], which characterizes the simultaneous switching noise
voltage caused by the off-chip bonding wires. The parasitic inductance within the
on-chip power distribution network is typically less than the critical value defined
in (10.23) [123]. However, for off-chip bonding wires, the condition defined in

(10.23) may occur, where the simultaneous switching noise oscillates sinusoidally
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before exponentially reaching a steady state voltage [124]. Therefore, the model of
the power supply rails presented here is a unified approach which can characterize

both on-chip and off-chip simultaneous switching noise.

10.3 Discussion

The dependence of the peak SSN voltage on the capacitive load is described
in Section 10.3.1. Circuit- and layout-level constraints related to the peak SSN

voltage are discussed in sections 10.3.2 and 10.3.3, respectively.

10.3.1 Capacitive Load

The NMOS transistor is assumed here to operate in the saturation region
before the input transition is completed. This assumption depends upon the input
transition time, the capacitive load, and the device transconductance. Vemuru
notes in [121] that the peak value of the simultaneous switching noise voltage
depends on the capacitive load.

The time when the NMOS transistor leaves the saturation region 7y, is

S - (10.25)

C Un+n
m(vdd - Vas,u') + l+n

where V., = K(Vaa — V;.,)™ is the drain-to-source saturation voltage. If 7y 2>
T», the assumption that the NMOS transistor operates solely within the saturation
region before the input transition is completed is appropriate. This constraint can

be expressed as

(1 —vp)BRV,
C 2 Tr. 10.26
: (1 +n)(Vad = Vpsar) ( )

The dependence of the peak simultaneous switching noise voltage on the load

capacitance is shown in Figure 10.7 with W}, =3.6 um and W, =7.2 um. The right
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Figure 10.7: Dependence of the peak simultaneous switching noise voltage on the
load capacitance with 7. =200 ps.

side of the vertical dashed line C}, i.e., Region II, satisfies the constraint defined
by (10.26). The horizontal dashed line represents the analytically predicted peak
simultaneous switching voltage. The accuracy of the analytical expression in
Region II is within 10% of SPICE. Therefore, if the load capacitance and the input
transition time satisfy the constraint defined by (10.26), the analytical prediction

accurately estimates the peak simultaneous switching noise voltage.

10.3.2 Circuit-Level Constraints

The simultaneous switching noise voltage should be less than a target V, for a
circuit to operate properly. Circuit design parameters, such as the input transition
time 7., the drive current of each logic gate B,, and the number of simultaneously
switching logic gates connected to the same power supply rail m, can be deter-

mined based on
‘/s.maz(ma By, Tr) < Ve (10'27)

where V; mq is defined in (10.15).
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For example, the maximum number of simultaneously switching logic gates
connected to the same power supply rail can be determined based on this con-
straint. Assume that V. = V,, = 0.75V. The maximum number of switching
logic gates for different conditions is shown in Figure 10.8. C1 is the condition of
7, =200 ps and W,, =3.6 um, C2 is the condition of 7. =400 ps and W, =3.6 um,
and C3 is the condition of 7, =200ps and W,=1.8 um. N1 = 12, N2 = 20,
and N3 = 23 are the maximum number of switching logic gates for each case,

respectively.
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Figure 10.8: The maximum number of simultaneously switching logic gates with
Ly, =2nH, Ry, =5, and Cy,, =0.1pF. V, is the voltage target, C1: 7. =200 ps,
W,=3.6 um, C2: 7.=400ps, W, =3.6 um, and C3: 7. =200ps, W, =1.8 um.

The on-chip simultaneous switching noise voltage results from the parasitic
inductance of the power rails and the large current surges within a short period
of time. Therefore, the peak simultaneous switching noise voltage increases as
the input transition time decreases. The constraint of the input transition time

is shown in Figure 10.9 for different number of simultaneously switching gates,
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e.g., 10, 15, and 20 with Ly,, =2nH, Ry,, =5Q, Cy,, =0.1pF, and W, =1.8 um.
t1 = 85ps, t2 = 115 ps, and t3 = 180 ps are the limits of the input transition times
for each condition, respectively. If the number of simultaneously switching logic
gates increases, the input slew rate (1}7) should be decreased in order to decrease
the maximum simultaneous switching noise voltage. The peak noise values for
different input transition times with Ly,, =1nH, Ry,, =5, and Cy,, =0.1 pF are
listed in Table 10.4, note that for a very short input transition time, i.e., 20 ps,
the analytical model still provides an accurate estimation of the peak noise. The

analytical error is within 8% of SPICE as listed in Table 10.4.

Table 10.4: Peak SSN for short input transition times

Transition time m=235 m=10
T SPICE | Analytic | Error | SPICE | Analytic | Error
(ps) (V) (V) (%) | (V) V) (%)
150 0.123 0.125 1.6 0.230 0.246 7.0
100 0.166 0.166 <1.0 | 0.3155 0.325 3.2
80 0.194 0.917 1.5 0.371 0.384 3.5
50 0.312 0.288 7.7 0.570 0.559 1.9
20 0.715 0.658 8.0 1.17 1.18 0.8
Maximum error (%) 8.0
Average error (%) 3.5

Also note that the simultaneous switching noise voltage is proportional to the
nth power of the supply voltage (VJ;). Therefore the normalized simultaneous
switching voltage V;/Vy is proportional to the (n — 1)th power of the supply
voltage (V3 !), permitting the supply voltage to be reduced in order to decrease
the SSN voltage. The dashed line shown in Figure 10.10 represents the normalized
peak value of the simultaneous switching noise voltage V; maz/Vus and the solid

line represents the absolute value of the peak SSN.
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Figure 10.9: Peak SSN as a function of the input transition time. Note the limiting
constraints on the input transition time for different number of simultaneously
switching gates, Num =10, 15, and 20.
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Figure 10.10: Dependence of the peak value of the SSN on the power supply with
m=10, Ly,, =2nH, Ry,, =5%, Cy,, =0.1pF, and 7, =200 ps.
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10.3.3 Layout-Level Constraints

The peak SSN can be controlled by reducing the parasitic inductance of the
power supply rails. The parasitic inductance L, resistance R, and capacitance C
of the power supply rails can be determined from the physical geometries of the
layout, i.e., the width (w), thickness (h), length (l), and spacing (s) of the power

supply rails.
Vsmaz(R, L, C) = Vymaz(w, by, s) < Ve (10.28)

Extraction of the parasitic RLC impedance of the on-chip interconnect is
currently an important research topic [44,60,62]. However, if compact models
characterizing the parasitic impedance of the power supply rails are available,
guidelines such as presented in (10.28) for designing the on-chip power distribution
network can be developed. By combining both of the constraints represented
by (10.27) and (10.28), the peak SSN voltage for a circuit to operate properly can
be determined.

The parasitic inductance of the power rails is proportional to the length of
the power rails. Even though the dependence of the parasitic inductance on w,
h, and s are not available, the length of the power rail can be determined based
on the parasitic impedance per unit length. The constraint of the power rail
length is shown in Figure 10.11 for different conditions assuming 15 simultaneously
switching logic gates. [1=0.98cm, [2=1.85cm, and [3=1.70cm are the length

limits for each condition in this case, respectively.
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Figure 10.11: Peak SSN as a function of the length of the power rails. Note the
limiting constraints on the length of the power rails with 15 simultaneously switch-
ing logic gates. Case 1: Ly,, =2nH/cm, Ry, =1$/cm, and Cy,, =0.1pF/cm,
Case 2: Ly,=1nH/cm, Ry, =2Q/cm, and Cy,, =0.1pF/cm, and Case 3:
Ly, =1nH/cm, Ry,, =4Q/cm, and Cy,, =0.1pF/cm.

10.4 Output Voltage Waveform and Propaga-
tion Delay Models

Analytical expressions characterizing the output voltage and propagation delay
of a CMOS logic gate, which include the effect of on-chip simultaneous switching
noise, are presented for both a capacitive and a resistive-capacitive load in Sec-
tions 10.4.1 and 10.4.2, respectively. The analytical results are also compared to
both an analytical model which does not consider on-chip simultaneous switching

noise and SPICE.
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10.4.1 Capacitive load

Analytical expressions characterizing the output voltage of a CMOS logic gate
driving a capacitive load based on an assumption of a fast ramp input signal
are listed in Table 10.5, where f;, = I‘T"‘ and fo, = Qm& K, and K, are
determined from V,(74) and V,(7.:). Note that both ﬁgblv,,g(t) in (10.29) and
%f—V,,s(t) in (10.31) cause the output voltage to drop slowly during a high-to-low
output transition. Therefore, the on-chip simultaneous switching noise affects the
waveform shape of the output voltage and causes a change in the propagation

delay of a CMOS logic gate driving a capacitive load.

Table 10.5: Analytical expressions characterizing the output voltage of a CMOS
inverter driving a capacitive load

Region Analytical expressions
- BT Via ety | f1Tr
Vo(t) = Va et 1)CL§ + C. Vsa(t) (10.29)
-n§
mml | Vialt) = (6+S—)eo+ S€ + 3€ + 260+ T8+ 2€
1 2 3 4 9 6
(10.30)
Volt) = Vi) = 22 (Vaa - Vo) (¢ — 1) + 222V,5(8)
C[, CL
[Tr: Tsnt] (10.31)
Via(t) = Vau(t — ) + Yi(-’-')?ﬁiu —e ™)) (10.32)
2
-G Bt
t> Toa Vo(t) =KieT7 +Kye™ 2 (1033)
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The time when the NMOS transistor leaves the saturation region 7,, can be

determined as
‘/o(Tsat) - ‘/J(Tsat) = ‘/sat- (1034)

There is no explicit solution of 7,4, but 74, can be determined by applying the
Newton-Raphson technique. The technique typically requires two to four itera-
tions.

If B? — 4B, is less than zero, a complex solution of the output voltage results.

The output voltage can therefore be approximated as

-fatt=rian) cos(fat)

Va(t) = Vo(Tsa)e cos(B4Tsat)

for t > Tya, (10.35)

where 3 and f; are defined in (10.24).

e S8k -
S
(a) CL = 0.1pF and 7. = 0.20ns (b) Cr = 0.15pF and 7 = 0.15ns

Figure 10.12: Comparison of the analytical output voltage with SPICE during
a high-to-low output transition, Ly,, = 3.0nH, Ry,, = 20.09, Cy,, = 0.1pF,
wy, = 1.8 um, w, = 3.6 um, and m = 10.

The output voltage based on these analytical expressions is compared to SPICE

in Figures 10.12 and 10.13 for high-to-low and low-to-high output transitions,
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Figure 10.13: Comparison of the analytical output voltage with SPICE during
a low-to-high output transition, Ly,, = 3.0nH, Ry,, = 20.0Q, Cy,, = 0.1pF,
wp, = 1.8 um, w, = 3.6 um, and m = 10.

respectively. Note that the analytical waveform which considers on-chip simul-
taneous switching noise voltage is quite close to SPICE. The difference in the
linear region between the analytically derived waveform and SPICE is due to an
assumption of a constant effective output conductance 7,4, of the MOS transistor
in the analysis. However, the effective output conductance of the MOS transistor
changes from 7nsq¢ t0 27,54 in the linear region [41], causing the analytical pre-
diction which does not consider on-chip simultaneous switching noise to be more
accurate than the analytical result based on the expressions listed in Table 10.5
for a portion of the linear region. The effect of the on-chip simultaneous switching
noise on the propagation delay of a CMOS logic gate is depicted in Figures 10.12
and 10.13.

The propagation delay of a CMOS logic gates tp is typically defined as the
time from the 50% Vyq point of the input to the 50% V4 point of the output.

The high-to-low propagation delay of a CMOS logic gate can be determined by
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(10.31) or (10.33) using a Newton-Raphson iteration. Since §, is greater than f,

in (10.20), the output voltage in this region can be approximated as
Vi(2) = Vi (Toar)e™ F(t-Ts0) for  t2 Tea (10.36)

The drain-to-source saturation voltage is typically greater than 0.5Vyy; therefore,

the high-to-low propagation delay can be expressed as

_ 2 2Vy(Tsat) Tr
tPHL - ﬁ2 in ‘/dd + Tsat 2" (1037)

Similarly, the low-to-high propagation delay of a CMOS logic gate can also be de-
termined based on the time required to charge the load capacitor, which considers
the simultaneous switching noise at the V4 rail.

A comparison of the analytical propagation delay expressions with SPICE is
listed in Tables 10.6 and 10.7 for both high-to-low and low-to-high output transi-
tions. It is demonstrated in both Tables 10.6 and 10.7 that the delay uncertainty
caused by on-chip simultaneous switching noise increases with increasing input
slew rate, parasitic inductance, and resistance of the power supply rails. The
maximum error of the propagation delay based on the analytical expressions is
within 5%, as compared to nearly 16% of SPICE when not considering on-chip

simultaneous switching noise. The average improvement in accuracy is about 8%.

10.4.2 Resistive-capacitive load

In this discussion, the interconnect is modeled as a resistive-capacitive impedance.
Ry is the load resistance driven by a CMOS logic gate. Analytical expres-
sions characterizing the output voltage of a CMOS logic gate driving a resistive-
capacitive load impedance are listed in Table 10.8. Similar to the capacitive load

condition, T, can be determined by applying the Newton-Raphson technique.
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Table 10.6: Comparison of high-to-low propagation delay with SPICE of a CMOS
inverter driving a capacitive load including the effect of on-chip simultaneous

switching noise

Input Impedance of Comparison of Propagation Delay
Rise Time Ground Rail Simulation Analytic Estimation
T L R C SPICE | Without SSN | With SSN
(ps) | (nH) | () | (DF) (ps) (ps) | 6 (%) | (ps) |6 (%)

5.0 | 0.1 182 172 5.5 183 | 1.1

1.0 [10.0] 0.1 186 172 7.5 183 | 1.6

150 0.1 190 172 9.5 186 | 2.1

200 0.1 194 172 | 113 [ 189 | 2.6

50| 0.1 186 172 7.5 183 | 1.6

200 2.0 {10.0( 0.1 190 172 9.5 186 | 2.1
150 0.1 194 172 | 11.3 | 189 | 26

200( 0.1 198 172 | 131 | 192 | 3.0

5.0 | 0.1 191 172 | 100 | 187 | 2.1

3.0 {100 0.1 195 172 | 11.8 [ 190 | 26

15.0 | 0.1 199 172 136 [192] 3.5

200( 0.1 203 172 | 153 |[195| 3.9

50 | 0.1 175 166 5.1 174 | 0.6

1.0 {100 0.1 180 166 7.7 177 | 1.7

15.0] 0.1 184 166 9.8 180 | 2.2

200 0.1 189 166 | 122 [ 183 [ 3.2

5.0 | 0.1 179 166 7.3 177 | 1.1

150 20 (100 01 184 166 9.7 180 [ 2.2
150 0.1 188 166 | 11.7 | 183 | 2.7

200 0.1 193 166 | 14.0 [ 185 | 4.1

5.0 | 0.1 185 166 | 103 | 180 | 2.7

30 |100]| 0.1 188 166 | 11.7 | 182 3.2

150 0.1 193 166 | 14.0 [ 185 | 4.1

200 0.1 197 166 | 15.7 | 188 | 4.6

Maximum error (%) 15.7 4.6
Average error (%) 10.6 2.3
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Table 10.7: Comparison of low-to-high propagation delay with SPICE of a CMOS
inverter driving a capacitive load including the effect of on-chip simultaneous

switching noise

Input Impedance of Comparison of Propagation Delay
Fall Time Vaa Rail Simulation Analytic Estimation
Tf L R C SPICE | Without SSN | With SSN
(ps) | (nH) | (@) | (pF) (ps) (ps) | 6 (%) | (ps) |9 (%)
50 | 0.1 321 313 2.5 323 | 0.6
1.0 {100 0.1 332 313 5.7 332 | 0.0
15.0 0.1 343 313 8.7 339 [ 1.2
200 0.1 355 313 | 11.8 | 346 | 2.5
5.0 | 0.1 325 313 3.7 325 | 0.0
150 20 [10.0[ 0.1 343 313 7.3 331 | 3.5
150 0.1 348 313 ( 10.1 | 338 | 29
200 0.1 359 313 | 128 | 344 | 4.2
50 0.1 331 313 5.4 326 | 1.5
3.0 | 100( 0.1 342 313 8.5 332 | 29
150 0.1 353 313 | 113 | 339 3.9
200 0.1 363 313 | 138 [ 345 | 4.9
50 1| 0.1 331 323 2.4 333 | 0.6
1.0 {100] 0.1 341 323 5.3 340 | 0.3
15.0| 0.1 353 323 8.5 349 | 1.1
200( 0.1 364 323 | 113 |35 | 2.5
50 1] 0.1 335 323 3.6 335 | 0.0
200 20 |100] 0.1 346 323 6.6 343 | 09
150 0.1 357 323 9.5 349 | 2.2
200{ 0.1 368 323 | 122 | 3% | 3.3
50 | 0.1 340 323 5.0 338 | 0.6
3.0 {100] 0.1 351 323 8.0 344 | 2.0
15.0| 0.1 362 323 | 108 [351] 3.0
20.0] 0.1 373 323 | 134 [357 | 43
Maximum error (%) 13.8 4.9
Average error (%) 8.3 2.0
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K, and K, are also determined from V,(7,,) and V(7). Both %V,'g(t) in

(10.38) and fc’.: V,,3(t) in (10.39) cause the output voltage to drop slowly during
a high-to-low output transition for a resistive-capacitive load impedance. There-
fore, the on-chip simultaneous switching noise affects the waveform shape of the
output voltage, increasing the propagation delay of a CMOS logic gate driving a
resistive-capacitive load impedance.

Table 10.8: Analytical expressions characterizing the output voltage of a CMOS
inverter driving a resistive-capacitive load

Region Analytical expressions
_ BﬂTrVd?i (n+1) n
Vo(t) = Vaa nt 1)CL€ Ry B, Vg"
[Tm T,-] fl sTr
+ 220y o) (10.38)
CL
_ Bn n f2.a
[r) Toat) Vo(t) = Vo(T) = ==(Vaa — V)" (t — 1) + Z=V4,5(t) (10.39)
Ce CL
Vi(t) = Kie~F + Kpe™ (10.40)

mRy,,Cy + Ry, Cy,, + Stiem)

By = ] 10.41
3 RV"CV" C"(l-:f”" + va“ CL+ Lv,,,Cv“ ( )
1
t 2 Teat B, (10.42)

- RV"C'V"-C-'-"'%l +mLy,, CL + LysCy,,

Bs = B3 + \/ Bg — 4B, (10.43)
fs = By — \/ B} — 4B, (10.44)
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For a resistive-capacitive load, B? — 4B, can be expressed as

B? — 4B, =(mRy,CL + Ry, Cy, + St Bemye_ yp ¢, CLll+ Rim)
+ mLVu CL + LVssCVu)- (10.45)

If B2 — 4B, is less than zero, the critical value of the parasitic inductance defined
in (10.23) becomes

(mRy,,CL + Ry,,Cy,, + Qgﬂl_f:#%l)z — 4Ry, Cy,, CelltRum)

Ly, > I (10.46
Var 4(mC L+ C V..) ( )

The output voltage in this region can be approximated as
Vi(t) = V,,('r,at)e‘ﬂ =i )_cos(fut) for t > Tya, (10.47)

COS(IB‘ITsat)
where ,33 = Bg and ﬂq = \/4B4 - Bg
Based on the same assumption as for a capacitive load, the output voltage in

this region can be approximated as
V,(t) = Vy(Tyar) e 3 (tTsat) for ¢ > Tyar. (10.48)

If the drain-to-source saturation voltage is greater than 0.5V, the high-to-low

propagation delay can be expressed as

2 2V (Tsat) T
tPHL = Eln on;at + Tsat = _2‘ (1049)

A comparison of the propagation delay based on these analytical expressions with
SPICE is listed in Tables 10.9 and 10.10 for both high-to-low and low-to-high
output transitions, respectively. The estimated propagation delay based on these
analytical expressions is within 5% of SPICE, while the error of the estimate which
does not consider on-chip simultaneous switching noise can reach 18% of SPICE.

The average improvement in accuracy is about 10% as compared to SPICE.
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Table 10.9: Comparison of high-to-low propagation delay with SPICE of a CMOS
inverter driving a resistive-capacitive load including the effect of on-chip simulta-
neous switching noise

Input Impedance of Comparison of Propagation Delay
Rise Time Ground Rail Simulation Analytic Estimation

Tr L R C SPICE | Without SSN | With SSN
(ps) (nH) | () | (pF) (ps) (ps) | & (%) | (ps) |4 (%)
50 [ 0.1 163 152 6.7 162 | 0.6

10 {100 0.1 167 152 9.0 165 | 1.2

150} 0.1 172 152 | 11.6 | 168 | 2.3

200} 0.1 176 1521 136 | 171 ] 2.8

50 | 0.1 167 152 9.0 165 | 1.2

200 20 [10.0] 0.1 171 152 | 11.1 | 168 | 1.8
150 0.1 176 152 | 13.6 | 171 | 2.8

2001} 0.1 180 152 [ 156 | 174 | 3.3

50 | 0.1 172 152 | 11.6 |169| 1.7

30 [100] 0.1 176 152 | 13.6 | 172 | 23

150 0.1 180 1521 156 |175| 2.8

200 0.1 184 152 174 | 177 | 3.8

50 | 0.1 157 146 7.0 156 | 0.6

10 {10.0} 0.1 162 146 9.9 159 [ 1.9

150 0.1 166 146 | 12.0 {162 | 24

200 0.1 170 146 | 14.1 | 165 | 2.9

5.0 | 0.1 161 146 | 93 [ 159 1.2

150 20 [10.0] 0.1 165 146 | 11.5 [ 162 | 1.8
15.0| 0.1 170 146 | 14.1 | 165 | 2.9

200 0.1 174 146 | 16.1 | 168 | 3.4

50 | 0.1 166 146 | 12.0 | 162 | 24

3.0 {100} 0.1 170 146 | 14.1 165 | 29

150 0.1 174 146 | 16.1 | 168 | 3.4

200 0.1 170 146 | 18.0 | 170 | 4.5

Maximum error (%) 18.0 4.5
Average error (%) 12.6 24
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Table 10.10: Comparison of low-to-high propagation delay with SPICE of a CMOS
inverter driving a resistive-capacitive load including the effect of on-chip simulta-
neous switching noise

Input Impedance of Comparison of Propagation Delay
Rise Time Via Rail Simulation Analytic Estimation
Tr L R C SPICE | Without SSN | With SSN

(ps) (nH) | (©) | (pF) (ps) (ps) | 0 (%) | (ps) |6 (%)
50 | 0.1 310 304 2.0 311 | 0.3
1.0 {10.0] 0.1 319 304 4.7 318 | 0.3
150 0.1 329 304 7.6 322 | 2.1
200 0.1 338 304 10.0 | 328 | 3.0
50 | 0.1 314 304 3.2 314 | 0.0
200 20 {100 0.1 323 304 5.9 319 | 1.2
150 0.1 332 304 8.4 324 | 24
200 0.1 341 304 10.9 329 | 3.5
50| 0.1 318 304 4.4 316 | 0.6
30 |100} O.1 327 304 7.0 3211 1.8
150} 0.1 336 304 9.5 326 | 3.0
200 0.1 345 304 11.9 330 | 4.3
50| 0.1 300 294 2.0 302 | 0.6
1.0 {100 0.1 310 294 5.2 307 | 1.0
150 0.1 319 294 7.8 313 | 1.9
200} 0.1 328 294 104 | 318 | 3.0
50| 0.1 304 294 3.3 303 | 0.3
150 20 {10.0] 0.1 313 294 6.1 309 | 1.3
15.0| 0.1 323 294 9.0 314 | 2.8
200 0.1 332 294 | 114 | 319 | 3.9
5.0 | 0.1 308 294 4.5 305 | 1.0
30 {100] 0.1 317 294 7.3 310 | 2.2
150 0.1 326 294 9.8 315 | 34
2007 0.1 336 204 | 125 | 310 | 49
Maximum error (%) 12.5 4.9

Average error (%) 7.3 2.0
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If on-chip simultaneous switching noise cannot be neglected in VDSM syn-
chronous CMOS integrated circuits, these analytical equations, (10.37) and (10.49),
provide system level timing characteristics of a CMOS logic gate driving both a
capacitive and a resistive-capacitive load. This timing information can be used to
develop guidelines and methodologies for designing tapered buffers and inserting

repeaters in order to improve interconnect-based circuit performance.

10.5 Summary

An analytical expression characterizing the simultaneous switching noise volt-
age in VDSM CMOS circuits is presented in this chapter. This expression pro-
vides a method for evaluating simultaneous switching noise voltage at the system
level. The analytically derived waveform characterizing the on-chip simultaneous
switching noise voltage is quite close to SPICE. The predicted peak on-chip si-
multaneous switching noise voltage based on the analytical expression is within
10% as compared to SPICE. Circuit- and layout-level design constraints for the
power distribution network have also been briefly discussed.

It is necessary to consider on-chip simultaneous switching noise when deter-
mining the propagation delay of a CMOS logic gate in a high speed synchronous
CMOS integrated circuit. The effect of on-chip simultaneous switching noise on
the waveform of the output voltage and the propagation delay of a CMOS logic
gate is also discussed. The estimated propagation delay based on these analytical
expressions is within 5% as compared to SPICE; the average improvement can
reach 10% of SPICE as compared to delay estimates which do not consider on-
chip simultaneous switching noise. The analytical expressions presented in this

chapter provide an accurate timing model for repeater insertion, tapered buffer
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design, and related high performance design techniques for those high speed syn-
chronous CMOS integrated circuits where on-chip simultaneous switching noise

cannot be neglected.
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Chapter 11

Conclusions

On-chip interconnect noise has been the primary topic addressed in this dis-
sertation and is becoming one of the dominant issues in the design of high speed
CMOS integrated circuits. The integration density of CMOS integrated circuits
will continue to increase in the next decade. The speed (or operating frequency)
of high performance CMOS integrated circuits is now dominated by the on-chip
global interconnections. It has become necessary to incorporate on-chip inter-
connect noise into the overall IC design flow in order to improve circuit de-
sign efficiency and reliability. It is, therefore, necessary to consider interconnect
impedances when predicting the performance of CMOS integrated circuits.

A variety of interconnect models exist to characterize interconnect impedances.
If the interconnect resistance is comparable to the effective output resistance of
a CMOS logic gate, the interconnect should be modeled as a resistive load. For
short signal transition times and wide interconnect lines, the interconnect should
be characterized as an inductive load. A guideline for choosing an appropriate
interconnect model has been described in Section 2.3. A single capacitor is no

longer sufficiently accurate to model medium and long interconnect.
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The process in which interconnect impedances (capacitance, resistance, and
inductance) affect the waveform shape of on-chip signals, as well as the timing
and power characteristics of a CMOS logic gate driving a resistive and induc-
tive interconnect, has been discussed throughout this dissertation. An efficient
lumped (or effective load) impedance model has been presented to characterize
distributed interconnect based on a Fourier analysis of an on-chip signal. This

analysis includes the frequency dependence of the interconnect impedances.

e On-chip signals can be approximated by a Fourier series up to the 15th
harmonic component. The voltage waveform based on an effective load
impedance model is similar to distributed interconnect approximated by
sections of lumped circuit elements. Analytical expressions characterizing
the output voltage and propagation delay of a CMOS logic gate driving an
R(L)C load have also been developed based on an effective load impedance
model, simplifying the analysis of the circuit behavior of a CMOS logic
gate while providing timing guidelines at the system level. The analytical
waveforms are quite close to the waveforms derived from SPICE for a fast
ramp input signal. The estimated propagation delay is within 7% and 11%

as compared to SPICE for a resistive and an inductive load, respectively.

e For a resistive interconnect, the interconnect resistance reduces the time dur-
ing which the active MOS transistors remain in the saturation region. This
effect is called resistive shielding, where a portion of the load capacitance is
shielded when the MOS transistors operate in the saturation region. More-
over, the interconnect resistance degrades the waveform shape of the output
voltage signal. If the interconnect resistance is similar to the effective output

resistance of a CMOS logic gate, the time during which an MOS transistor
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operates in the linear region increases by almost 50% as compared to the
time of linear operation if the load is primarily capacitive. Therefore, the
MOS transistors of the following stage cannot turn off quickly. Additional
short-circuit and subthreshold current within the following logic stage can
also occur. Therefore, it is important to consider short-circuit power in the
analysis of the total transient power consumption when the interconnect is

modeled as a resistive-capacitive load.

Large inductive loads and fast input transition times can result in significant
short-circuit currents within the driver stage. The effect of the short-circuit
current has been included in the analytical expressions that characterize the
output voltage of a CMOS logic gate driving an inductive load. Analytical
equations characterizing the short-circuit power have also been developed
based on the load conditions and the shape of the input waveform. The
waveform of the output voltage based on the analytical equations are quite
close to SPICE for fast ramp input signals. The error of the estimated peak

short-circuit current is less than 7% as compared to SPICE.

Interconnections in CMOS integrated circuits are conductors deposited on di-

electric insulation layers. The fringing electric field and mutual magnetic flux

between neighboring interconnect lines result in a coupling capacitance and mu-

tual inductance. Therefore, there are two coupling mechanisms, i.e., capacitive

coupling and inductive coupling. Both the coupling capacitance and mutual in-

ductance increase if the spacing between the adjacent interconnect lines is reduced

and/or the aspect ratio of the interconnect thickness-to-width is increased.

e The coupling capacitance may become comparable to the line-to-ground

interconnect capacitance. Therefore, capacitive coupling has emerged as one
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of the primary issues in evaluating the signal integrity of CMOS integrated

circuits.

The importance of interconnect coupling capacitance depends upon the be-
havior of the CMOS logic gates. If the logic gates driving the coupled
interconnections are in transition, the coupling capacitance can affect the
propagation delay and the waveform shape of the output voltage signal. If
one of these logic gates is in transition and the other logic gate is quiet, the
coupling capacitance can not only change the propagation delay of the active
logic gate, but can also induce a voltage change at the output of the quiet
logic gate. The voltage change may cause extra current to flow through the
CMOS logic gate driving the quiet interconnect line, resulting in additional
power dissipation. Furthermore, the change in voltage may cause overshoots
or undershoots. The overshoots and undershoots may cause carrier injection
or collection within the substrate. Also, if the voltage change is greater than
the threshold voltage of the following logic gates, circuit malfunctions and

excess power dissipation may occur.

Analytical expressions characterizing the output voltage of each CMOS logic
gate driving a coupled capacitive load have been developed. Delay estimates
based on the analytical expressions are within 3% as compared to SPICE,
while the estimate neglecting the difference between load capacitances for an
in-phase, an out-of-phase, and one active transition can reach 48%, 16%, and
12% of SPICE, respectively. The peak noise voltage based on the analytical
prediction is within 4% of SPICE.
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e A transient analysis of CMOS logic gates driving coupled resistive-capacitive
interconnect has been presented for a two-line and three-line coupled system,
respectively. Delay estimates based on the analytical expressions are within
10% as compared to SPICE, while the estimates neglecting the nonlinear
behavior of a CMOS logic gate for an in-phase, an out-of-phase, and one
active transition can reach 50%, 18%, and 16%, respectively, for a two-line
coupled system. The peak noise voltage based on the analytical prediction
is within 7% and 13% of SPICE for a two-line and three-line coupled system,

respectively.

e Delay uncertainty can be minimized or even eliminated when both CMOS
logic gates and load capacitances are similar within a coupled system. For
example, the coupling capacitance can be eliminated from the effective load
capacitance for an in-phase transition. To reduce the propagation delay
of a CMOS logic gate in a coupled system, the probability of an out-of-
phase transition should be minimized because of the increased effective load
capacitance. However, if an out-of-phase transition cannot be avoided, the
size of each transistor within a coupled system can be adjusted to optimize
the propagation delay within a critical path by “transferring” some signal
delay (through the effective capacitance) from one circuit branch to another
circuit branch, an “advantage” of coupling capacitances. A proper strategy
for adjusting the coupled system depends upon the device parameters, the

interconnect structure, and the design target of the various data paths.

e For a two-line coupled system, the coupling noise voltage is proportional
to Bpi/vn2 (the ratio of the transconductance of the active transistor to

the effective output conductance of the quiet transistor) and C. (the cou-
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pling capacitance) as described in Chapters 6 and 7. If the effective output
conductance of the quiet transistor is increased, the peak noise voltage can
be reduced. This conclusion suggests that the size of the MOS transistors
within the quiet logic gate should be increased, contradicting the observation
for the propagation delay. Therefore, a tradeoff exists when choosing the
appropriate size of the transistors for a capacitively coupled system. The
optimal size of these transistors is also related to the signal activity and

other circuit constraints.

Both capacitive coupling and inductive coupling mechanisms can be com-
bined into a general coupled RLC transmission line model. Analytical ex-
pressions have been derived from time domain differential equations to es-
timate the coupling noise voltage at both ends of a quiet interconnect line.
The accuracy of the predicted peak noise voltage based on the closed form
expressions is within 20% of SPICE for the driver end and 15% of SPICE

for the receiver end.

The dependence of the propagation delay of the CMOS driver stage on the
driver impedance and the relationship between the relaxation time of the
coupling noise voltage and the driver impedance have also been presented.
The propagation delay of the driver stage decreases as the driver impedance
is reduced. The relaxation time of the coupling noise voltage is minimized
when the driver output impedance matches the interconnect impedance.
The peak noise at both ends of the quiet interconnect decreases when the
driver impedance is increased. Therefore, the driver impedance should be
determined from the specific design target in terms of the speed and noise

constraints.
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Power distribution networks in high complexity CMOS integrated circuits must
be able to provide sufficient current to support an average and peak power demand
within all parts of an integrated circuit. The large dimensions and average currents
require special design strategies to maintain a constant voltage supply within the
power distribution networks. Moreover, decreased power supply levels reduce the

tolerance to voltage changes within the CMOS-based power distribution networks.

e Due to the lossy characteristics of the metal interconnections in CMOS
integrated circuits, transient IR voltage drops within a power distribution
network are no longer negligible. Analytical expressions characterizing these
transient IR voltage drops have been developed. The peak IR voltage drops
occur when the input signal completes a transition (for a fast ramp input
signal). The peak value of the transient IR voltage drops based on the

analytical expression is within 6% as compared to SPICE.

e Analytical expressions characterizing the output voltage and propagation
delay of a CMOS logic gate have also been presented for a capacitive and
a resistive-capacitive load, respectively, including the effects of transient IR
voltage drops. The propagation delay model based on the analytical ex-
pressions is within 5% of SPICE while the delay model without considering
transient IR voltage drops can reach 20% as compared to SPICE for a 20 Q2
power line. Circuit- and layout-level design constraints have also been ad-
dressed to manage the maximum value of the transient IR voltage drops,

providing guidelines for the design of on-chip power distribution networks.

e Due to the on-chip parasitic inductance inherent to the power distribution
network, fast current surges result in voltage fluctuations in the power distri-

bution network. Simultaneous switching noise originating from the internal



261

circuitry is becoming an important issue in the design of very deep sub-
micrometer (VDSM) high performance integrated circuits. This increased
importance can be attributed to faster clock rates, large on-chip switching
activities, and large on-chip currents, all of which are increasingly common

characteristics of a VDSM synchronous integrated circuit.

An analytical expression characterizing on-chip simultaneous switching noise
voltage in VDSM CMOS integrated circuits has been developed. This ex-
pression provides a method for evaluating simultaneous switching noise volt-
ages at the system level. The analytically derived waveform characterizing
the on-chip simultaneous switching noise voltage is quite close to SPICE.
The predicted peak on-chip simultaneous switching noise voltage based on
the analytical expression is within 10% as compared to SPICE. Circuit- and
layout-level design constraints to manage the peak on-chip simultaneous

switching noise have also been developed.

The effects of on-chip simultaneous switching noise on the waveform shape
of the output voltage signal and the propagation delay of a CMOS logic
gate have been discussed. The estimated propagation delay based on the
proposed delay model is within 5% as compared to SPICE; the average
improvement can reach 10% as compared to delay estimates which do not
consider on-chip simultaneous switching noise. The proposed delay model
provides an accurate timing framework for repeater insertion, tapered buffer
design, and related high performance design techniques for those high speed
synchronous CMOS integrated circuits where on-chip simultaneous switch-

ing noise cannot be neglected.
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Summarizing, the research presented in this dissertation provides a capability
for estimating on-chip interconnect noise at the system (or chip) level, permit-
ting interconnect-based design strategies and related design methodologies to be
developed that reduce on-chip interconnect noise in CMOS integrated circuits.
Multiple electrical and physical issues, inherent to high speed VDSM technolo-
gies, have also been considered in this dissertation. The primary overall goal of
this dissertation is to develop the specific methodologies, techniques, and strate-
gies for designing modern CMOS integrated circuits in order to both reduce and
compensate for on-chip interconnect noise, thereby providing a high performance

design capability with improved signal integrity.
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Chapter 12
Future Work

Signal integrity has become a dominant concern in the design of high per-
formance integrated circuits. As operating frequencies exceed a gigahertz, noise
originating from the on-chip interconnect has begun to limit circuit performance.
The challenge of managing signal integrity strongly affects the integrated circuit
design process. Furthermore, currently on-chip interconnect noise is detected only
after the physical layout has been completed, expending significant manpower,
money, and time.

The effects of interconnect resistance and inductance on the waveform shape of
on-chip signals, electromagnetically coupled interconnect, and voltage fluctuations
in power distribution networks have been discussed in this dissertation. Design
guidelines have also been developed to manage the peak noise caused by on-
chip interconnect. The primary objective of this dissertation is to enhance signal
integrity in high speed VDSM CMOS integrated circuits and incorporate noise
estimation techniques into existing optimization algorithms to estimate circuit
performance at the system level. In order to provide an overall capability for
estimating noise at the system (or chip) level, interconnect design strategies need

to be developed that reduce noise in integrated circuits. Multiple electrical and
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physical issues, inherent to modern high speed VDSM technologies, will need to

be considered in the future.

12.1 Modeling of Interconnect Impedances Based
on Geometric Layout Parameters

The waveform shape of on-chip signals is a function of the interconnect impedances

(capacitance, resistance, and inductance) [125, 126],
V=V(R,L,C), (12.1)

where R, L, and C are the interconnect resistance, inductance, and capacitance,
respectively. Interconnections in CMOS integrated circuits, however, are multi-
conductor lines existing on different physical planes. The parasitic capacitance,
resistance, and inductance of the conductor lines can be determined from the
geometric parameters of the on-chip interconnections, as shown in Figure 12.1 [127,
128].

The interconnect impedances can be characterized as

R =Rt Wi, i) = pr-—, (12:2)
C =C(lint; Wint, Hint, Sints toz)s (12.3)
Ce =C(lint; Wint, Hints Sints toz), (12.4)
L =L(line, Wines Hint, Sints toz), (12.5)
Ly =L(lint, Wine, Hint, Sint, tez), (12.6)

where C, and L,, are the coupling capacitance and mutual inductance between
adjacent lines, respectively. W;,, is the width, H;,, is the thickness, and /;,, is the

length of the interconnect line. S;,; is the spacing between adjacent interconnect
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Figure 12.1: Geometric parameters of interconnect lines

lines. ¢, is the thickness of the insulation field layer. p is the resistivity of the
interconnect. In terms of extracting on-chip interconnect impedances [127,128],
interconnect resistance is relatively simple to determine based on the structure
of the on-chip interconnections [59]. However, significant research is required to
extract and model on-chip capacitances and, particularly, inductances based on

physical geometric information [129-134].

12.1.1 Compact Model of On-chip Inductance Including
Current Return Path

Inductance extraction is notoriously difficult because the inductive current
path depends upon characteristics of the silicon substrate, the layout of the power
distribution network, the structure of adjacent interconnect lines, and other “non-

local” factors [135,136]. It is extremely difficult to develop a general solution by
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considering all of these factors [137,138]. However, if the physical structure of
the on-chip interconnections is completely specified, the interconnect inductance
can be determined by solving three-dimensional field equations using a full wave
analysis or other numerical analyses, such as Monte Carlo techniques [139-141].
Based on these numerical results, a curve fitting technique can be applied to
develop a reasonably accurate compact model of on-chip inductive interconnect
impedances.

An alternative method is to consider the silicon substrate to behave as an ideal
ground plane. The signal propagation along an interconnect line can be approx-
imated as a TEM or quasi-TEM wave as shown in Figure 12.2. The parasitic
inductance of the interconnect line per unit length can be determined from (12.7),

Hds

L= Hj;—..:‘i, (12.7)
¢$. Hdl

where u is the permeability of the dielectric. The inductance derived from (12.7)

can be modified by considering the effect of the silicon substrate [142].

12.1.2 Design Guidelines to Optimize Physical Layout

If a compact model of interconnect inductance is available, the signal waveform

described by (12.1) will become
V= V(R’ L’ C) = V(linh Wines Hint: Sinh toz)- (12.8)

Therefore, the waveform shape of on-chip signals can be described as a function
of geometric layout parameters of the on-chip interconnections [143-145]. Based
on (12.8), the peak interconnect noise can be determined based on the geometric
structure of the on-chip interconnections. Layout constraints and design guide-

lines can be developed to maintain specific circuit functions [146,147]. These
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Figure 12.2: Parasitic inductance of an on-chip interconnect line

constraints and guidelines can be incorporated into an electrical rule checking ca-

pability in order to minimize the effects of crosstalk between interconnect [148).

12.2 An Overall DFN Capability for High Speed
Integrated Circuits

The research directions discussed in the previous section focus on the physical
layout level in the design hierarchy of integrated circuits. Another important
research objective is to incorporate noise information into higher design levels
(such as the logic level or even register transfer level — RTL) within the design

hierarchy.



268

12.2.1 Conditions of Circuit Failure Due to Interconnect
Effects

The concept of interconnect effects includes the effects of electromagnetically
coupled interconnect and voltage fluctuations in power distribution networks. It
has been described in this dissertation that the effects of interconnect coupling
depends upon the geometric size of the transistors and the signal activity among
coupled systems. If the CMOS logic gates driving the coupled interconnections
are in transition, the coupling capacitance and mutual inductance can change
the effective load impedances, thereby affecting the propagation delay and the
waveform shape of the output voltage signal, creating delay uncertainty within
the data and clock paths [149-151]. Moreover, fast clock signal transition times
make it difficult to satisfy clock skew requirements in high performance integrated
circuits. Therefore, special design techniques are required to implement high speed
clock distribution networks, which can lead to multiple redesign efforts.

Furthermore, the voltage change on a quiet interconnect line may cause over-
shoots or undershoots. The overshoots and undershoots may cause carrier injec-
tion or collection within the substrate, degrading the logic states in a dynamic
logic circuit. Moreover, if the voltage change is greater than the threshold voltage
of the following logic gates, circuit malfunctions and excess power dissipation may
occur. These deleterious effects caused by coupling noise voltages become aggra-
vated as the relaxation time, the time for the coupling noise to reach a steady
state voltage, increases.

Voltage fluctuations in power distribution networks affect the signal delay,
creating delay uncertainty since the power supply level temporally changes the

local drive current. Furthermore, logic malfunctions may be created and excess



269

power may be dissipated due to faulty switching if the power supply fluctuations
are sufficiently large.

Therefore, it is important to identify these interconnect related circuit failures
at the early stage of the integrated circuit design process [105, 152-154]. A signif-
icant improvement in the existing capability for estimating on-chip interconnect
noise is necessary in order to be able to design circuit blocks composed of millions

of high speed transistors [155, 156].

12.2.2 A Unified Algorithm to Estimate Interconnect Noise

Although different noise sources, e.g., interconnect impedances, electromag-
netically coupled interconnect, and voltage fluctuations in power distribution net-
works, have been independently addressed in this dissertation, these noise sources
are actually related. The power distribution network is interconnect based since
power buss lines are conductors on physical planes. Moreover, the structure of the
on-chip power distribution network can affect the interconnect coupling capaci-
tance, changing the ratio of the fringing electrical field flux to the line-to-ground
electrical field flux [157,158]. Furthermore, the inductive return paths are of-
ten through power distribution networks, making the layout and location of the
power distribution network relative to the high speed data paths of significant
importance.

One possible future research topic is to integrate all of these noise mechanisms
into a unified design capability for estimating interconnect related noise at the sys-
tem level. Because the device and interconnect parameters are dependent upon
low level physical structures, a bottom-up research strategy will be necessary in
the analysis of system level signal integrity. The computational complexity of

this problem is a significant issue, requiring efficient and accurate expressions for
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modeling these interconnect effects. A second future topic is to integrate this
unified noise capability into various circuit optimization strategies. Examples of
circuit optimization strategies include clock skew scheduling [159], clock tree syn-
thesis [67, 116}, and retiming [160], permitting signal integrity to be incorporated

into a variety of system level synthesis tools.

12.3 Design Guidelines for the Power Grids

Optimizing the power distribution network is necessary in order to reduce
the effects of both on-chip/off-chip simultaneous switching noise and transient
IR voltage drops [161,162]. Certain layout guidelines have been presented to
control the maximum length of a power supply rail in order to suppress the peak
simultaneous switching noise and transient IR voltage drops. However, if the
power distribution network is structured as a mesh rather than as an interleaved
combed structure, it is necessary to determined the size of the power grids based
on the guidelines presented in Chapters 9 and 10.

A power distribution network structured as a mesh is shown in Figure 12.3.
The effective impedance of the power supply rail connected to a CMOS logic gate

is

R =R(z,y,9,w), (12.9)
C =C(z,y,9,w), (12.10)
L =L(z,y,9,w), (12.11)

where z and y characterize the location of the CMOS logic gate, g is the size
of the mesh, and w is the line width of the power supply rail. The parameters
defined in (12.9), (12.10), and (12.11) can be determined by impedance extraction
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Figure 12.3: A mesh structure of the power distribution network
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techniques as discussed in Section 12.1. Therefore, the effective load impedance
of the mesh structure can be incorporated into the design guidelines developed
in Chapters 9 and 10 to determine the optimal size of the mesh and the optimal

width of the power supply rail.

12.4 Novel Circuit Structures with High Noise
Immunity

New circuit structures wiil be required to increase circuit noise immunity. The
far end (or receiver end) coupling noise voltage can cause logic malfunctions if
the peak noise is greater than the logic threshold. One proposed technique is to
increase the switching threshold of the receiver stage by using novel circuit struc-
tures. A Schmitt trigger structure [55], which has different switching thresholds
for positive- and negative-transitioning input signals, is one effective technique to
increase signal noise immunity. A Schmitt trigger structure can convert a noisy
or slowly varying input signal into a low noise digital output signal (33, 163).

In order to minimize on-chip simultaneous switching noise, on-chip decoupling
capacitors are often required {164-168]. One solution for creating an on-chip
decoupling capacitor is to exploit the top metal layer in order to form an on-chip

parasitic decoupling capacitance.

12.5 Techniques to Minimize On-chip Intercon-
nect Noise

On-chip interconnect noise can cause circuit malfunctions, dissipate extract
power, affect signal quality, and degrade long term reliability. If the on-chip inter-

connect noise is sufficiently large, design strategies must be modified to mitigate
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the effects of the interconnect noise [93]. A potentially important focus of future
research is to develop circuit and layout techniques that reduce the effects of on-
chip interconnect noise. An advantage of the bottom-up approach presented in
this dissertation is that the device and interconnect models are based on physical
parameters. Close form design expressions based on the physical behavior can
therefore be applied in the development of layout and circuit techniques that re-
duce the effects of on-chip interconnect noise. Some projected layout and circuit

techniques are discussed below.

12.5.1 Layout-Level Techniques

Certain layout routing techniques could be developed to reduce the length of
neighboring parallel interconnect. By reordering the conductor lines, the effective
coupling factors can be reduced [169-171]. More accurate analytical models of
on-chip parasitic capacitances and inductances are necessary at the system level,
permitting these models to be embedded into electrical verification tools, as dis-
cussed in Section 12.2.2.

A layout strategy could also be developed to eliminate the data corrupted by
the minority carrier injection process. A diffusion collector, tied to a power rail,
can be placed between the injector and the dynamic node to collect the injected
minority carriers. By redistributing the Vpp/Vss lines, a metal layer can be
used as a reference Vpp/Vss plane. The additional ground plane will reduce the
coupling noise voltage and current density between adjacent interconnect lines,

thereby reducing on-chip simultaneous switching noise.
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12.5.2 Circuit-Level Techniques

Repeater insertion is another important circuit technique that can be used to
improve signal integrity and reduce coupling noise voltages [172,173]. The inserted
repeaters reduce the coupling between adjacent parallel interconnections, resulting
in a decrease in the peak noise voltage. The peak noise voltage is proportional to

a coupling factor m.. For example, the coupling factor with no inserted repeaters

mcnorep

C.
Cint + Cgatc + Cc,

(12.12)

mcnorap =

where C. is the coupling capacitance, Cjy, is the self-interconnect capacitance,
and Cy,. is the gate capacitance of the following logic stage. Assuming a CMOS
inverter is inserted in the middle of an interconnect line with the gate capacitance

equal to Cyae, the coupling factor with inserted repeaters m,,,,

5 Ce
= = = < Mepypes- 12.13
%‘“‘ + Cgate + %-_ Cint + 2Cgate + Cc P ( )

Meeep

Therefore, by inserting repeaters, the coupling factor is reduced. Another ad-
vantage of inserting repeater is that the signal distortion caused by long resistive

interconnect is minimized.

12.6 Summary

On-chip interconnect noise has become an increasing challenge in the design
of high performance integrated circuits. This trend is due to four principle rea-
sons: increasing interconnect densities, faster clock rates, more aggressive use of
dynamic logic circuits, and scaling of device threshold voltages. Signal integrity

has therefore become a metric of comparable importance to speed, power, and
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area in designing CMOS integrated circuits. The most effective strategy for man-
aging signal integrity is the application of physical design synthesis - from the gate
level to the physical layout level. Once signal integrity is automated in the design

process, design efficiency and circuit performance will be significantly improved.
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Appendix A

Both Transistors Operating in
the Linear Region for a Two-Line
Coupled System

When both active transistors operate in the linear region, the drain-to-source
current of each MOS transistor can be characterized by vVps, where 7 is the
effective output conductance of a MOS transistor. For an in-phase transition
where the outputs of both inverters transition from high-to-low, the differential
equations charactering a system of two coupled CMOS inverters are

dV, dV;

~nVi =(Ci +Co)(1+ Rim)— ~ Ce(1 + Rem)—, (A1)
dV; dVi

-2V =(Cy + Cc)(1 + Rz’)’z)d—t2 -Cc(1+ Rl’h)d—tlo (A.2)

The general solutions of these coupled differential equations, (A.1) and (A.1), are

Vi =%K3(e'°“ +e7 % + %(e'““ —e™nt))

Ccv(l + Ram)

Q

+ K, (et —e?), (A.3)

and

Va =%K4(e“'“ +e7t — g—c(e“"“ — e®t))
a

+ K, Cen(l+ Rim) (e~o1t — e=2t), (A.4)

a
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where
_ 1+Rm ap + g
* T14 Ry, C,Cy + C(Cy + Cz), (A-5)
1+ Rim Qp — Qg
@2 1 + Ry C1Co + Cc(Cl + Cg) ’ (A6)
o, =v/a? + 471 1C3(1 + Rim)(1 + Rama), (A.7)
@y =71(1 + Ram2)(C2 + Ce) + 72(1 + By )(Cy + Ce), (A.8)
a. =n(l+ R272)(C2 + Cc) - %l + Rim)(C, + C.). (Ag)

K3 and K are integration constants which are determined from the initial condi-
tions of V| and V, when both transistors enter the linear region, and are

_CVi(n) — BVa(n)

K = s (A.10)
_AVp(n) — DVi(m)
K, = C—BD (A.11)
where
1, _ Qc, _ -
A=§(e ain | g-am +a_(e an _ g=am)), (A.12)
B =Cc72(la+ Ryy,) (e~17 — g=oam), (A.13)
1, _ _ e, _ -
C =-2-(C am g e=@n _ E-(e aun _ e azﬂ))’ (A.14)
D =Cc’}'1(la+ RI'YI) (e—am - e-az‘n). (A.15)

7, is the time when both transistors start operating in the linear region. Vi(m)
and V,(n;) are the initial values of V) and V; at the time 7;.
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Appendix B

One or More Transistors
Operating in the Linear Region
for a Three-Line Coupled System

For a three-line coupled system, it is assumed that Inv, leaves the saturation
region first, followed by Inv; starting to operate in the linear region, and finally
Inv, entering the linear reglon Therefore, there are three disparate time regions,

rl.<t<73, 3, <t< 7, and 72, < t. For a set of equations such as
AX +B\Y =D, (B.1)
AsX + ByY + CoZ =Dy, (B.2)
ByY +C3Z =D, (B.3)

the solution is
D, + Bl(C;;(Ang - A1D2) + A102D3)

X = ¥ A((ABs = 4B,)Cs — A B:Cs) (B-4)

y = _ G3(AeDy — A1Ds) + AiCDs (B.5)
(A1B; — A2B,)C3 — A ByCy’ '

7 =Ds | Bs(Cs(A2D1 — AiDy) +A4.C;Ds) (B.6)

B.1 Only Inv; Operates in the Linear Region

When only Inv; begins operating in the lmear region, the discharge current of
Inv, and Invs (I, and I3) is a constant, i.e., 52 =0 and 7} = 0 (neglecting the
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Early effect). Therefore, the differential equations, (7.3), (7.4), and (7.5), become

dV; dV;
1+ Rl’)‘nl)Cud—t1 - Ctzd—: = —yW, (B.7)
dV; dV; dV;
szT:' -1+ Rl’Ynl)Clzd—t1 - Czs'at—a = I, (B.8)
dVs v,
C3t7t" - Czaﬁ = I3, (B.9g)
where
Iy = = Bpa(Vaa — Vrn)™, (B.10)
I3 = — Bn3(Vaa — Virw )™ (B.11)
Defining
Y=t — T (B.12)

substituting ¢ with 3;, and applying a Laplace transform to (B.7), (B.8), and
(B.g), a solution of the output voltages, V,(s), V2(s), and V3(s), is produced. These
expressions maintain the same formulation as (B.4), (B.5), and (B.6). However,
the coefficients are

Ay =(1 + R17n1)Cues + Yas (B.13)
B, = — Cyss, (B.14)
Dy =(1 + Ri¥n1)CrViasar — Cr2Va(Tyy,), (B.15)
Az =~ (1+ Ryva1)Cha, (B.16)
By =Cu, (B.17)
02 = - 023, (B.IS)
D, I—Ze-"‘ 4 Culaltuad)
s )
1+ Rl’Ynl)CmV:m + CoaVa(rhy) , (B.19)
B; = - Cy, (B.20)
C3 =Cy, (B.21)
D3 =§e-ﬂ.‘¢l + C&V:’(Tslat) ; C23V2(Talat) . (B.22)

B.2 Both Inv; and Inv; Operate in the Linear
Region

When both Inv; and Inv, operate in the linear region, the discharge current

of Inv, is a constant, i.e., %’f = 0 (neglecting the Early effect). Therefore, the



differential equations, (7.3), (7.4), and (7.5), become
avy dv,

(1 + Ryvm1)Cu—- el Cra—~ dt2 —Tn1V1,
Cz:ﬁ -1+ Rl‘Ynl)CLz—- — (1 + RaYna)Coa—- dt =1,
(1+ Rs’Yna)Csz V - Cz:s-c'l-‘é = ~Tn3Va,
where
I = — Bna(Vaa — Ve )™.
Defining
Yy =t =T,
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(B.23)
(B.24)

(B.25)

(B.26)

(B.27)

substituting ¢ with », and applying a Laplace transform to (B.23), (B.24), and
(B.25), a solution of the output voltages, V|(s), Va(s), and V4(s), is produced.
These expression maintain the same formulation as (B.4), (B.5), and (B.6). The

coefficients are

Ay =(1 + Rl'Ynl)Clts + Tnly

B, = - Cyss,

Dy =(1 + Riva1)CreVi(1d,) — CraVa(rly),
Az == (14 Ry7n1)Chay

By =Cy,

Cz = = (1 + R37n3)Cas,

I ""r C V 34
D, =;% 3, Cu 23( e)
_ @+ Rl’Ym)Cth( 73.) + (1 + R3¥n3)Ca3Vasar
S ?
Ba = — Cp38,

=(1 4+ R37n3)Ca5 + Vn3,
D3 =(1 + R3Yn3)CatVasar — Ca3Va(T, at)

(B.28)
(B.2g)
(B.30)
(B.31)
(B.32)
(B.33)

(B.34)
(B.35)
(B.36)
(B.37)
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B.3 Inv,, Inv,, and Inv; all operate in the Linear

Region

When Invy, Invs, and Invs all operate in the linear region, the differential

equations, (7.3), (7.4), and (7.5), become

avi
(1+ Rl'Ynl)CltE -

dV;

(1+ Rz'Ynz)C2z—t' - (1+ Riv1)Ch2

d

dV,
-(1+ R:s’)'ns)C"z:s"(-itﬁ = =2V,

dVs

dV;
(1 + R37n3)03¢‘a-t' - C23d_t2 = —’7,.3V3.

Defining

_ 2
1003 - t - T,at!

dV;
Clz-(-lt—z = -7V,

(B.38)

(B-39)

(B.40)

(B.41)

substituting ¢ with 3, and applying a Laplace transform to (B.38), (B.39), and
(B.40), a solution of the output voltages, Vi(s), Va(s), and Vi(s), is produced.
These expressions maintain the same formulation as (B.4), (B.5), and (B.6). The

coefficients are

A; =(1 + Ri1n1)Ches + a1y

B, =—C\as,

Dy =(1 + Ri¥a1)CreVa(7d,) — CraVa(7iy),
Az = — (1 + Ryya)Chas,

B; =(1 + RaYn2)CatS + Yn2,

C2 = = (1 + R3n3)Cass,

D3 =(1 + Ry¥n2)CatVisar — (1 + Riyn1)Ci2aVi(72,) — (1 + Rava3)CasVa(rdy),

B3 = — (1 + Ry7n2)Cass,
C3 =(1 + R3Yn3)C3e8 + Yn3
D3 =(1 + R37n3)C3tV3(Tszat) - (1 + R2'Y7n2)C23Vnmt-
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