Chapter 5
Physical Analysis of NoC Topologies
for 3-D Integrated Systems

Vasilis F. Pavlidis and Eby G. Friedman

5.1 Introduction

Several new topologies for on-chip interconnect networks are supported by verti-
cal integration. These three-dimensional topologies improve the performance of an
on-chip network primarily in two ways. The length of the physical links connecting
the switches of the network is shorter. Additionally, the data can be routed across the
on-chip network through a smaller number of switches. The three-dimensional (3-D)
NoC topologies include two types of physical links implemented with horizontal and
vertical interconnects. These links exhibit substantially different physical and elec-
trical characteristics. The different 3-D topologies and timing and power models that
describe the performance of the resulting 3-D networks are discussed in this chapter.

These models emphasize the physical characteristics rather than the architec-
tural details of the network. These models provide useful bounds for improving
the performance of on-chip networks by exploiting the third dimension. With these
models, the topology that minimizes the latency or power consumption of a network
can be determined. As described in this chapter, a network topology can typically
enhance one of these two primary design objectives.

The thermal behavior of 3-D integrated systems is another important issue due to
the increased power densities that can develop. To characterize the thermal effects
on the performance of 3-D NoC topologies, the timing and power models are en-
hanced by including the dependence on temperature of specific parameters, such as
the electrical resistance of an interconnect. Consequently, the topology that produc-
es the minimum rise in temperature at the plane located farthest from the heat sink
of the system can be selected while satisfying specific performance characteristics.
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A first-order thermal model is utilized to determine the rise in temperature in
each plane within a 3-D system. Elevated temperatures can affect the performance
of the processing elements (PEs) in addition to the performance of the network.
Consequently, an enhanced analysis methodology including thermal effects,
which provides the interconnect architecture employed in the PEs, is described
in this chapter. In this methodology, the number of metal layers, pitch of the
interconnect in each metal layer, and number of physical planes are considered.
In addition, the rise in temperature due to the heat generated by transistor switch-
ing and joule heating of the wires is evaluated. In other words, the methodology
described in this chapter provides a means to estimate early in the design cycle
the behavior of a 3-D topology for an integrated system interconnected with an
on-chip network.

This holistic approach in the design of 3-D systems based on networks-on-chip
is necessary, as demonstrated in this chapter. Neglecting the effects of the power
consumption of the PEs and the related temperature rise can produce a misleading
result when selecting the 3-D NoC topology that exhibits the highest performance.
The analysis approach presented in this chapter is applied to homogeneous 3-D
NoCs (i.e., all of the PEs are assumed identical) exploring diverse objectives, such
as speed, power, and temperature. As demonstrated in this analysis, a primary crite-
rion for the design of these 3-D systems is whether the third dimension is used for
the on-chip network or the PEs,

In the next section, the 3-D NoC topologies investigated in this chapter are de-
scribed and some notation is introduced. Timing and power models for the on-chip
network are presented in Section 5.3. A technique for determining the wiring re-
sources of the PEs within a 3-D system interconnected with an on-chip network and
the resulting rise in temperature in the different 3-D NoC topologies is presented
in Section 5.4. Several tradeoffs among different characteristics of the topologies
including the network size, number of physical planes, and operating frequency of
the PEs are discussed in Section 5.5. The primary objectives of the chapter are sum-
marized in the last section of the chapter.

5.2 Three-Dimensional On-Chip Network Topologies

Primary topologies for 3-D networks are presented and related terminology is in-
troduced in this section. Mesh structures have been a popular network topology for
conventional 2-D NoC [1-3]. A fundamental element of a mesh network is illus-
trated in Fig. 5.1a, where each processing element (PE) is connected to the network
through a switch. A PE can be integrated either on a single physical plane (2-D 1C)
or on several physical planes (3-D IC). Each switch in a 2-D NoC is connected to
a neighboring switch in one of four directions. Consequently, each switch has five
ports. Alternatively, in a 3-D NoC, the switch typically connects to two additional
neighboring switches located on the adjacent physical planes. The switch architec-
ture is considered here to be a canonical switch with input and output buffering [4].
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Fig. 5.1 Different NoC topologies (not to scale), (a) 2-D IC - 2-D NoC, (b) 2-D IC — 3-D NoC,
() 3-D IC - 2-D NoC, and (d) 3-D IC - 3-D NoC [8]

Although a network switch can also be designed in a 3-D manner [5], herein, the
switches are considered as two-dimensional (i.e., occupy a single physical plane).
Note that if 3-D switches are utilized, the performance of each of the targeted to-
pologies will be improved equally. Consequently, a comparison of the 3-D network
topologies is independent of whether a 2-D or 3-D switch is used. The combination
of a PE and switch is a network node. For a 2-D mesh network, the total number
of nodes N is n, x n,, where n, is the number of nodes included in the i physical
dimension.

Integration in the third dimension introduces a variety of topological choices
for NoCs. For a 3-D NoC, as shown in Fig. 5.1b, the total number of nodes is
N =n, X n, x n,, where n, is the number of nodes in the third dimension. In
this topology, each PE is on a single yet possibly different physical plane (2-D
1C - 3-D NoC). Alternatively, a PE can be implemented on only one of the n,
physical planes. The 3-D system, therefore, contains n, X n, PEs on each of the n,
physical planes, where the total number of nodes is V. This topology is discussed
in [6, 7]. A 3-D NoC topology is proposed in Fig. 5.1c, where the interconnect
network is contained within one physical plane (i.e., ny = 1), while each PE is
integrated on multiple planes, notated as n, (3-D 1C - 2-D NoC). Finally, a hy-
brid 3-D NoC based on the two previous topologies is proposed in Fig. 5.1d. In
such an NoC, both the interconnect network and the PEs can span more than one
physical plane of the stack (3-D IC — 3-D NoC). In the following section, latency
and power expressions for each of the NoC topologies are presented, assuming a
zero-load model.
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5.3 Timing and Power Model for 3-D NoCs

In this section both timing and power dissipation models for on-chip networks are
described. Modeling specific parameters as a function of temperature is also dis-
cussed to investigate thermal effects on different 3-D NoC topologies. The latency
and power dissipation models are presented in Sections 5.3.1 and 5.3.2, respectively.

5.3.1 Latency Model for 3-D NoC

In this section, analytic models of the zero-load latency of each of the 3-D NoC
topologies are described. Zero-load network latency is widely used as a perfor-
mance metric in traditional interconnection networks [10]. The zero-load latency
of a network is the latency where only one packet traverses the network at any one
time. Although this model does not consider contention among packets, the zero-
load latency can be used to describe the effect of a topology on the performance of a
network. The zero-load latency of an NoC with wormhole switching is [10]

L
Thetwork = /10,175 ettt Tp: 5.1

where the first term represents the routing delay, t, is the propagation delay along
the wires of the physical link, which is also called a buss here for simplicity, and
the third term is the serialization delay of the packet. hops is the average number of
switches that a packet traverses to reach the destination node, t, is the switch delay,
LI7 is the length of the packet in bits, and 4 is the bandwidth of the buss defined as
b=w_f,where w_is the width of the link in bits and /. is the inverse of the delay of
a bit propagating along the longest physical link.

Since the number of planes that can be stacked in a 3-D NoC is constrained by
the target technology, n, is also constrained. Furthermore, n,, n,, and n, are not nec-
essarily equal. The average number of hops in a 3-D NoC is

hops = nmnany(ny + ny + n3) — my(my + ny) — n.nz’ (5.2)
3(mynany — 1)

assuming dimension-order routing to ensure that minimum distance paths are used
for routing packets between any source-destination node pair.

Although the average number of hops provides a useful expression for a latency
model of an NoC, (5.2) does not characterize all possible traffic scenarios within
a network. For example, while uniform traffic among the PEs can be modeled by
the average number of hops, applications that favor localized traffic will result in a
different number of hops from (5.2). This situation does not lessen the applicabil-
ity of the models described in this section as long as an expression for the number
of hops can be determined. In addition, synthesis tools for on-chip networks typi-
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cally utilize a zero-load model to determine the number of hops within the network,
thereby determining the latency of each synthesized topology [9]. In the case, where
the network traffic cannot accurately be described in closed form, the inherent char-
acteristics of the topologies depicted in Fig. 5.1 can guide the selection process for
a specific topology. For example, consider a highly localized traffic scenario. The
vertical channels can be used primarily for high bandwidth data transfer since the
vertical links exhibit a considerably lower delay as compared to the horizontal links.
This difference in latency suggests that a 2-D IC — 3-D NoC is a better candidate
than a 3-D IC — 2-D NoC topology, where the network includes only horizontal
links. The criterion for choosing this topology, in this case, would be the short verti-
cal links, not the reduction in the number of hops (due to the larger number of the
PEs connected to each switch).

To describe this difference in latency between the two types of links, the average
number of hops in (5.2) can be divided into two components, the average number of
hops within the two dimensions n, and n,, and the average number of hops within
the third dimension n,

_ m(m 4 n)(mny — 1)

h -p = .
oPS2-D (mnans —1) (-3)
2
—1
hopss_p = 3 — Dminy (54)

3(mnany — 1)’

The delay of the switch ¢, is the sum of the delay of the arbitration logic ¢, and the
delay of the switch 1, which is assumed to be implemented with a classic crossbar
switch [10],

Lh=t,+ . (55)
The delay of the arbiter as described in [1 1lis

ta = (21(1/4)log, p + 14(1/12) +9), (5.6)

where p is the number of ports of the switch and 7 is the delay of a minimum sized
inverter for the target technology. Note that (5.6) exhibits a logarithmic dependence
on the number of switch ports. The length of the crossbar switch also depends upon
the number of switch ports and the width of the buss,

ls = 2(w; + s)wep, (5.7

where w, and s, are the width and spacing, respectively, or, alternatively, the pitch of
the interconnect and w, is the width of the physical link in bits. Consequently, the
worst case delay of the crossbar switch is determined by the longest path within the
switch, which is equal to (5.7). The delay of the physical link ¢_is

te = tvhopsy_p + tyhopsa_p, (5.8)
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where 7 and ¢, are the delay of the vertical and horizontal buss, respectively (see
Fig. 5.1b). Note that if n; = 1, (5.8) describes the propagation delay of a 2-D NoC.
Substituting (5.5) and (5.8) into (5.1), the overall zero-load network latency for a
3-D NoC is

L
Tpenvork = hops(ty + 1) + hopsa—pty + hops;_pt, + ;"th- (5.9

e

To characterize ¢, t,, and ¢ , the models described in [12] are adopted, where repeat-
ers lmplemented as sunple inverters are inserted along the interconnect. According
to these models, the propagation delay and rise time of a single interconnect stage
for a step input, respectively, are

12
ta = 0.377755 /C L 40.693 (R,,Oco +

ﬂ

Raocil; 4 rili Cooh;

5.10
/1,'/(,' /(,‘ >, ( )

12
fi=1.1 ; +2.75 (R,.OCO +

!

(5.11)

R,-()C,'[,' + I','[,'Cgoll,' ,
/‘l,'/(,' /C,'

where r(c,) is the per unit length resistance (capacitance) of the interconnect and/,
is the total length of the interconnect.

The index i is used to notate the interconnect delays included in the network (i.e,
i€ {s,v,h}). h,and k, denote the size and number of repeaters, respectively, and C
and C, represent the gate and total input capacitance of a minimum sized devwe
respectlvely C, is the summation of the gate and drain capacitance of the device. R,
and R, descnbe the equivalent output resistance of a minimum sized device used
to detel mine the propagation delay and transition time of a minimum sized inverter,
respectively, where the output resistance is approximated as

Via
Rl(tl)() = Kl(d)ll 0 (5 ]2)
dn

K denotes a fitting coefficient and / , , is the drain current of an NMOS device where
both ¥, and V., areequalto V. The saturation current fora MOSFET assuming the
alpha-power law model [13, 14] is

Ves = Va \*
/ dsat = 1 o <_$_' ’ 5.13
i 0 Vd{l — thr ( 1 )

where

Ko
1, CoxVpo Vs — Vi — (1/2) Vpol,
= 0 V= Va0 + Vo) Eel)] < D0 [Vaa = Vi — (1/2) Vol

(5.14)
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and ¥, is the drain source voltage at saturation with ¥, equal to V. The param-
eters @and y, are described in [13], while the technology related constants are from
the ITRS report [15] and the MOSFET models [16, 17] are for a 45 nm technology
node. The a, ) parameter of the model is

1 | (2Voo[Vm/ — Vi_wpy — (77/2)VDO])

ypy = —=In
" In2 VDu[thtl - thl_u(p) —nVp,]

(5.15)

where ¥, is the drain source voltage at saturation with Vg\, equal to (V,,+V, )2
[13].

To include the effect of the input slew rate on the total delay of an interconnect
stage, (5.10) and (5.11) are further refined by including an additional coefficient y
as in [18],

_Va
o= b V=" Vg (5.16)
"2 l+a,

By substituting the subscript » with p, the corresponding value for a falling input
transition is obtained. The average value ofy_and i is y, which is used to determine
the effect of the input transition time on the interconnect delay. The overall inter-
connect delay can therefore be described as

ricil?
= k(ty + yt;) = by % + by (ROCOki +

i

RQCi[i

1

+ l‘i[ngo/1i>, G-17)

where R, b, and b, are described in [19] and the index i denotes the interconnect
structures, such as the crossbar switch (i = s), horizontal buss (i = h), and vertical
buss (i =v).

The interconnect delay also depends upon the temperature during circuit opera-
tion. To capture these dependencies, the resistance of the interconnects is

ri=po(1+ Beu (T — Ty )i (5.18)

where T .and T are the reference and operating temperature of the circuit, respec-
tively. The resistivity of copper at Tny is pg, where a different resistivity is used for
each tier according to the ITRS. B, is the temperature coefficient of resistance for
copper, B, = 3.9 x 1073 1/°C. A,; is the area of the cross-section of the wire.
The MOSFET current described by (5.13) and (5.14) also varies with temperature.
Analytic expressions for ¥, and ¥, as a function of temperature have been adapt-
ed from the BSIM User’s manual [20]. The dependence of @\ ON temperature is
implicitly captured through those analytic expressions describing ¥, and //, as a
function of temperature [13, 20].

For minimum delay, the size h, and number £, of repeaters are determined by
setting the partial derivative of t; with respect to /1, and £, respectively, equal to zero
and solving for /4, and £, [21],



96 V. F. Pavlidis and E. G. Friedman

k= arricil (5.19)
aRyCy’

R .
B = |2 (5.20)
I','Cg() .

The expression in (5.17) only considers RC interconnects. An RC model is suf-
ficiently accurate to characterize the delay of a crossbar switch since the length
of the longest wire within the crossbar switch and the signal frequencies are such
that inductive behavior is not prominent. For buss lines, however, inductive be-
havior can appear. For this case, suitable expressions for the delay and repeater
insertion characteristics can be adopted from [22, 23]. Additionally, for the verti-
cal buss, k, =1 and /, = 1, meaning that no repeaters are inserted and minimum
sized drivers are utilized. Repeaters are not necessary due to the short length of
the vertical buss. Note that the latency expressions include the effect of the input
slew rate and temperature. Additionally, since a repeater insertion methodology
for minimum latency is applied, any further reduction in latency is due to the
network topology.

The length of the vertical communication channel for the 3-D NoC shown in
Fig. 5.1 is

L,, for2D IC — 3D NoC (5.21a)
l, = { n,L,, for 3D IC — 3D NoC (5.21b)
0, for2D IC — 2D NoC and 3DIC — 2D NoC, (5.21c)

where L is the length of a through-silicon (interplane) via connecting two switches
on adjacent physical planes. »_is the number of physical planes used to integrate
each PE. The length of the horizontal buss is

VApe for 2DIC — 2D NoC and 2D IC — 3D NoC (5.22a)
"= coef APE/np, for 3DIC — 2D NoC and 3D IC — 3D NoC(n, > 1),
(5.22b)

where A4, is the area of the processing element. The area of all of the PEs and,
consequently, the length of each horizontal link are assumed to be equal. For
those cases where the PE is implemented in multiple physical planes (n,> 1),
a coefficient coef is used to consider the effect of the interplane vias on the re-
duction in wirelength due to utilization of the third dimension. This coefficient
is based on the layout of a crossbar switch designed [24] with the FDSOI 3-D
technology from MIT Lincoln Laboratory (MITLL) [25]. In the following sec-
tion, expressions for the power consumption of a network with delay constraints
are presented.
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]2
pr = [Aicil (5.19)
azRoCo
R ,
= |2 (5.20)
rngO *

The expression in (5.17) only considers RC interconnects. An RC model is suf-
ficiently accurate to characterize the delay of a crossbar switch since the length
of the longest wire within the crossbar switch and the signal frequencies are such
that inductive behavior is not prominent. For buss lines, however, inductive be-
havior can appear. For this case, suitable expressions for the delay and repeater
insertion characteristics can be adopted from [22, 23]. Additionally, for the verti-
cal buss, £, = 1 and h, =1, meaning that no repeaters are inserted and minimum
sized drivers are utilized. Repeaters are not necessary due to the short length of
the vertical buss. Note that the latency expressions include the effect of the input
slew rate and temperature. Additionally, since a repeater insertion methodology
for minimum latency is applied, any further reduction in latency is due to the
network topology.

The length of the vertical communication channel for the 3-D NoC shown in
Fig. 5.1 is

L,, for2DIC — 3D NoC (5.21a)
l, = { n,L,, for 3D 1C — 3D NoC (5.21b)
0, for2D IC — 2D NoC and 3DIC — 2D NoC, (5.21c)

where L, is the length of a through-silicon (interplane) via connecting two switches
on adjacent physical planes. n_ is the number of physical planes used to integrate
each PE. The length of the horizontal buss is

VArg for 2DIC — 2D NoC and 2DIC — 3DNoC  (5.22a)
"= coef APE/,,p, for 3DIC — 2D NoC and 3D IC — 3D NoC(n, > 1),
(5.22b)

where 4,,. is the area of the processing element. The area of all of the PEs and,
consequently, the length of each horizontal link are assumed to be equal. For
those cases where the PE is implemented in multiple physical planes (n,>1),
a coefficient coef is used to consider the effect of the interplane vias on the re-
duction in wirelength due to utilization of the third dimension. This coefficient
is based on the layout of a crossbar switch designed [24] with the FDSOI 3-D
technology from MIT Lincoln Laboratory (MITLL) [25]. In the following sec-
tion, expressions for the power consumption of a network with delay constraints
are presented.
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5.3.2  Power Consumption Model for 3-D NoC

Power dissipation is a critical issue in three-dimensional circuits. Although the total
power consumption of a 3-D system is expected to be lower than that of an equiva-
lent 2-D circuit (since the global interconnects are shorter [26]), the increased pow-
er density is a challenging issue for this novel design paradigm. Therefore, those
3-D NoC topologies that offer low power characteristics are of significant interest.

The different power consumption components for interconnects with repeaters
are briefly discussed in this section. Due to specified performance characteristics,
a low power design methodology with delay constraints for the interconnect within
an NoC is adopted from [19]. An expression for the power consumption per bit of
a packet transferred between a source destination node pair is used as the basis for
characterizing the power consumption of an NoC for the proposed topologies.

The power consumption components of an interconnect line with repeaters are:

(2) Dynamic power consumption is the dissipated power due to the charge and dis-
charge of the interconnect and input gate capacitance during a signal transition,
and can be described by

Pai = as_noof (cili + hikiCo)V 3y, (5.23)

where fis the clock frequency and a. .. 1s the switching factor [27].
(b) Short-circuit power is due to the DC current path that exists in a CMOS circuit
during a signal transition when the input signal voltage changes between ¥,
and ¥V, + V,p. The power consumption due to this current is described as short-

circuit power and is modeled in [28] by

_ 4a.\'_nocf]30[ ,?, Vlld ki h,2
Vd.vutGCe_ﬂi + 2HI¢IO’rihi ’

(5.24)

&

where /, is the average drain current of the NMOS and PMOS devices oper-
ating in the saturation region and the value of the coefficients G and A are
described in [29]. Due to resistive shielding of the interconnect capacitance, an
effective capacitance is used in (5.23) rather than the total interconnect capaci-
tance. Note that resistive shielding results in a smaller capacitive load as seen
from the interconnect driver (i.e., Cyr < Cpo)- This effective capacitance is
determined from the methodology described in [30, 31].

(¢) Leakage power is comprised of two power components, the subthreshold
and gate leakage currents. Subthreshold power consumption is due to current
flowing where the transistor operates in the cut-off region (below threshold),
causing /_, current to flow. The gate leakage component is due to current
flowing through the gate oxide, denoted as Ig. The total leakage power can be
described as

Pii = hiki Via(Lsupo + Igo), (5.25)
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where the average subthreshold 1. and gate lo leakage current of the NMOS
and PMOS transistors is considered in (5.25).

The total power consumption with delay constraint T, for asingle line of a crossbar
switch P horizontal buss P and vertical buss P, is, respectively,

stotal® htotal® vivla
P.\'lamI(TO - t{l) = P(/i + P.\'i + Pli, (526)
Putoral(To) = Py + Py + Py, (5.27)
PvmmI(TO) = Pl/i + P\'i + Pli- (528)

The power consumed by the arbitration logic is not considered in (5.26)-(5.28)
since most of the power is consumed by the crossbar switch and the buss intercon-
nect, as discussed in [32]. Note that for a crossbar switch, the additional delay of the
arbitration logic poses a stricter delay constraint on the switch. The minimum power
consumption with delay constraints is determined by the methodology described in
[19], which is used to determine the optimum size h',m",,. and number k'pml, , of repeat-
ers for a single interconnect line. Consequently, the minimum power consumption
per bit between a source destination node pair in an NoC with a delay constraint is

Py = hopSP.\'mmI + hOPSz- D Prhiowar + IIOPSB—DPWUIUI' (529)

Note that the proposed power expression includes all of the power consumption
components in the network, not only the dynamic power. The effect of resistive
shielding is also considered in determining the effective interconnect capacitance.
Additionally, the effect of temperature on each of the power dissipation components
is considered. Furthermore, since the repeater insertion methodology described in
[19] minimizes the power consumed by the repeater system, any additional decrease
in power consumption is only due to the network topology. In the following sec-
tion, a technique for analyzing the power dissipation of a PE and the related rise in
temperature within an NoC system is described.

5.4 Thermal-Aware Analysis Methodology

The 3-D NoC topologies and related timing and power models presented in the pre-
vious section emphasize performance improvements achieved by including the third
dimension within the on-chip network. Vertical integration, however, can signifi-
cantly enhance the performance of the PEs {33, 34], in addition to the performance
of the network. Redesigning a planar PE into several physical planes can greatly
decrease the power consumed by the PEs [35]. This reduction, in turn, lowers the
temperature rise within the stack leading to tangible benefits in the overall behavior
of the system. For example, since the temperature rise is limited, the corresponding
increase in the interconnect resistance is lower, decreasing the interconnect delay
within the NoC. Excessive increases in leakage power will also be avoided. In this
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section, a methodology for analyzing the overall behavior of a 3-D system intercon-
nected with an on-chip network is presented.

Since the systems described in this chapter are presumed to be homogeneous,
the power consumed by the entire system can be straightforwardly determined if the
power dissipated by an elemental unit, as depicted in Fig. 5.1, is known. The power
consumed by a PE and the two physical links that surround the PE is another useful
metric for characterizing the different 3-D NoC topologies,

Proar = Ppg - 2Lprit, (5-30)

where P, is the power consumed by a single PE. P, includes all of the different
energy components described in Section 5.3.2. Different expressions, however, can
be used to describe these components. The dynamic power consumption P i 1S
separated into the power constituents, Pg and P, , for driving the capacitance ofz the
logic gates and interconnects, respectively. The dynamic power consumption can

therefore be written as

2
P, PE_cyn = P g +P int =ﬁ’E O (N tot Cgule + Cinl_loc + Cinl_semi + Cim _glah) V‘I(/:

(5.31)
where N, is the number of gates within a PE, a, is the switching activity within a
PE, and /.. is the operating frequency of the PE. Note that this frequency is typically
different from the clock frequency /. of the NoC, C,.n,_,”c, Cit semp and C,, ot AT€,
respectively, the total capacitance of the local, semi-global, and global intercon-
nects driven by the N, gates within the PE. The leakage and short-circuit power
dissipation of a PE can be determined similarly to (5.24)«(5.25). The leakage power

of the PE is
PrE_teak = Weg(Isuno + Ig0) - Vi, (5.32)

where W_is the total width of the transistors within a PE. Assuming that the PEs
consist of four transistor gates and the transistors are sized to equalize the rise and
fall transitions, the width of the four devices is a function of the minimum feature
size. Multiplying this width by the number of gates within the PE, #,__is obtained.
To determine the interconnect capacitance described in (5.31), the dlﬁstribution of
the interconnect within a PE is required. An enhanced wire distribution model for
either 2-D or 3-D circuits based on [36] is utilized in this analysis. This model is
further integrated into the methodology described by [37] to produce the number
of tiers (i.e., local, semi-global, global) and the pitch of each metal layer. A pair of
metal layers routed orthogonally is assumed to comprise a tier. A specific constraint
for the interconnect delay is set for each tier to determine the maximum intercon-
nect length that can be placed within that tier. This constraint is set to 25 and 90%
of the clock frequency Jpg for the local and other tiers, respectively. An interconnect
is considered to be placed on the next tier whenever the length of the wire does not
satisfy the aforementioned constraint.

Although the effect of temperature is considered in these power expressions,
the methodology described in [37] does not consider thermal issues. To consider
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V= Iy(Ry+FRy+Ay) + I(Rp+R) + IR,

\
ATy= QyRy+RytRy) + Qy(Ry+R,) + Q) R, R, R,
h 3
AT, | Ve= LRy + (AR + 1A,
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Fig. 5.2 An example of the duality of thermal and electrical systems

these important 3-D circuit effects, a first-order thermal model of a 3-D circuit
has been integrated into this methodology. This model assumes a one-dimen-
sional (1-D) flow of heat throughout a 3-D stack [38, 39]. Note that the model
includes both the heat generated by the devices and interconnect. The assumption
ofia 1-D heat flow is justified as the path towards the heat sink exhibits the lowest
thermal resistance, facilitating the removal of heat from the circuit to the ambi-
ent. This path is the primary path for the heat to flow in a 3-D circuit [39]. By
exploiting the electro-thermal duality, as illustrated in Fig. 5.2, the temperature
in each plane and each metal layer within a physical plane of a 3-D circuit can
be determined.

The number of metal layers, metal pitch within these layers, temperature rise,
and power dissipation for a PE can all be determined early in the design cycle
by utilizing this thermal-aware interconnect architecture design methodology. The
analysis method is depicted in Fig. 5.3. The input parameters are the target technol-
ogy node, the number of gates N, within the PE, the number of physical planes n
used for the PE, and the clock frequency Jpi- Most of the interconnect and related
parameters can be extracted for the target technology node. The complete method-
ology proceeds as follows:

1. For the clock frequency f,,. and nominal temperature, an initial number of metal
layers and the interconnect pitch are determined to satisfy the aforementioned
delay constraints.

2. For this interconnect architecture and assuming the same average current density

for the wires on each metal layer, the rise in temperature is determined.

. Based on this increase in temperature, the electrical wire resistance, leakage
power, and other temperature dependent parameters are updated. The intercon-
nect delay is again evaluated against the input delay constraints. If these specifi-
cations are not satisfied, a new interconnect architecture is produced.

4. The iterative process terminates once the circuit has reached a steady state tem-

perature and the delay constraints for each tier is satisfied. The output is the
number of metal layers, interconnect pitch, and temperature of the circuit.

(93]
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Once the temperature and interconnect length at each tier have been determi ned, the
power consumed by the PE is readily determined from (5.30)—(5.32). In this man-
ner, the topology that produces the lowest power dissipation for the entire 3-D sys-
tem rather than the physical link of the on-chip network is determined. Following
this procedure, the different 3-D topologies discussed in Section 5.2 are evaluated
in terms of the latency and power dissipation of the NoC, the total power dissipa-
tion of the system, and the rise in temperature. Various tradeoffs inherent to these
topologies are also discussed for a NoC-based 3-D system.
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5.5 Latency, Power, and Temperature Tradeoffs
in 3-D NoC Topologies

The improvement in the performance of traditionally planar on-chip networks by
introducing the third-dimension is discussed in this section. Those topologies that
produce the highest network performance, the lowest power dissipation of the
network and system, and the lowest rise in temperature are evaluated. Different
topologies are demonstrated that satisfy each of these objectives. Consequently,
the analysis methodology presented in the previous section can be a useful tool to
evaluate the improvement in a specific objective offered by a 3-D topology. The ef-
fect of the 3-D topologies on the speed, power, and temperature rise of a network is
discussed in Sections 5.5.1, 5.5.2, and 5.5.3, respectively. The latency, power, and
rise in temperature of a 2-D mesh network with the same number of nodes is used
as a reference for the comparisons throughout this section.

In all of the on-chip networks, a 45 nm technology node, as described in the
ITRS, is assumed [15]. Consequently, specific interconnect and device parameters,
such as the minimum pitch of the horizontal interconnects, the maximum power
density, and the dielectric constant & are adopted from this report. A TSV technol-
ogy is assumed to provide the vertical interconnects, with a TSV pitch of 5 um and
an aspect ratio of five [33]. Finally, a synchronous on-chip network is assumed with
a clock frequency of f, = 1 GHz.

A small set of parameters are considered as variables throughout the analysis of
the 3-D topologies. These variables include the network size, number of physical
planes making up the 3-D system, clock frequency of the PEs Jrp» and area of the
PEs A4,,,.. The range of these variables is listed in Table 5.1. For multi-processor SoC
networks, sizes of up to N =256 are expected to be feasible within the near future
[7, 40], whereas for NoC with a finer granularity, where each PE corresponds to
a hardware block of approximately 100 thousand gates, network sizes over a few
thousands nodes are predicted at the 45 nm technology node [41]. F urthermore, to
apply the thermal model discussed in [38, 39], the nominal temperature is consid-
ered to be 300 K and the side and topmost surfaces of the 3-D stack are assumed to
be adiabatic. In other words, the heat is assumed to flow from the uppermost to the
lowest plane of the multi-plane system.

Table 5.1 Parameters of the

| . Parameter Values

nvestigated NoCs N 16, 32, 64, 128, 256, 512
Apg (mm?) 0.64, 0.81, 1.00, 2.25
S (GHz) 1,2,3

Max. number of planes, n, _ 8
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5.5.1 Latency of 3-D NoCs

Utilizing the third dimension to implement an on-chip network (i.e., 2-D IC — 3-D
NoC topology) by simply stacking the PEs (e, ny>1, n,= 1) and using network
switches with seven ports decrease the average number of hops for packet switch-
ing, thereby improving the network latency. Alternatively, utilizing the third dimen-
sion to decrease the length of the physical links between adjacent network switches
(i.e., 3-D IC — 2-D NoC topology) also reduces the latency of the network. The
reduction in buss length is achieved by implementing the PEs in multiple physical
planes (i.e., ny=1, n,> 1), thereby reducing PE area. Finally, a hybrid topology
(i.e,,3-D IC~3-D NoC topology), which uses the third dimension both for the on-
chip network and the PEs (i.e., ny > 1, 1, > 1), can result in the greatest reduction
in latency.

Note that the effect of the various topologies on only the speed of the network,
described by £, is considered, while the operating frequency of the PEs Jpy; can be
different. Although this approach is convenient from an architectural perspective,
certain physical design issues can arise due to the multiple clock domains that can
co-exist in these topologies. Each of these topologies faces different synchroniza-
tion challenges.

A multi-plane on-chip network can be implemented with various synchroniza-
tion schemes ranging from a fully synchronous approach (as assumed herein) to
an asynchronous network. A potent non-synchronous approach that has been used
for PE-to-network communication in planar systems is the globally asynchronous
locally synchronous (GALS) approach. An immediate extension of the GALS ap-
proach into three physical dimensions could include a number of clock domains
equal to the number of planes comprising a 3-D circuit. This synchronization
scheme is suitable for the 2-D 1C — 3-D NoC topology.

Altemnatively, for the 3-D IC ~ 2-D NoC topology where the network is planar,
a synchronous clocking scheme is a simpler and efficient solution. The synchro-
nization challenge for this topology is related to the multi-plane PEs. The primary
issue is how to efficiently propagate the clock signal across a PE occupying sev-
eral planes. Recently, several synthesis techniques that produce bounded skew and
testable clock trees prior and after bonding have been reported [42]. In addition,
preliminary experimental results on multi-plane clock networks demonstrate that
operating frequencies in the gigahertz regime are feasible, while the clock skew is
manageable [24]. Although functional testing for each plane of a multi-plane PE
remains an important problem, early results are encouraging.

For the 3-D mesh networks discussed in this chapter, fully synchronous schemes
are assumed due to the simplicity of these approaches. In this way, the effect of
the topological characteristics rather than the synchronization mechanism on the
performance of the network is evaluated, which is the objective of the physical
analysis flow discussed in this chapter. The latency for different network sizes and
a PE area 0of 0.64 mm? and 2.25 mm? is illustrated in Fig. 5.4a, b, respectively. Note
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Fig. 5.4 Zero-load latency for various network sizes where (a) 4,, = 0.64 mm? and (b) 4
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that the temperature rise due to stacking or folding the PEs is also considered by the
methodology presented in Section 5.4.

The latency of the 2-D IC — 3-D NoC topology decreases with increasing net-
work size. For example, for N = 16, the third dimension does not improve the la-
tency, since the number of hops required for packet switching is small. The increase
in the delay of the network switch (due to the increase in the number of switch
ports) can outweigh the decrease in latency due to the reduction in the number
of hops, which is negligible for this network size. As the network size increases,
however, the decrease in latency offered by this topology progressively increases.
The improvement in latency increases from 1.08% for N =32 to 6.79% for N=256,
where 4,,.. = 0.64 mm?2. In addition, the area of the PE has no significant effect in
this improvement, as depicted in Fig. 5.4, since this topology only alters the num-
ber of hops for packet switching. Note, however, that the absolute network latency
increases for this topology, since the length of the busses increases with the area of
the PEs.

The 3-D IC — 2-D NoC exhibits the opposite behavior, since this topology re-
duces the length of the physical links. Thus, the improvement in latency increas-
es in those networks with a large PE area. The latency decreases by 48.97% for
App=0.64 mm? and 60.39% for Ay =2.25 mm? for a network size of N = 256. The
reduction in network latency for this topology decreases with increasing network
size. As the network size increases, the greatest portion of the latency as described
by (5.9) is due to the larger number of hops rather than the buss delay. Consequently,
the benefits offered by the reduction in length of the busses decrease with network
size for the 3-D IC — 2-D NoC topology. For example, the improvement in latency
decreases from 54.12% for N = 32 to 50.83% for N = 128, where Ap;=0.64 mm?,

The hybrid topology 3-D IC — 3-D NoC demonstrates the greater improvement
in latency as compared to a 2-D network, since the third dimension decreases both
the length of the busses and the number of hops [43]. Depending upon the network
size, the area of the PE, and the interconnect impedance characteristics of the bus-
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ses, 1y and n_ ensure that the 3-D IC — 3-D NoC topology can support either the 2-D
IC-3-DNoC (ie., n,=n,, ) or the 3-D IC - 2-D NoC (ie., n,=n,.).

The results shown in Fig. 5.4 include the increase in delay caused by the rise in
temperature within a 3-D stack. Based on the methodology discussed in the previ-
ous section, the resulting temperature rise does not significantly affect the improve-
ment in latency provided by the 3-D topologies. The resulting higher temperatures
within the 3-D system cause a small 3% increase in the interconnect latency for all
of the investigated networks. The thermal effects are similar to those discussed in
[44, 45]. Consequently, the overall effect of the 3-D topologies is that the network
latency is significantly decreased, although an inevitable increase in temperature
will consume a small portion of this improvement. The effect of the third dimension
on the power consumed by the network and the PEs is discussed in the following
section.

5.5.2  Power Dissipation of 3-D NoCs

The decrease in the power of a conventional 2-D on-chip network achieved by the
3-D topologies is presented in this section. Two different power consumption met-
rics are used to characterize the benefits of these topologies. First, the 3-D topology
that minimizes the power consumed by the network is described by (5.29), ignoring
the power of the PEs. For the second metric, the overall power dissipation of the
system, including both the power of the network and the PEs, is described by (5.30).
Those topologies that minimize each of these two metrics are determined. Further-
more, the distribution of the network nodes in terms of the physical dimensions (i.e.,
ny, n,, ny, and n,) can be quite different for the same 3-D topology.

The power consumed by these 3-D topologies is illustrated in Fi g. 5.5, where the
power dissipated by the PEs is ignored. Similar to the discussion related to latency,
the 2-D IC - 3-D NoC and 3-D IC — 2-D NoC topologies lower the power dissipated
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Fig. 5.5 Power consumed by the network with delay constraints ( /.= 1 GHz) for several network
sizes where (a) 4, = 0.64 mm? and (b) App=2.25 mm? for f,.=1 GHz
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by the network through a reduction in the number of hops and the capacitance of
the wires, respectively. Note that the y-axis in F ig. 5.5 corresponds to the power
required to transfer a single bit over an average distance within the network where
this distance is determined by the number of hops for packet switching, as described
by (5.2). Comparing Fig. 5.5a, b the power consumed by a planar on-chip network
increases with the area of the PEs interconnected by this network. For example, the
power almost doubles for the same network size as the area of the PE increases from
0.64 mm? to 2.25 mm?2.

Similar to the network latency, the power consumption decreases in the 2-D
IC — 3-D NoC topology by reducing the number of hops for packet switching.
Again, the increase in the number of ports adds to the power consumed by the cross-
bar switch; however, the effect of this increase in power is not as significant as the
corresponding increase in the latency of the network. A three-dimensional network
can therefore reduce power even in small networks. The power savings achieved
with this topology is greater in larger networks. This situation occurs because the
reduction in the average number of hops for a three-dimensional network increases
in larger network sizes.

With the 3-D IC - 2-D NoC topology, the number of hops in the network is the
same as for a two-dimensional network. The horizontal buss length, however, is
shortened by implementing the PEs in more than one physical plane. The greater
the number of physical planes that can be integrated in a 3-D system, the larger the
power savings; meaning that the optimum value for #_with this topology is always
1, regardless of the network size and operating frequency (if temperature is not
the target objective). The savings is practically limited by the number of physical
planes that can be integrated in a 3-D technology. For this type of NoC, the topol-
ogy resulting in the maximum speed is identical to the topology minimizing the
power consumption, as the key element of either objective originates solely from
the shorter buss length. Finally, the 3-D IC ~ 3-D NoC can achieve the minimum
power consumption for a 3-D on-chip network by properly adjusting », and n_ de-
pending upon the interconnect impedance characteristics, the available number of
physical planes, and the clock frequency of the network.

Interestingly, when the power metric described in (5.30) is utilized, the topol-
ogies that minimize the total power are different, as illustrated in Fig. 5.6. The
distribution of the network nodes within those topologies also changes. The total
power of a network-based 3-D system is plotted in F ig. 5.6, where the clock fre-
quency of the network is f, = | GHz and the area of the PE is A,;=0.64 mm? and
A,:=2.25 mm. The clock frequency of the PE is equal to £ in this case.

A common characteristic of Fig. 5.6a, b is that for larger network sizes, the to-
pology that produces the lowest power dissipation changes from the 3-D IC —2-D
NoC to the 2-D 1C —3-D NoC topology (for this specific example, the 3-DIC -3-D
NoC coincides with either of these topologies). For small networks and PE area
(see Fig. 5.6a), the reduction in power originates from the shorter buss length of the
network and the shorter interconnects within the PEs since the PEs are implemented
in multiple planes. As the network size increases, however, the number of hops
increases considerably, making the power dissipated by the network the dominant
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Fig. 5.6 Total power consumed by a PE and the adjacent network busses according to (5.30)
with delay constraints ( /. =1 GHz) for several network sizes where (a) 4,,. = 0.64 mm? and
(b) A =225 mm? for .= 1 GHz

power component consumed by the system. Consequently, the 3-D IC — 2-D NoC
does not offer the maximum power savings; the maximum savings is now achieved
with the 2-D 1C - 3-D NoC topology.

If the PE is larger, the network size at which the optimum topology changes in-
creases. This behavior occurs since larger PEs include a greater number of gates lead-
ing to additional longer interconnections within the PEs, as described by the inter-
connect distribution model presented in Section 5.4. The greater number and length
of the wires within a PE are the primary power component of the entire system. The
3-D IC —2-D NoC topology offers a greater improvement for even larger network
sizes before the power caused by the increasing number of hops starts to dominate.
This behavior occurs since the 3-D IC - 2-D NoC topology reduces the length of the
interconnects within the PEs in addition to the length of the network busses.

Another interesting result is that the clock frequency of the PE Sy affects the
overall power dissipation, a factor typically ignored when evaluating the perfor-
mance of a network-based integrated system. In Fig. 5.7, f,,, increases from 1 to
3 GHz. This increase has a profound effect on the overall power of the system. To
satisfy this aggressive timing specification while limiting the interconnect power
consumption, the 3-D IC — 2-D NoC topology exhibits the best results for most of
the network sizes depicted in Fig. 5.7a. Note that this behavior is more pronounced
for larger PE areas, as depicted in Fig. 5.7b, where the 3-D IC — 2-D NoC topology
performs better than the 2-D IC — 3-D NoC topology for any network size. Further-
more, the 3-D IC — 3-D NoC topology can lead to the lowest power consumption
with appropriate adjustment of the parameters nyand n,

To demonstrate the distribution of the networks nodes within the three physi-
cal dimensions in addition to the effect on the topology, the node distribution is
listed in Table 5.2 for specific network and PE characteristics. From Table 5.2, both
the operating frequency and the area of the PEs affect the distribution of nodes
within the NoC. Large PE areas (4 iz = 2.25 mm?) and high operating frequencies
(/: = 3 GHz) require 3-D NoC topologies where some of the physical planes are
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Fig. 5.7 Total power consumed by a PE and the adjacent network busses according to (5.30)

with delay constraints (f, = 1 GHz) for several network sizes where (a) A pe = 0.64 mm? and
(b) 4,,=225mm?for f,,.=3 GHz

Table 5.2 Node distribution for minimum power consumption of different network sizes

N f.=1GHz £z =3 GHz
App=0.64 mm? App=2.25 mm? Ape=0.64 mm? App=2.25 mm?
MMy myom, ooy omyon, ong m ongom,on R, o n,
16 4 4 | 8 4 4 1 8 4 4 1 8 4 4 1 8
32 8 4 | 8 8 4 1 8 8 4 1 8 8 4 1 8
64 8 8 | 8 8 8 1 8 8 8 1 8 8 8 1 8
128 4 4 8 1 16 8 1 8 16 8 1 8 16 8 1 8
256 8 4 8 | 16 16 1 8 16 16 1 8 16 16 1 8
512 8 8 8 | 8 8 8 1 8 8 8 1 32 16 1 8

used for the PEs (i.e., n,> 1). For small PEs (4,,, = 0.64 mm?) and low operating
frequencies (f,, = 1 GHz), a simple 3-D network (i.e., ny>1and n, = 1) is typically
the best choice. Note that the selection of the optimum topology for either a latency
or power objective depends strongly on the interconnect and device characteristics
of the specific technology node. Consequently, even for system level exploratory
design, the analysis methodology presented in Section 5.4 provides a first estimate
of the behavior of a network-based 3-D system. The related temperature rise for
these 3-D topologies, which is another design objective for this type of integrated
system, is discussed in the following section.

5.5.3 Temperature in 3-D NoCs

Elevated temperatures are expected to become an important challenge in vertical
integration, specifically where several high performance circuits form a multi-plane
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integrated system. The increased power densities per unit volume can potentially
increase the operating temperature of the system to prohibitive levels, greatly af-
fecting the performance characteristics and severely degrading the reliability of this
system. Consequently, the temperature rise resulting from these 3-D topologies is
of primary interest. Based on the methodology described in Section 5.4, the tem-
perature of the substrate and each metal layer within a physical plane is determined
assuming a one-dimensional flow of heat towards the heat sink. The heat sink is
assumed to be attached to the lowest plane within the 3-D stack. The change in
temperature rise due to the different 3-D topologies, area and operating frequency
of the PEs, and number of physical planes are discussed in this section.

Considering the 3-D NoC topologies discussed in this chapter, the 2-D IC — 3-D
NoC topology will result in higher temperatures as compared to the 3-D IC - 2-D
NoC topology since the former topology simply stacks the PEs, while the latter
topology utilizes more than one plane to implement a PE. The 2-D IC - 3-D NoC
topology leads to higher temperatures for two reasons. Several PEs, determined by
n, are placed adjacent to the vertical direction. Consequently, the power density
generated by both the devices and metal layers increases. In addition, each of these
PEs is implemented in one physical plane (e, n,= 1) and, hence, no reduction in
power density is possible. Alternatively, the 3-D IC — 2-D NoC topology utilizes
more than one plane for each PE, reducing the interconnect load capacitance and,
consequently, the temperature within the 3-D system.

The temperature rise resulting from the different 3-D topologies is illustrated
in Fig. 5.8 for different number of planes. These temperatures correspond to the
temperature rise at the topmost metal layer of the uppermost physical plane over
the nominal temperature (here assumed to be 27°C). From Fig. 5.8, as the number
of planes increases, the temperature naturally increases for the 2-D IC - 3-D NoC
topology (for this topology n, = 1). Alternatively, when some or all of the physical
planes are used to implement the PEs, as occurs for the 3-D IC — 3-D NoC and 3-D
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Fig.5.8 Temperature rise within the 3-D topologies for different combinations of nyand .. Forall
of the topologies, n, x n_=n, where n is the number of planes within the 3-D stack. A maximum
number of planes n,,, =8 is assumed, according to Table 5.1. The clock frequency of the PE is
Jpi =1 GHz and the area is (a) Ape=0.64 mm? and (b) App=2.25 mm?
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Fig. 5.9 Temperature rise within the 3-D topologies for different combinations of nyand 1. For
all of the topologies, 1, x n, = n; where n is the number of planes in the 3-D stack. A maximum
number of planes = 8 is assumed according to Table 5.1. The area of the PE is A = 0.64 mm?
and the clock frequency is (a) f,,, = 1 GHz and (b)/,.,=3 GHz

IC — 2-D NoC topologies, the temperature rise is considerably smaller. Note, for
example, that a 3-D system consisting of eight planes exhibits comparable tempera-
tures to another system comprised of only four planes, as long as the former system
uses two physical planes for the PE. This behavior is more pronounced for PEs with
larger area, as depicted in Fig. 5.8b. For this case, using more than one plane for the
PE significantly reduces the power density per plane. Most importantly, however,
the number of metal layers required for a two-plane PE can be smaller [36]. This
construction decreases the length and resistance of the vertical thermal path to re-
move the heat within the 3-D stack.

An increase in temperature also occurs when the operating frequency of the PEs
increases, as illustrated in Fig. 5.9. This behavior can be explained by noting that an
increase in frequency produces a linear increase in the (dynamic) power consumed
by the 3-D system. Note that the temperature rise for higher frequencies within the
PEs is comparable to the increase observed for PEs with larger areas. In Fig. 5.8,
the area of the PE is almost quadrupled, while in Fig. 5.9 the operating frequency is
tripled, resulting in approximately the same rise in temperature. This behavior can
be explained as follows. A larger PE includes additional gates that require additional
wiring resources. Alternatively, tighter timing constraints can be satisfied, in this
example, by increasing the wire pitch. Ifin either case, an additional tier is required,
the thermal resistance of the heat flow path increases. Additionally, for both cases,
the power consumption increases, resulting in higher temperatures.

The increase in temperature shown in Figs. 5.8 and 5.9 is for the highest metal
layer of the uppermost physical plane within a 3-D system. Although this increase
may not be catastrophic, the timing specifications for the PE or the network can
possibly not be satisfied if temperature is ignored. To better explain this situation,
the different metal pitches for the PEs considering thermal effects are listed in Ta-
ble 5.3 for the 2-D IC 3-D NoC topology where ny = 8. In columns 2 to 7, thermal
effects are not considered in the analysis flow diagram depicted in Fig. 5.3, while
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Table 5.3 Pitch of the interconnect layers for each plane for the 2-D IC — 3-D NoC topology
where n; =8, 4, = 1 mm?, and Jre=3 GHz. Two cases are considered, where the system operates
at nominal 7, and at temperature Ty +4T. At the uppermost plane 4T = 20.1°C

T, T,+d4T
Plane #of Metal pitch (nm) #of Metal pitch (nm)
tiers tiers

Tier 1 Tier2 Tier3 Tier4 Tiers Tier I Tier2 Tier3 Tierd Tier5
1 5 90 270 900 1,440 2000 5 90 270 900 1,280 2,250
2 5 90 270 900 1,440 2,000 5 90 270 900 1,280 2,500
3 5 90 270 900 1,440 2000 5 90 270 900 1,280 2,500
4 5 90 270 900 1,440 2000 5 90 270 900 1,280 2,750
5 5 90 270 900 1,440 2000 5 90 270 900 1,280 2,750
6 5 90 270 900 1,440 2,000 5 90 270 900 1,280 3,000
7 5 90 270 900 1,440 2,000 5 90 270 900 1,280 3,000
8 5 90 270 900 1,440 2,000 5 90 270 900 1,280 3,000

in columns 8-13, thermal effects are considered. Note that a different tempera-
ture is determined for each tier in a plane according to the flow diagram shown in
Fig. 5.3. For the uppermost plane, the maximum rise in temperature is A7=20.1°C.
As reported in Table 5.3, neglecting the rise in temperature, particularly in the up-
per planes, results in a smaller interconnect pitch which is insufficient to satisfy the
timing requirements. A nother tier (not shown in Table 5.3) should be used for the
network and, therefore, separate timing specifications would apply for this tier. The
pitch of this global interconnect tier is not determined by the analysis procedure
described in Section 5.4, but a small pitch is selected to constrain the area allocated
for the physical links within the network.

The power consumption and related temperature rise also depend upon the
switching activity of both the network 4, ., and the PEs a_. The relative magnitude
of these two parameters can greatly affect the behavior of a 3-D topology. In these
examples, a, =0.25 and a,=0.15 have been assumed. These parameters do not
affect those traits of the 3-D topologies that improve the performance of a conven-
tional 2-D network but can considerably affect the extent to which each of the 3-D
topologies can improve a specific design objective.

5.6 Summary

3-D NoC are a natural evolution of 2-D NoC, exhibiting superior performance. Sev-
eral 3-D NoC topologies are discussed. Models for the zero-load latency and power
consumed by a network are presented for these 3-D topologies. Expressions for the
power dissipation of the entire system including the PEs are also provided. A meth-
odology that predicts the distribution of the interconnects within a system based on
an on-chip network is extended to accommodate the 3-D nature of the investigated
topologies. Thermal effects of the interconnect distribution are also considered in
this analysis methodology.
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In 3-D NoCs, the minimum latency and power consumption can be achieved by
reducing both the number of hops per packet and the length of the communication
channels. The topology that best achieves this reduction, however, changes accord-
ing to the design objective. The network size, speed, and gate count of the PEs, as
well as the particular 3-D technology are some important aspects that need to be
considered when a 3-D topology is chosen. Selecting a topology that minimizes the
power dissipated by an on-chip network does not necessarily guarantee that the pow-
er dissipated by the overall system will be minimized. Consequently, the analysis
methodology described in this chapter can be a useful tool for exploring early in the
design cycle the topological and architectural choices of a 3-D NoC-based system.
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