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#### Abstract

Parametric chamfer alignment (PChA) is commonly employed for aligning an observed set of points with a corresponding set of reference points. PChA estimates optimal geometric transformation parameters that minimize an objective function formulated as the sum of the squared distances from each transformed observed point to its closest reference point. A distance transform enables efficient computation of the (squared) distances and the objective function minimization is commonly performed via the Levenberg-Marquardt (LM) non-linear least squares iterative optimization algorithm. The pointwise computations of the objective function, gradient, and Hessian approximation required for the LM iterations make PChA computationally demanding for large scale data sets.

We propose an acceleration of the PChA via a parallelized and pipelined realization that is particularly wellsuited for large scale data sets and for modern GPU architectures. Specifically, we partition the observed points among the GPU blocks and decompose the expensive LM calculations in correspondence with the GPU's single instruction multiple thread (SIMT) architecture to significantly speed-up this bottleneck step for PChA on large-scale datasets. Additionally, by re-ordering computations, we propose a novel pipelining of the LM algorithm that offers further speed-up by exploiting the low arithmetic latency of the GPU compared with its high global memory access latency. Results obtained on two different platforms for both 2D and 3D large-scale point data sets from our ongoing research demonstrate that the proposed PChA GPU implementation provides a significant speed-up over its single CPU counterpart.
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## 1 Introduction

Alignment of an observed set (OS) of points with a corresponding reference set (RS) of points is an important task in many computer vision applications such as object localization [1], multi-modality medical data registration [2], stereo matching [3], object modeling [4], range data registration $[5,6,7]$, and geo-registration of aerial wide area motion imagery (WAMI) frames [8, 9]. Usually the observed points and the reference points are obtained from different views for the same scene/object and to fuse the useful information contained in both views, an alignment must be performed. The goal of the alignment is to estimate the parameters of the geometric transformation that maps the observed points in the OS to the coordinate system of the reference points in the RS.

Existing point set alignment algorithms can be coarsely divided into two categories: correspondence based alignment and correspondence free alignment. Correspondence based alignment algorithms usually iterate between two steps. The first step estimates the correspondences between the points in the OS and the points in the RS. In the second step, the parameters of the geometric transformation that map each observed point in the OS to its corresponding reference point in the RS are estimated. The estimated correspondences can be either hard assignments as in the iterative closest point algorithm [10, 11], or soft assignments as in the expectation maximization like algorithms [12, 13].

Correspondence free alignment algorithms $[14,15]$ on the other hand, avoid the correspondence estimation step by modeling the alignment metric based on a different representation of the point sets. For example, the distance transform (DT) [16] is used in [14] to represent the RS, and the alignment is achieved by finding the optimal geometric transformation parameters that minimize an objective function formulated as the sum of the distances between each transformed observed point to its closest point in the RS, where these distances are computed efficiently using the DT. The formulated objec-
tive function is commonly minimized via the LevenbergMarquardt (LM) [17] non-linear least squares iterative optimization algorithm. Motivated by the terminology for the first such algorithms[18], we refer to this technique as "Parametric Chamfer Alignment" (PChA).

Despite the computational efficiency of the DT, the overall computational cost of the PChA grows with the number of points in the OS, because of the point-wise computations required in each iteration of the LM algorithm. Specifically, in each iteration, the LM algorithm performs the following steps: (1) computes an estimate of the Hessian matrix and the gradient vector of the objective function at the current estimate of the alignment parameters, (2) solves a linear system of equations defined in terms of the computed Hessian and gradient to estimate the update to the alignment parameters, (3) generates a candidate solution using the estimated parameter update and (4) decides whether or not to update the current estimate to the candidate parameters by evaluating and comparing the objective function at both the candidate and current parameters. The objective function evaluation (Step 4) and the Hessian-gradient calculations (Step 1) have to be computed per observed point, and these steps represent a computational bottleneck for achieving real/near-real time performance for large scale point data sets.

Modern day graphical processing units (GPUs) provide computational hardware that can easily perform billions of general-purpose floating-point operations per second. In this paper, we propose an acceleration of the PChA via a parallelized and pipelined realization on GPU platforms. Specifically, we map the LM calculations to the GPU by partitioning the observed points and decomposing the calculations associated with the objective function, the Hessian matrix, and the gradient vector into independent, per-partition, computations that align well with GPU's single instruction multiple thread (SIMT) architecture and therefore run efficiently on the GPU. Additionally we propose a novel pipelining of the LM algorithm that benefits from the low arithmetic latency compared with the high global memory access latency of the GPU by combining the evaluation of the objective function at the candidate solution (Step 4 above) with the Hessian matrix and the gradient vector calculations evaluated at that candidate solution (Step 1 above). Our pipelined LM allows the gradient-Hessian calculations to be pre-computed relatively inexpensively (in terms of run time) because the gradient-Hessian calculations use the data that is already fetched from GPU global memory in order to evaluate the objective function at the candidate solution.

There are previous efforts for accelerating individual components of the PChA using the GPU. For example, in [19, 20], a GPU based implementation of DT is proposed. Although the significant speed-up achieved by the DT implementation on the GPU compared to its CPU counterpart, the PChA performance is still limited
by the running time of the LM algorithm, because the DT is computed only once before performing the iterative and expensive LM algorithm steps. In [21], a GPU based implementation of the LM is proposed that concurrently performs a number of LM model fittings such that each LM model fitting uses a single GPU computational block. However, the shared memory per GPU computational block is limited and therefore this LM implementation is not suitable for our large scale alignment problem. In [22], an OpenGL environment based GPU implementation of the LM algorithm is proposed. Because there is no mechanism available for communication between the computational units (shaders) in the OpenGL environment [23], the implementation uses inefficient multiple texture read and write passes for data sharing, and thus does not completely benefit from the available computational power of modern GPUs.

In this paper, we provide an efficient parallelized and pipelined realization of the PChA on GPU that uses the Compute Unified Device Architecture (CUDA ${ }^{\text {TM }}$ ) NVIDIA ${ }^{\text {TM }}$ GPU programming language and efficiently exploits the GPU's computational cores and the characteristics of the GPU memory hierarchy to achieve a significant performance speed-up compared to the CPU implementation. Our contributions in this paper are a partitioning and decomposition scheme that handles the expensive LM computations efficiently on the GPU and our novel pipelining of the LM algorithm. We demonstrate our GPU based implementation of the PChA on both 2D and 3D point large-scale data sets that are related to ongoing research from our group on WAMI aerial image geo-registration [8, 9] and homologous building analyses using range imaging [7, 24]. In these applications, our GPU based implementation of the PChA executed on two different computer systems shows a significant performance speed-up compared to its single CPU counterpart.

This paper is organized as follows. Section 2 presents a brief overview of the PChA. In Section 3, we describe our GPU based implementation of the PChA, where we discuss our partitioning and decomposition scheme along with our novel pipelining of the LM algorithm. Section 4 describes the GPU and CPU implementations and the hardware configurations that we use for benchmarking. Results and comparison against the CPU-based PChA implementation evaluated on applications from our ongoing research, are presented in Section 5. Section 6 is a discussion of the results along with a discussion of the factors that contribute to variability across different parametric transformations. Section 7 summarizes our concluding remarks.

## 2 Parametric chamfer alignment

To formulate the PChA, we begin with the following abstract setting. In $\mathbb{R}^{n}$, we are given a reference set (RS)
of $N_{q}$ data points $\mathbf{Q}=\left\{\mathbf{q}_{j}\right\}_{j=1}^{N_{q}}, \mathbf{q}_{j} \in \mathbb{R}^{n}$ and a corresponding observed set (OS) of $N_{p}$ points $\mathbf{P}=\left\{\mathbf{p}_{i}\right\}_{i=1}^{N_{p}}$, $\mathbf{p}_{i} \in \mathbb{R}^{n}$, where the majority of the observed data points result from observations of the reference data points after a parametric geometric transformation $\mathcal{T}_{\bar{\alpha}}: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n}$ has been applied where $\overline{\boldsymbol{\alpha}}=\left[\overline{\alpha_{1}}, \ldots, \overline{\alpha_{L}}\right]^{T}$ is an $L$ dimensional vector of the transformation parameters and $L$ depend on the geometric transformation type. This abstraction represents a number of common situations in computer vision and image processing tasks, where the reference and the observed data points are observations of a common scene/object from different viewpoints. Due to differences in sampling and potentially missing observations the number of points need not be identical between the RS and OS. For example, when a single geometric 3D object is observed via range imaging from two different view points related via rotation and translation (Euclidean geometric transformation), $\overline{\boldsymbol{\alpha}}$ would be a 6 parameter vector, i.e., $L=6$, that corresponds to the three rotation angles and the three translations across the three dimensions.

To align the data points in the OS with the data points in the RS, PChA computes an optimal estimate $\boldsymbol{\alpha}^{*}$ of the geometric transformation parameters $\overline{\boldsymbol{\alpha}}$ by minimizing the objective function
$f(\boldsymbol{\alpha})=\sum_{j=1}^{N_{p}}\left\|\mathbf{r}\left(\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)\right)\right\|^{2}$,
where $\mathbf{r}\left(\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)\right)$ represent the residual vector defined as the difference between the transformed location $\mathcal{T}_{\alpha}\left(\mathbf{p}_{j}\right)$ of the $j^{\text {th }}$ observed point $\mathbf{p}_{j}$ under the geometric transformation $\mathcal{T}_{\boldsymbol{\alpha}}$ and the corresponding closest point in the RS Q. Mathematically,
$\mathbf{r}(\chi)=\mu_{\mathbf{Q}}(\chi)-\chi$,
where
$\boldsymbol{\mu}_{\mathbf{Q}}(\boldsymbol{\chi})=\arg \min _{\mathbf{q} \in \mathbf{Q}}\|\mathbf{q}-\boldsymbol{\chi}\|^{2}$,
is the closest point in the $R S \mathbf{Q}$ for a point $\chi \in \mathbb{R}^{n}$.
The minimization of the objective function (1) is commonly performed via the Levenberg-Marquardt (LM) [17] non-linear least squares iterative optimization algorithm. In each iteration, the LM algorithm estimates the parameter update vector $\boldsymbol{\delta} \in \mathbb{R}^{L \times 1}$ such that the value of the objective function is reduced when moving from $\boldsymbol{\alpha}$ to $\boldsymbol{\alpha}+\boldsymbol{\delta}$, with the parameters converging to a minima of the objective function with the progression of iterations. The parameter update vector $\delta$ is obtained by solving the linear system of equations

$$
\begin{equation*}
(\mathbf{H}+\lambda \mathbf{I}) \boldsymbol{\delta}=-\mathbf{g}, \tag{4}
\end{equation*}
$$

where $\lambda$ is a non-negative damping parameter automatically adjusted at each iteration [17] to determine the
step size, $\mathbf{I}$ is the identity matrix, and $\mathbf{g} \in \mathbb{R}^{L \times 1}$ is the gradient of $f(\boldsymbol{\alpha})$, computed as
$\mathbf{g}=\frac{\partial f}{\partial \boldsymbol{\alpha}}=-2 \sum_{j=1}^{N_{p}} \mathbf{J}_{j}^{T} \mathbf{r}\left(\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)\right)$,
where $\mathbf{J}_{j} \in \mathbb{R}^{n \times L}$ is the Jacobian matrix computed at the transformed point $\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)$, computed as

$$
\begin{align*}
\mathbf{J}_{j}=\frac{\partial \mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)}{\partial \boldsymbol{\alpha}} & =\left(\frac{\partial \mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)}{\partial \alpha_{1}}, \ldots, \frac{\partial \mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)}{\partial \alpha_{L}}\right) \\
& =\left(\begin{array}{cccc}
J_{j, 1}^{1} & J_{j, 2}^{1} & \ldots & J_{j, L}^{1} \\
J_{j, 1}^{2} & J_{j, 2}^{2} & \ldots & J_{j, L}^{2} \\
\vdots & \vdots & \ddots & \vdots \\
J_{j, 1}^{n} & J_{j, 2}^{n} & \ldots & J_{j, L}^{n}
\end{array}\right) \tag{6}
\end{align*}
$$

and $\mathbf{H} \in \mathbb{R}^{L \times L}$ is the approximation of the Hessian matrix, obtained as
$\mathbf{H}=\sum_{j=1}^{N_{p}} \mathbf{J}_{j}^{T} \mathbf{J}_{j}$.
The explicit expressions for the Jacobian matrix entries $\left\{J_{j_{j} l}^{c}: c \in\{1, \ldots, n\}, l \in\{1, \ldots, L\}\right\}$, for $n=2$ and for different types of geometric transformations, are provided in Table 1.

## Motivating PChA example

To help visualize the steps within the PChA algorithm, we use a motivating example from our recent work on geo-registration of aerial WAMI frames [8, 9]. We achieve the geo-registration of a WAMI frame by (1) detecting vehicle locations in the WAMI frame using vehicular motion and (2) posing the WAMI frame geo-registration as the problem of finding the geometric transformation that aligns the detected vehicle locations with a georeferenced vector road network. Examples of an aerial WAMI frame and a vector road network are shown in Fig. 1 (a) and (c) respectively. We adopt PChA to efficiently solve the problem of aligning vehicle detections with the vector road network [8], where in this scenario, the OS comprises vehicle detections locations shown as white points in the image shown in Fig. 1 (b), while the RS comprises the locations corresponding to the network of roads shown as white points in Fig. 1 (c).

The distance transform (DT) [16, 25] efficiently calculates the residual vectors (2) between each vehicle detection point in the OS to its closest road network point in the RS, where these residual vectors are used in the calculations of both the objective function (1) and the gradient vector (5). Specifically, in the implementation we consider, the DT pre-computes and stores as a "look up table" the residual vector $\mathbf{r}(\boldsymbol{\chi})$ between any point $\chi \in \Omega$ to its closest point $\mu_{\mathbf{Q}}(\chi)$ in the RS, where

| Transformation type | Parameters | $\begin{gathered} \text { Relation } \\ \mathbf{p}_{j}^{\prime}=\mathcal{T}_{\alpha}\left(\mathbf{p}_{j}\right) \end{gathered}$ | $J_{j, l}^{c}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $c=1$ | $c=2$ | $l$ |
| Euclidean | $\boldsymbol{\alpha}=\left[\theta, t_{x}, t_{y}\right]$ | $\binom{x_{j}^{\prime}}{y_{j}^{\prime}}=\left(\begin{array}{cc}\cos (\theta) & -\sin (\theta) \\ \sin (\theta) & \cos (\theta)\end{array}\right)\binom{x_{j}}{y_{j}}+\binom{t_{x}}{t_{y}}$ | $-R_{\theta}^{2}\left(\mathbf{p}_{j}\right)$ | $R_{\theta}^{1}\left(\mathbf{p}_{j}\right)$ | 1 |
|  |  |  | 1 | 0 | 2 |
|  |  |  | 0 | 1 | 3 |
| Similarity | $\boldsymbol{\alpha}=\left[s, \theta, t_{x}, t_{y}\right]$ | $\binom{x_{j}^{\prime}}{y_{j}^{\prime}}=s\left(\begin{array}{cc}\cos (\theta) & -\sin (\theta) \\ \sin (\theta) & \cos (\theta)\end{array}\right)\binom{x_{j}}{y_{j}}+\binom{t_{x}}{t_{y}}$ | $R_{\theta}^{1}\left(\mathbf{p}_{j}\right)$ | $R_{\theta}^{2}\left(\mathbf{p}_{j}\right)$ | 1 |
|  |  |  | $-s R_{\theta}^{2}\left(\mathbf{p}_{j}\right)$ | $s R_{\theta}^{1}\left(\mathbf{p}_{j}\right)$ | 2 |
|  |  |  | 1 | 0 | 3 |
|  |  |  | 0 | 1 | 4 |
| Affine | $\boldsymbol{\alpha}=\left[\alpha_{1}, \ldots, \alpha_{6}\right]$ | $\binom{x_{j}^{\prime}}{y_{j}^{\prime}}=\left(\begin{array}{ll}\alpha_{1} & \alpha_{2} \\ \alpha_{4} & \alpha_{5}\end{array}\right)\binom{x_{j}}{y_{j}}+\binom{\alpha_{3}}{\alpha_{6}}$ | $x_{j}$ | 0 | 1 |
|  |  |  | $y_{j}$ | 0 | 2 |
|  |  |  | 1 | 0 | 3 |
|  |  |  | 0 | $x_{j}$ | 4 |
|  |  |  | 0 | $y_{j}$ | 5 |
|  |  |  | 0 | 1 | 6 |
| Projective | $\boldsymbol{\alpha}=\left[\alpha_{1}, \ldots, \alpha_{8}\right]$ | $\begin{gathered} x_{j}^{\prime}=\left(\alpha_{1} x_{j}+\alpha_{2} y_{j}+\alpha_{3}\right) / w_{j} \\ y_{j}^{\prime}=\left(\alpha_{4} x_{j}+\alpha_{5} y_{j}+\alpha_{6}\right) / w_{j} \\ \quad w_{j}=\alpha_{7} x_{j}+\alpha_{8} y_{j}+1 \end{gathered}$ | $x_{j} / w_{j}$ | 0 | 1 |
|  |  |  | $y_{j} / w_{j}$ | 0 | 2 |
|  |  |  | $1 / w_{j}$ | 0 | 3 |
|  |  |  | 0 | $x_{j} / w_{j}$ | 4 |
|  |  |  | 0 | $y_{j} / w_{j}$ | 5 |
|  |  |  | 0 | $1 / w_{j}$ | 6 |
|  |  |  | $-x_{j}^{\prime} x_{j} / w_{j}$ | $-y_{j}^{\prime} x_{j} / w_{j}$ | 7 |
|  |  |  | $-x_{j}^{\prime} y_{j} / w_{j}$ | $-y_{j}^{\prime} y_{j} / w_{j}$ | 8 |

Table 1: Explicit expressions for the Jacobian matrix entries $\left\{J_{j, l}^{c}\right\}$, for $n=2$ and for different types of geometric transformations. Note that $\mathbf{p}_{j}=\left[x_{j}, y_{j}\right]^{T}, \mathbf{p}_{j}^{\prime}=\left[x_{j}^{\prime}, y_{j}^{\prime}\right]^{T}, R_{\theta}^{1}\left(\mathbf{p}_{j}\right)=x_{j} \cos (\theta)-y_{j} \sin (\theta)$, and $R_{\theta}^{2}\left(\mathbf{p}_{j}\right)=x_{j} \sin (\theta)+$ $y_{j} \cos (\theta)$.
$\Omega \subset \mathbb{R}^{n}$ is the support of the RS that defines the spatial extent of the RS. In our scenario, $\Omega$ represents all points within the road network image shown in Fig. 1 (c). The residual vectors for some points within $\Omega$ are shown in Fig. 1 (d), where the residual vector for a point $\chi \in \Omega$ is represented as an arrow originating from the point and ending at the closest point in the RS. Figure 1 (e) shows the residual vectors overlaid with transformed versions of the OS (vehicle detections) obtained by applying the estimated geometric transformation $\mathcal{T}_{\boldsymbol{\alpha}}$ (at an intermediate iteration). From the distance transform, the residual vector $\mathbf{r}\left(\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)\right)$ at a geometrically transformed vehicle detection location $\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)$ is obtained by simple lookup at that transformed point location. Thus the DT allows extremely efficient calculation of the objective function value and the gradient vector.

Although the DT is extremely efficient as compared to a brute force minimization in (3), the expensive periteration calculations of the LM; such as the point-wise Jacobian matrix (6), the approximation of the Hessian matrix (7), the summation over all the observed points encountered in the objective function (1), and the gradient (5) calculations; are still a challenge in achieving a real time performance for large scale problems, such
as the WAMI geo-registration problem considered here. We address this limitation by proposing an accelerated parallelized and pipelined PChA designed for GPU platforms. Our algorithm realization is motivated by the fact that in each LM iteration, the computation of the gradient and the Hessian approximation are point-wise and independent, making PChA an ideal algorithm for parallelized implementation.

The complete parametric chamfer alignment using the LM algorithm is shown in Algorithm 1

## 3 GPU based implementation of the parametric chamfer alignment

In the following, we first provide a brief description of the GPU hardware and programming models using CUDA ${ }^{\mathrm{TM}}$, then present our proposed GPU based implementation.

### 3.1 GPU programming using CUDA ${ }^{\mathrm{TM}}$

Although initially dedicated for graphics related tasks, GPUs became a general programmable architecture after


Fig. 1: WAMI frame geo-registration as a motivating example for PChA . The objective is to geo-register the WAMI frame shown in (a) by estimating the parameters for a projective transformation that aligns locations of detected vehicles shown in (b) with the geo-refrenced vector road network shown in (c). In this example, the OS comprises the vehicle detections locations and the RS comprises the locations corresponding to the network of roads shown by white points in (c). The DT is illustrated in (d) by showing computed residual vectors for selected locations in the image. Subfigure (e) shows how the DT is utilized, the geometrically transformed versions of the vehicle detection locations $\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right), j=1,2, \ldots, N_{v}$ obtained with a current estimate $\boldsymbol{\alpha}$ of the alignment parameters are superimposed on the DT; the residual vector $\mathbf{r}\left(\mathcal{T}_{\alpha}\left(\mathbf{p}_{j}\right)\right)$ at the geometrically transformed vehicle detection location $\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)$ can be readily obtained by simple lookup of the residuals stored in DT at that location. Thus the DT allows extremely efficient calculation of the objective function value and the gradient vector.

NVIDIA $^{\mathrm{TM}}$ released CUDA ${ }^{\mathrm{TM}}$ in 2006, which allowed a heterogeneous programming model where both CPU and GPU can be used concurrently to run general tasks that may not necessary be graphics related [26]. From the CUDA ${ }^{\text {TM }}$ point of view, the GPU executes tasks called kernels using thousands of parallel threads organized into blocks of grids, where thread, block, grid are the CUDA representations of a core, a streaming multiprocessor (multi core processor), and the GPU itself [26]. The best GPU performance is obtained when the kernel is a single instruction multiple thread (SIMT) scheme in which each thread executes the same instruction but operates on different data.

CUDA ${ }^{\mathrm{TM}}$ provides a hierarchy of memory with different types and characteristics [26]. A block-thread can
access (1) its local memory and registers, (2) the shared memory of its block which allows the thread to communicate and co-operate efficiently with other threads in the same block, (3) the read only constant memory, and (4) the GPU global memory. The registers of the thread are the fastest level in the hierarchy, but provide very limited storage space. The constant memory is optimized for broadcast of its contents to all threads, while the global memory represents the slowest level in the hierarchy.

### 3.2 GPU based implementation

Our GPU based implementation of PChA takes advantage of the high-degree of parallelism provided by the

```
Algorithm 1: Parametric chamfer alignment using
the LM algorithm
    Input : Set of observed points \(\mathbf{P}\), set of reference
            points \(\mathbf{Q}\), and initial parameter \(\boldsymbol{\alpha}_{0}\)
    Output: Optimal geometric transformation
                    parameters \(\boldsymbol{\alpha}^{*}\)
    Compute \(\mathbf{r}(\chi), \forall \chi \in \Omega ; / / D T\) calculations
    \(t \leftarrow 0\); update \(\leftarrow\) true; \(e_{t} \leftarrow f\left(\boldsymbol{\alpha}_{t}\right)\), iteration \(\leftarrow 0\);
    repeat \(/{ }^{*} L M\) iterations \({ }^{*} /\)
        if update then
            Compute \(\mathbf{g}\) and \(\mathbf{H}\) using (5) and (7),
                respectively with \(\boldsymbol{\alpha}_{t}\);
        end
        Estimate LM update \(\boldsymbol{\delta}\) for transformation
            parameter vector using (4);
        \(\boldsymbol{\alpha}_{\text {new }} \leftarrow \boldsymbol{\alpha}_{t}+\boldsymbol{\delta} ; /{ }^{*}\) Generate candidate solution*/
        \(e_{\text {new }} \leftarrow f\left(\boldsymbol{\alpha}_{\text {new }}\right)\);
        if \(\left(e_{\text {new }}<e_{t}\right)\) then \(/{ }^{*}\) Check the candidate
            solution*/
                /*Accept the candidate solution*/
                \(t \leftarrow t+1 ; \boldsymbol{\alpha}_{t} \leftarrow \boldsymbol{\alpha}_{n e w} ; e_{t} \leftarrow e_{\text {new }} ;\)
                \(\lambda \leftarrow \lambda / 10\); update \(\leftarrow\) true;
        else
            /*Reject the candidate solution*/
            \(\lambda \leftarrow \lambda * 10 ;\) update \(\leftarrow\) false;
        end
        iteration ++ ;
    until \(\left(\|\boldsymbol{\delta}\|_{2} \leq \epsilon\right.\) ) or (iteration \(>\) max iterations);
    \(\boldsymbol{\alpha}^{*} \leftarrow \boldsymbol{\alpha}_{t} ;\)
```

GPU to accelerate the computationally demanding and highly parallelizable parts of PChA, while leaving the other less computationally demanding parts for CPU execution ${ }^{1}$. Figure 2 illusrates the partitioning of the algorithm implementation between the CPU and the GPU. The GPU calculates the value of the objective function $f$ defined in (1), the gradient vector $\mathbf{g}$ defined in (5), and the approximation of the Hessian matrix $\mathbf{H}$ defined in (7) that are required by each LM iteration while the CPU calculates the DT and the parameters update vector $\boldsymbol{\delta}$ using (4) with the $\mathbf{H}$ and $\mathbf{g}$ obtained from the GPU computations. As indicated in the introduction, the PChA performance is limited by the execution time of the LM algorithm, because the DT is computed only once before performing the iterative and expensive LM algorithm steps. Furthermore, for most applications, the reference dataset is available in advance, allowing for the DT to be precomputed and stored. Therefore, the focus of the proposed GPU-based implementation is to reduce the execution time indicted by "Execution time" in Fig. 2.

In the following, we first explain how we map the calculations of the objective function $f$, the approximation of the Hessian matrix $\mathbf{H}$, and the gradient vector $\mathbf{g}$ to the GPU by partitioning the observed points and decompos-

[^1]ing these calculations across different GPU blocks. Then we describe our novel pipelining of the LM algorithm.

### 3.2.1 Partitioning and decomposition

To handle the computations of the objective function $f$, the approximation of the Hessian matrix $\mathbf{H}$, and the gradient vector $g$ efficiently on the GPU, we partition the $N_{p}$ points in $\mathbf{P}$ into equal sized $N_{b}$ partitions, where each partition contains $N_{t}$ points ${ }^{2}$. These partitions are distributed across the GPU blocks such that each block is responsible for computing the objective function, the approximation of the Hessian matrix, and the gradient vector for only the points assigned to that block. Within a single block, each observed point is assigned to a single block-thread for performing required calculations associated with the point.

To express this partitioning scheme mathematically, we can re-write the objective function in (1) as

$$
\begin{equation*}
f=\underbrace{\sum_{b=1}^{N_{b}}}_{\text {Grid }} \underbrace{\sum_{j \in B(b)}}_{\text {Block }} \underbrace{r_{j}}_{\text {Thread computes the per-point residual }} \tag{8}
\end{equation*}
$$

where $r_{j}=\left\|\mathbf{r}\left(\mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}\right)\right)\right\|^{2}$ and $B(b)$ is the set that contains the indices of the observed points that are assigned to block $b$. Similarly, the approximation of the Hessian matrix (7) can be written as
and the gradient vector (5) can be written as
$\mathbf{g}=-2 \underbrace{\sum_{b=1}^{N_{b}}}_{\text {Grid }} \underbrace{\sum_{j \in B(b)}}_{\text {Block }} \underbrace{\mathbf{J}_{j}^{T} \mathbf{r}\left(\mathcal{T}_{\alpha}\left(\mathbf{p}_{j}\right)\right)}_{\text {Thread computes the per-point gradient } \mathbf{g}_{j}}$.

The decompositions of the computations of $f, \mathbf{H}$, and g as shown in (8), (9), and (10), respectively, align well with the SIMT architecture and enable these computations to be efficiently performed on the GPU. Specifically, each block-thread operates on a different input observed point and performs independent and similar calculations to compute the per-point residual value $r_{j}$,

[^2]

Fig. 2: Schematic diagram that illustrates the decomposition of PChA into different computational tasks and indicates the amount of data transfer between CPU and GPU. The figure shows that there is a large amount of data transfer but only in the first single step. For the next iterative steps, the amount of data transfer is very small. Specifically, $L$ single precision numbers copied from CPU to GPU and $L^{2}+L+1$ single precision numbers copied from GPU to CPU.
the per-point Hessian approximation $\mathbf{H}_{j}$, and the perpoint gradient vector $\mathbf{g}_{j}$. Then, the calculated $r_{j}, \mathbf{H}_{j}$, and $\mathbf{g}_{j}$ are summed up; first within each block to obtain the per-block sums in (8), (9), and (10), then within the grid to obtain the final $f, \mathbf{H}$, and $\mathbf{g}$ in (8), (9), and (10), respectively.

The approximation of the per-point Hessian matrix $\mathbf{H}_{j}$ is completely determined by a smaller subset of its elements. Specifically, we exploit the frequent binary (01) values of the Jacobian matrix entries $\left\{J_{j, l}^{c}\right\}$ and the frequent similarity between them across different $c$ and $l$ as shown in Table 1, to reduce the computations required to determine $\mathbf{H}_{j}$, where for each transformation type, we define the vector $\mathbf{h}_{j}$ that contains the Hessian approximation matrix elements that are computed by GPU and which determine the per-point Hessian approximation $\mathbf{H}_{j}$. Moreover, we define the vector $\boldsymbol{\rho}_{j}$ that contains the Jacobian matrix elements required to compute the vector $\mathbf{h}_{j}$. Table 2 lists $\mathbf{h}_{j}$ and $\boldsymbol{\rho}_{j}$ for different transformation types.

Our partitioning and decomposition scheme is illustrated in Fig. 3. Each block-thread computes the scalar $r_{j}$, and the vectors $\mathbf{h}_{j}$ and $\mathbf{g}_{j}$ for a single observed point $\mathbf{p}_{j}$, and stores the computed elements in the shared memory of the thread block. Furthermore, a reduction summation operation [27] is carried out to obtain the sum of $r_{j}$, the sum of $\mathbf{h}_{j}$, and the sum of $\mathbf{g}_{j}$ for all observed
points assigned to that block, i.e., for $j \in B(b)$ in (8), (9), and (10), where the resultant per-block sums $\sum_{j \in B(b)} r_{j}$, $\sum_{j \in B(b)} \mathbf{h}_{j}$, and $\sum_{j \in B(b)} \mathbf{g}_{j}$ are stored in the global memory. To obtain the final per-grid sums $\left(\sum_{b=1}^{N_{b}}\right)$ in (8), (9), and (10), of the previously stored per-block sums in the global memory, the GPU performs the final reduction summation operations, synchronized by one or more successive CPU reduction summation kernel launches. Because there is no synchronization mechanism across different GPU blocks, we employ the CPU to synchronize these final reduction summation operations to obtain the per-grid sums.

Figure 3 shows our proposed utilization of the different types of memory in the GPU. We efficiently utilize the different types of GPU memory according to specific memory characteristics to obtain the best performance. We use the constant memory to store the geometric transformation (matrix) $\mathcal{T}_{\alpha}$ because of its small size and because all threads require the common value of $\mathcal{T}_{\alpha}$. The constant memory is ideally suited for this purpose as it is highly optimized for broadcast [26]. Moreover, we store $r_{j}, \mathbf{h}_{j}$, and $\mathbf{g}_{j}$ that are calculated by each blockthread in the shared memory of that block for the further reduction summation operation to obtain the perblock sums. The block shared memory is accessible by all block-threads and has very low latency [26], therefore it is an ideal choice for the reduction summation operation which requires significant communication between threads in the same block to calculate the per-block sums $\sum_{j \in B(b)} r_{j}, \sum_{j \in B(b)} \mathbf{h}_{j}$, and $\sum_{j \in B(b)} \mathbf{g}_{j}$ in (8), (9), and (10), respectively.

### 3.2.2 Pipelined LM

As shown in Algorithm 1, the traditional LM algorithm generates the candidate solution $\boldsymbol{\alpha}_{\text {new }}$ (Step 8), then evaluates the value of the objective function at that candidate solution (Step 9). If the candidate solution $\boldsymbol{\alpha}_{n e w}$ has a lower objective function value than the current solution $\boldsymbol{\alpha}_{t}$, the traditional LM algorithm accepts the candidate solution and updates the current solution to that candidate solution (Step 11), then the process is continued to the computation of the approximation of the Hessian matrix and the gradient vector at the updated current solution. The sequence of the traditional LM steps implies that the algorithm performs the expensive Hessian and gradient calculations only for a solution that is better than the current one.

The partitioning and decomposition scheme discussed previously handles the computations of the objective function $f$, the approximate of Hessian matrix $\mathbf{H}$, and the gradient vector $\mathbf{g}$ efficiently on the GPU. However, GPU based implementation of the LM algorithm with the same

| Transformation type | Required Hessian and Jacobian elements |
| :---: | :---: |
| Euclidean | $\begin{gathered} \mathbf{H}=\sum_{j=1}^{N_{p}}\left(\begin{array}{ccc} \left(J_{j, 1}^{1}\right)^{2}+\left(J_{j, 1}^{2}\right)^{2} & J_{j, 1}^{1} & J_{j, 1}^{2} \\ J_{j, 1}^{1} & 1 & 0 \\ J_{j, 1}^{2} & 0 & 1 \end{array}\right) \\ \mathbf{h}_{j}=\left[\left(J_{j, 1}^{1}\right)^{2}+\left(J_{j, 1}^{2}\right)^{2}, J_{j, 1}^{1}, J_{j, 1}^{2}\right] \\ \boldsymbol{\rho}_{j}=\left[J_{j, 1}^{1}, J_{j, 1}^{2}\right] \end{gathered}$ |
| Similarity | $\mathbf{H}=\sum_{j=1}^{N_{p}}\left(\begin{array}{cccc} \left(J_{j, 1}^{1}\right)^{2}+\left(J_{j, 1}^{2}\right)^{2} & 0 & J_{j, 1}^{1} & J_{j, 1}^{2} \\ 0 & s^{2}\left(\left(J_{j, 1}^{1}\right)^{2}+\left(J_{j, 1}^{2}\right)^{2}\right) & -s J_{j, 1}^{2} & s J_{j, 1}^{1} \\ J_{j, 1}^{1} & -s J_{j, 1}^{2} & 1 & 0 \\ J_{j, 1}^{2} & s J_{j, 1}^{1} & 0 & 1 \end{array}\right)$ |
| Affine | $\left.\begin{array}{rl} \mathbf{H}=\sum_{j=1}^{N_{p}}\left(\begin{array}{cccccc} x_{j}^{2} & x_{j} y_{j} & x_{j} & 0 & 0 & 0 \\ x_{j} y_{j} & y_{j}^{2} & y_{j} & 0 & 0 & 0 \\ x_{j} & y_{j} & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & x_{j}^{2} & x_{j} y_{j} & x_{j} \\ 0 & 0 & 0 & x_{j} y_{j} & y_{j}^{2} & y_{j} \\ 0 & 0 & 0 & x_{j} & y_{j} & 1 \end{array}\right) \\ \mathbf{h}_{j} & =\left[x_{j}^{2}, x_{j} y_{j}, x_{j}, y_{j}^{2}, y_{j}\right] \end{array} \boldsymbol{\rho}_{j}=\left[J_{j, 1}^{1}, J_{j, 2}^{1}, J_{j, 4}^{2}, J_{j, 5}^{2}\right]\right] \text {. }$ |
| Projective |  |

Table 2: The Hessian matrix approximation $\mathbf{H}_{j}$, the elements $\mathbf{h}_{j}$ from which $\mathbf{H}_{j}$ is computed, and associated Jacobian matrix elements $\boldsymbol{\rho}_{j}$ used to compute the vector $\mathbf{h}_{j}$. Rows of the table delineated by lines list these for commonly used Euclidean, similarity, affine, and projective 2D transformations.
sequence of steps ignores the high latency of the GPU global memory. Specifically, a block-thread fetches an observed point $\mathbf{p}_{j}$ and the residual vector $\mathbf{r}\left(\mathcal{T}_{\boldsymbol{\alpha}_{\text {new }}}\left(\mathbf{p}_{j}\right)\right)$ from the global memory in order to evaluate the objective function $f\left(\boldsymbol{\alpha}_{\text {new }}\right)$ at the candidate solution $\boldsymbol{\alpha}_{\text {new }}$. The same data is fetched again for performing the gradient Hessian calculations at the candidate solution if the LM algorithm accepts the candidate solution. Thus the expensive global memory access is performed twice for fetching the same data.

Taking into account the highly parallel architecture of the GPU that has a very low arithmetic latency compared with the high global memory access latency, we propose a pipelined LM implementation that re-orders
the steps of the traditional LM. Specifically, our pipelined LM evaluates the Hessian matrix and the gradient vector at the candidate solution as it computes the objective function value associated with the candidate solution $f\left(\boldsymbol{\alpha}_{\text {new }}\right)$. Our pipelined LM allows relatively inexpensive pre-computation of the Hessian-gradient calculations that are associated with the candidate solution, without waiting to decide whether or not the candidate solution $\boldsymbol{\alpha}_{n e w}$ is better than the current one $\boldsymbol{\alpha}_{t}$. Because of the high global memory access latency of the GPU compared with the arithmetic latency, once the required data is fetched from the GPU global memory, the Hessian-gradient calculations are preferably performed when evaluating $f\left(\boldsymbol{\alpha}_{\text {new }}\right)$. In other words, the time re-


Fig. 3: Schematic diagram illustrating the partitioning of the observed points across GPU blocks and the decomposition of the objective function, the approximation of the Hessian matrix, and the gradient vector calculations according to the CUDA ${ }^{\mathrm{TM}}$ programming model. Each block-thread computes $r_{j}, \mathbf{h}_{j}$, and $\mathbf{g}_{j}$ for a single observed point $\mathbf{p}_{j}$ and stores the output in the shared memory of the block. Then a reduction summation operation is carried out to obtain the sum of $r_{j}$, the sum of $\mathbf{h}_{j}$, and the sum of $\mathbf{g}_{j}$ for all observed points within that block, where the resultant per-block sums are stored in the global memory for further per-grid summations.
quired for Hessian matrix approximation and the gradient vector calculations is significantly reduced if these evaluations are combined with the objective function evaluation, because the data needed to compute them is already fetched from the global memory in order to evaluate the objective function value associated with the candidate solution. Figure 4 illustrates the timed execution for a trace of few steps for both the traditional and our pipelined LM implementations on the GPU, where the Hessian-gradient calculations, and the objective function evaluation are performed separately by two GPU kernels in the traditional LM implementation and combined into a single kernel in the pipelined LM implementation.

Our GPU kernel that combines the Hessian-gradient calculations with the objective function evaluation is shown in Algorithm 2 and the overall pipelined LM is shown ${ }^{3}$ in Algorithm 3. Our pipelining of the LM calculates the Hessian matrix approximation and gradient vector at the candidate solution $\boldsymbol{\alpha}_{\text {new }}$ concurrently with the calculations of the objective function at $\boldsymbol{\alpha}_{n e w}$. If $\boldsymbol{\alpha}_{n e w}$ proves to be better than the current solution $\boldsymbol{\alpha}_{t}$, the pipelined LM immediately uses the pre-computed Hessian approximation and gradient vector to compute the parameter update vector $\boldsymbol{\delta}$ and generates a new candidate solution. Otherwise, the pipelined LM disregards the precomputed gradient and Hessian approximation, losing the small amount of time that was dedicated for the

[^3]```
Algorithm 2: GradientHessianResidualReduce
kernel
    \(j \leftarrow\) threadIdx. \(x+\) blockIdx. \(x \times\) blockDim. \(x\);
    Fetch \(\mathbf{p}_{j}\) from global memory and \(\mathcal{T}_{\alpha}\) from constant
        memory;
    Compute \(\mathbf{p}_{j}^{\prime} \leftarrow \mathcal{T}_{\alpha} \mathbf{p}_{j} ;\)
    if \(\mathbf{p}_{j}^{\prime} \in \Omega\) then
        Fetch \(\mathbf{r}\left(\mathbf{p}_{j}^{\prime}\right)\) from global memory;
        Residual calculations:
        Compute \(r_{j}=\left\|\mathbf{r}\left(\mathbf{p}_{j}^{\prime}\right)\right\|^{2}\);
        Gradient and Hessian calculations:
        Compute \(\boldsymbol{\rho}_{j}\) for \(\mathbf{p}_{j}\) using the formulae from
            Table 1;
        Compute \(\mathbf{h}_{j}\) using \(\boldsymbol{\rho}_{j}\);
        Compute \(\mathbf{g}_{j}\) from (10) using \(\boldsymbol{\rho}_{j}\) and \(\mathbf{r}\left(\mathbf{p}_{j}^{\prime}\right)\);
        Store \(\mathbf{h}_{j}, \mathbf{g}_{j}\), and \(r_{j}\) in the shared memory;
    end
    _-syncthreads();
    Reduce (sum):
13 Reduce: compute the per-block sums \(\sum_{j \in B(b l o c k I d x . x)} \mathbf{h}_{j}\),
    \(\sum_{j \in B(\text { blockIdx. } x)} \mathbf{g}_{j}\), and \(\sum_{j \in B(b l o c k I d x . x)} r_{j} ;\)
14 Store the per-block sums in the global memory;
```

Hessian-gradient pre-calculations. Thus the pipelined LM provides a faster execution time than the traditional LM on the GPU because the pipelined LM performs the expensive global memory access only once for the combined objective function evaluation and the Hessian-gradient
calculations while the traditional LM performs the same expensive global memory access twice.

```
Algorithm 3: Parametric chamfer alignment using
our proposed pipelined LM algorithm
    Input : Set of observed points \(\mathbf{P}\), set of reference
                points \(\mathbf{Q}\), and initial parameter \(\boldsymbol{\alpha}_{0}\)
    Output: Geometric transformation parameter \(\boldsymbol{\alpha}^{*}\)
    Compute \(\mathbf{r}(\chi), \forall \chi \in \Omega ; / / D T\) calculations
    \(t \leftarrow 0\); iteration \(\leftarrow 0\);
    \(\left\{\mathbf{g}, \mathbf{H}, e_{t}\right\} \leftarrow\) GradientHessianResidual
    \(\lll N_{b}, N_{t} \ggg\left(\boldsymbol{\alpha}_{t}\right) ;\)
    repeat \(/ * L M\) iterations*/
        Estimate LM update \(\boldsymbol{\delta}\) for transformation
        parameter vector using (4);
        \(\boldsymbol{\alpha}_{\text {new }} \leftarrow \boldsymbol{\alpha}_{t}+\boldsymbol{\delta} ; /{ }^{*}\) Generate candidate solution*/
        \(\left\{\mathbf{g}_{\text {new }}, \mathbf{H}_{\text {new }}, e_{\text {new }}\right\} \leftarrow\) GradientHessianResidual
        \(\lll N_{b}, N_{t} \ggg\left(\boldsymbol{\alpha}_{\text {new }}\right)\);
        if \(\left(e_{\text {new }}<e_{t}\right)\) then \(/ *\) Check the candidate
            solution*/
            /*Accept the candidate solution*/
            \(t \leftarrow t+1 ; \boldsymbol{\alpha}_{t} \leftarrow \boldsymbol{\alpha}_{\text {new }} ; e_{t} \leftarrow e_{\text {new }} ;\)
            \(\mathbf{g} \leftarrow \mathbf{g}_{\text {new }} ; \mathbf{H} \leftarrow \mathbf{H}_{\text {new }} ;\)
            \(\lambda \leftarrow \lambda / 10 ;\)
        else
            /*Reject the candidate solution*/
            \(\lambda \leftarrow \lambda * 10 ;\)
        end
        iteration + +;
    until \(\left(\|\boldsymbol{\delta}\|_{2} \leq \epsilon\right.\) ) or (iteration \(>\) max iterations);
    \(\boldsymbol{\alpha}^{*} \leftarrow \boldsymbol{\alpha}_{t} ;\)
```


## 4 GPU/CPU Implementations and Configurations for Benchmarks

To illustrate the benefit of the proposed GPU realization and to highlight how the individual elements of our proposed scheme contribute to the overall performance gains, we consider several alternative GPU and CPU implementations for our benchmarks. The GPU based implementations are:

- PGPU: The complete proposed GPU based implementation of PChA that uses the parallelization and the pipelined LM.
- TGPU: A GPU based implementation of PChA that uses the proposed parallelization but with the traditional, as opposed to the pipelined, LM. A comparison against this specifically allows us to evaluate the benefit of pipelining.
- GGPU: an (inefficient) GPU based implementation of PChA intended to demonsrate the benefit of the partitioning used in PGPU across the GPU memory hierarchy. Specifically, GGPU only uses the GPU global memory and does not use the shared memory (but does use the pipelining for LM). GGPU uses the
global memory to (a) store the geometric transformation $\mathcal{T}_{\boldsymbol{\alpha}}$ (for which PGPU uses the constant memory) and (b) to store $r_{j}, \mathbf{h}_{j}$, and $\mathbf{g}_{j}$ that are calculated by each block-thread (for which PGPU uses the shared memory).

In addition to the GPU based implementations, for benchmarking, we also provide a parallelized CPU acceleration for the PChA. Specifically, we use OpenMP [28] to parallelize the expensive per-point computations of the objective function, gradient and Hessian approximation, which are required for the LM iterations in PChA. That is, the operations shown on the right half in Fig. 2 under the GPU heading are instead parallelized on the CPU using OpenMP. Algorithms 4 and 5 summarize, in pseudo-code with included OpenMP compiler directive constructs, the OpenMP based acceleration for the calculation of the objective function and of the gradient and Hessian approximation, respectively. We denote the OpenMP based CPU implementation as $\mathbf{C P U}(n)$, where $n$ indicates the number of threads used when executing the implementation. For example, CPU(8) denotes the OpenMP based CPU implementation that uses 8 threads. Also, CPU(1) denotes a CPU implementation that uses only single thread ${ }^{4}$, which is obtained by using the OpenMP command "omp_set_num_threads(1)". All the GPU and CPU implementations utilize the reduced Hessian and Jacobian computations provided in Table 2.

```
Algorithm 4: OpenMP based acceleration for the
computation of the objective function \(f\)
\(1 e \leftarrow 0\);
    \#pragma omp for reduction (+:e)
    for \(j=1\) to \(N_{p}\) do
        Compute \(\mathbf{p}_{j}^{\prime} \leftarrow \mathcal{T}_{\alpha} \mathbf{p}_{j} ;\)
        if \(\mathbf{p}_{j}^{\prime} \in \Omega\) then
            \(e+=\left\|\mathbf{r}\left(\mathbf{p}_{j}^{\prime}\right)\right\|^{2} ;\)
        end
    end
    return \(e\);
```

All implementations were in C++ with OpenMP 3.0 and CUDA ${ }^{\text {TM }} 7.0$. As indicated by "Execution time" annotation in Fig. 2, reported execution times for an implementation represent the time from completion of the DT computation to the convergence of the LM. Thus, the execution time is measured for the complete PChA algorithm excluding the computation time for the DT. Specifically, this implies that, any reported execution time for a GPU based implementation includes the time for all data transfer between CPU memory and GPU memory. Also, the speed-up factor of an implementation

[^4]
(a) Traditional LM

|  | $\mathbf{g}, \mathbf{H}$ from (5), (7) using $\boldsymbol{\alpha}_{0}$ $e_{0} \leftarrow f\left(\boldsymbol{\alpha}_{0}\right)$ from (1) |
| :---: | :---: |
|  | $\boldsymbol{\delta}$ from (4) using $\mathbf{g}, \mathbf{H} ; \boldsymbol{\alpha}_{n e w}=\boldsymbol{\alpha}_{0}+\boldsymbol{\delta}$ |
|  | $\mathbf{g}_{n e w}, \mathbf{H}_{n e w}$ from (5), (7) using $\boldsymbol{\alpha}_{n e w}$ $e_{n e w} \leftarrow f\left(\boldsymbol{\alpha}_{n e w}\right)$ from (1) |
| $\begin{gathered} \text { © } \\ {[=} \end{gathered}$ | $\left(e_{n e w}<e_{0}\right):\left\{\boldsymbol{\alpha}_{1}, e_{1}, \mathbf{H}, \mathbf{g}\right\}_{\leftarrow n \in w}, \lambda=\lambda / 10$ |
|  | $\boldsymbol{\delta}$ from (4) using $\mathbf{g}, \mathbf{H} ; \boldsymbol{\alpha}_{n e w}=\boldsymbol{\alpha}_{1}+\boldsymbol{\delta}$ |
|  | $\mathbf{g}_{n e w}, \mathbf{H}_{n e w}$ from (5), (7) using $\boldsymbol{\alpha}_{n e w}$ $e_{n e w} \leftarrow f\left(\boldsymbol{\alpha}_{n e w}\right)$ from (1) |
|  | $\left(e_{n e w}>e_{1}\right) \rightarrow \lambda=\lambda * 10$ |
|  | $\boldsymbol{\delta}$ from (4) using $\mathbf{g}, \mathbf{H} ; \boldsymbol{\alpha}_{n e w}=\boldsymbol{\alpha}_{1}+\boldsymbol{\delta}$ |
|  | $\begin{aligned} & \mathbf{g}_{n e w}, \mathbf{H}_{n e w} \text { from (5), (7) using } \boldsymbol{\alpha}_{n e w} \\ & e_{n e w} \leftarrow f\left(\boldsymbol{\alpha}_{n e w}\right) \text { from (1) } \end{aligned}$ |
|  | $\left(e_{n e w}<e_{1}\right):\left\{\boldsymbol{\alpha}_{2}, e_{2}, \mathbf{H}, \mathbf{g}\right\}_{\leftarrow n \in w}, \lambda=\lambda / 10$ |
|  | $\boldsymbol{\delta}$ from (4) using g, $\mathbf{H} ; \boldsymbol{\alpha}_{n e w}=\boldsymbol{\alpha}_{2}+\boldsymbol{\delta}$ |
|  | $\begin{aligned} & \mathbf{g}_{n e w}, \mathbf{H}_{n e w} \text { from (5), (7) using } \boldsymbol{\alpha}_{n e w} \\ & e_{n e w} \leftarrow f\left(\boldsymbol{\alpha}_{n e w}\right) \text { from (1) } \end{aligned}$ |
|  | $\left(e_{n e w}<e_{2}\right):\left\{\boldsymbol{\alpha}_{3}, e_{3}, \mathbf{H}, \mathbf{g}\right\}_{\leftarrow n \in w}, \lambda=\lambda / 10$ |
|  | $\boldsymbol{\delta}$ from (4) using g, $\mathbf{H} ; \boldsymbol{\alpha}_{n e w}=\boldsymbol{\alpha}_{3}+\boldsymbol{\delta}$ |

(b) Our pipelined LM

Fig. 4: Execution timeline that shows a trace for few steps of GPU based implementations of: (a) the traditional LM algorithm and (b) the proposed pipelined LM algorithm. The traditional LM algorithm computes the gradient and Hessian only if the candidate solution $\boldsymbol{\alpha}_{\text {new }}$ is accepted and after the acceptance. On the other hand, our pipelined LM algorithm preemptively computes the Hessian matrix approximation and the gradient vector for the candidate solution $\boldsymbol{\alpha}_{n e w}$ concurrently with the evaluation of the objective function value at the candidate solution $\boldsymbol{\alpha}_{\text {new }}$. Because the data needed for the Hessian-gradient calculations is already fetched from the high latency global memory for the evaluation of the objective function, the gradient-Hessian calculations take little additional time and provide very significant savings when the candidate solution is accepted and only a small overhead of wasted time when the candidate solution is rejected.
$a$ over an implementation $b$ is computed as the ratio of the execution time for $b$ to the execution time for $a$.

The different GPU and CPU based implementations were benchmarked on two different computer systems. The first system, which we refer to as "MC1", is a desktop computer with the Ubuntu 14.04.4 LTS operating system. MC1 had 32 GB of main memory installed and an Intel ${ }^{\circledR}$ Core $^{\mathrm{TM}}$ i7-4790 CPU with 8 cores, 8 MB cache, operating at $3.60 \mathrm{GHz} . \mathrm{MC} 1$ was equipped with an NVIDIA ${ }^{\text {TM }}$ GeForce GTX ${ }^{\text {TM }} 760$ graphics card that comprises a GPU based on the Kepler ${ }^{\text {TM }}$ GK104 core architecture with 2 GB of physical memory and 1152 CUDA cores operating at 1033 MHz . The second system, which we refer to as "MC2", is a compute node in a linux compute cluster [29] with the Red Hat Enterprise Linux Server release 6.6 (Santiago) operating system. MC 2 is configured to have 16 GB of main memory
and an Intel ${ }^{\circledR}$ Xeon ${ }^{\circledR}$ E5-2695 v2 CPU with 12 cores, 30 MB cache, operating at $2.40 \mathrm{GHz} . \mathrm{MC} 2$ is equipped with an NVIDIA ${ }^{\text {TM }}$ Tesla ${ }^{\text {TM }}$ K20X graphics processing accelerator that comprises a GPU based on the Kepler ${ }^{\text {TM }}$ GK110 core architecture with 6 GB of physical memory and 2688 CUDA cores operating at 732 MHz . For the GPU based implementations, the number of threads in each block for both MC1 and MC2 was set to 128. This number was obtained empirically by varying the number of threads in each block and determining the value that resulted in the smallest execution time.

## 5 Application Examples

In this section, we demonstrate the efficiency of our PChA GPU based implementation on 2D/3D large scale point

```
Algorithm 5: OpenMP based acceleration for the
computation of the gradient \(\mathbf{g}\) and the Hessian ap-
proximation \(\mathbf{H}\)
    \(\mathbf{H} \leftarrow \mathbf{0} ; \mathbf{g} \leftarrow \mathbf{0}\);
    \#pragma omp for reduction (+:H,g)
    for \(j=1\) to \(N_{p}\) do
        Compute \(\mathbf{p}_{j}^{\prime} \leftarrow \mathcal{T}_{\alpha} \mathbf{p}_{j}\);
        if \(\mathbf{p}_{j}^{\prime} \in \Omega\) then
            Compute \(\boldsymbol{\rho}_{j}\) for \(\mathbf{p}_{j}\) using the formulae from
            Table 1;
            Compute \(\mathbf{H}_{j}\) using \(\boldsymbol{\rho}_{j}\);
            Compute \(\mathbf{g}_{j}\) from (10) using \(\boldsymbol{\rho}_{j}\) and \(\mathbf{r}\left(\mathbf{p}_{j}^{\prime}\right)\);
            \(\mathbf{H}+=\mathbf{H}_{j}\);
            \(\mathbf{g}+=\mathbf{g}_{j} ;\)
        end
    end
    return \(\mathbf{H}, \mathrm{g}\);
```

set alignment problems that are related to our ongoing research on WAMI geo-registration [8, 9] and analyses of homologous buildings using range imaging [7, 24].

### 5.1 WAMI real time geo-registration

In our previous work [8, 9], as shown in the motivating example in Section 2, we employed the PChA to georegister a WAMI frame by finding the unknown projective geometric transformation that aligns the detected vehicle locations contained in that WAMI frame with a geo-referenced vector road map (using only a CPU based implementation that did not use any of the optimizations reported here, including those in Table 2.). We estimate the unknown projective geometric transformation using PChA and we evaluate the geo-registration execution time on MC1 for the PGPU, CPU(1), CPU(4), and $\mathrm{CPU}(8)$ implementations on a WAMI test set. Our WAMI test set is composed of 60 frames chosen randomly from the CorvusEye WAMI data set that is captured by the CorvusEye system [30] at 2 frames per second. In Fig. 5, we plot the execution time (in ms ) for the PGPU, $\mathrm{CPU}(1), \mathrm{CPU}(4)$, and CPU(8) implementations applied on each frame from the WAMI test set, where a logarithmic scale is used for the execution time axis. Our PGPU implementation achieves real time performance on the WAMI test set and provides an average speedup of $6.9 \times$ compared with the single CPU implementation $\operatorname{CPU}(1)$, where the average is computed over the 60 frames. Additionally, for some frames, even the CPU(8) implementation cannot estimate the projective geometric transformation in real time, while our PGPU implementation achieve real time performance for all frames.

To assess how the performance of the different PChA implementations varies with differing vehicle counts in a WAMI frame, we use our actual datasets to synthetically generate additional vehicle detections locations. Specifically, we first use our accurate geo-registration
scheme proposed in [9] to align the WAMI frame with a vector road network, then we add a varying number of vehicle detections randomly at the locations coinciding with the road network in the aligned WAMI frame. Then, we apply a different number of Euclidean, similarity, affine, and projective parametric transformations on the obtained vehicle detections to generate the OS where we randomly generate the transformation parameters associated with each transformation type within tolerances typically seen for the meta data based georegistration in our actual datasets. In our semi-synthetic WAMI experiment, we first generate 100 random synthetic geometric transformations for each transformation type (Euclidean, similarity, affine, and projective). Then, we use the GPU based implementations PGPU, TGPU, GGPU, in addition to the single CPU implementation (CPU(1)), to estimate the geometric transformation parameters and we measure the execution time for each case on both MC1 and MC2. For each transformation type, we calculate the average and the standard deviation of the execution time for the 100 random transformations generated for that transformation type (within established tolerance limits). Figures 6 (a), (b), (c), (d) plot the calculated average execution time (in $\mathrm{ms})$ against the number of points $N_{p}$ in the OS for the Euclidean, similarity, affine, and projective transformation types, respectively.

From Fig. 6, we can conclude that our PGPU implementation shows significantly better performance (smaller execution time) compared with the single CPU implementation for both MC1 and MC2. The improvement comes from the efficient partitioning of the observed points and the decomposition of the LM calculations across the different GPU blocks to exploit the powerful highly parallel architecture of the GPU. Among the GPU based implementations, the PGPU implementation shows the best performance highlighting the benefits of the pipelining and of the effective usage of the GPU. Specifically, compared with the TGPU implementation, the PGPU implementation saves a constant amount of time periteration, when the new candidate solution is accepted. The saved amount is the time required by a block-thread to access the global memory for fetching the data for performing the gradient-Hessian calculations as discussed in Section 3.2.2. Because the time saving is constant per iteration, the speed-up of PGPU over TGPU is always a constant factor, as can be seen the plots in Fig. 6. The GGPU implementation has the worst performance among all GPU based implementations because it utilizes the high latency global memory for all computations. This highlights the importance of efficiently utilizing the different memory types of the GPU.

Under the same settings of the semi-synthetic WAMI experiment, the plots in Fig. 7 show the average execution time of the GPU and CPU based implementations for a dataset with 1 million observed points for different transformation types. We use a logarithmic scale for the


Fig. 5: A plot shows the execution time (in ms ) for the PGPU, CPU(1), CPU(4), and CPU(8) implementations applied on 60 WAMI frames and tested on MC1, where a logarithmic scale is used for the execution time axis. Our PGPU implementation achieves the real time performance (registration within the WAMI inter-frame duration of 500 ms ).
execution time axis and show the execution time (in ms) on MC1 and MC2 in Fig. 7 (a) and (b), respectively. Among the implementations benchmarked, the PGPU implementation has the best performance across the different transformation types and for both MC1 and MC2. For example, on MC1, the PGPU achieves $20 \times-26 \times$ speed-up over CPU(1) and also achieves a speed-up of between $1.3 \times-1.5 \times$ over the TGPU implementation due to the pipelining of the LM. The CPU parallel implementation shows better performance than the single CPU implementation and the performance of the CPU parallel implementation is enhanced by increasing the number of threads used. However, using threads more than the number of cores of the CPU is not useful for the parallel CPU implementation. For example, on MC1, the performance of $\operatorname{CPU}(8)$ is better than $\mathrm{CPU}(12)$, while on MC2, the performance of $\mathrm{CPU}(12)$ is better. Because the CPU of MC1 has 8 physical cores while the CPU of MC2 has 12 physical cores, this suggests that the best performance of the parallel CPU implementation is obtained when the number of used threads matches the number of cores of the CPU, and adding more threads is not useful. In contrast, the GPU based implementations show better performance than the CPU parallel implementation because of the large number of threads that can run concurrently on the GPU due to its large number of available computational cores compared with the CPU. Also, the performance of GPU implementations on MC 2 is slightly better than the performance on MC1 because the GPU of MC2 has larger number of cores than the GPU of MC1.

To assess how the performance of the different PChA implementations varies according to the number of iterations of the LM, we forced the LM to perform a specific number of iterations by setting the condition $\left(e_{n e w}<e_{t}\right)$ to be true (Line 10 in Algorithm 1 and Line 8 in Algorithm 3) until the desired iteration count was reached. The average and standard deviation of the execution time was evaluated for varying numbers of data points $N_{p}$ and iterations for each transformation type (Euclidean, similarity, affine, and projective) over 100 randomly generated geometric transformations. This experiment was conducted on MC 1 for the PGPU, CPU(1), and $\mathrm{CPU}(8)$ implementations. Fig. 8 (a), (b), (c), (d) show plots of the average execution time against $N_{p}$ for $10,50,100$, and 200 iterations, respectively. The execution time includes the time required for the large amount of initial data transfer to the GPU global memory (shown in the first single step in Fig. 2) and this component is represented in all plots in Fig. 8 by a thick black line. PGPU has a smaller execution time than the CPU(1) implementation for all of the plots in Fig. 8. Additionally, for a sufficiently large number of iterations or data points, the PGPU implementation has a better performance than the $\operatorname{CPU}(8)$ implementation. When the number of data points or iterations is small, the execution time for the PGPU implementation is dominated by the overhead associated with the time required for the initial data transfer and $\mathrm{CPU}(8)$ implementation has a lower execution time in these settings.

### 5.2 Analysis of homologous architectural buildings

In our ongoing analyses of homologous architectural buildings [7, 24], we are interested in identifying differences between homologous historical buildings constructed to a common template. We are given a reference 3D model created from engineering drawings and corresponding observed 3D range data captured for several historical buildings using a lidar scanner, and our goal is to identify the differences between the observed buildings' range data and the reference model. Toward this goal, we employ PChA to align the 3 D range data with the 3 D reference model. Figure 9 shows an example, with the 3D reference model in (a), the observed range data in (b), and the alignment result with the observed range data overlaid with the reference model in (c). The alignment is obtained by finding the unknown 3D similarity transformation that aligns the observed building 3D range data with the 3D reference model. In this alignment example, we use the PGPU and the CPU(1) implementations to align the observed 3 D range data that contains 1140703 points and report results obtained on MC1. The alignment execution time of the PGPU and the CPU(1) implementations are 790 ms and 11850 ms , respectively.

As in Section 5.1 for the 2D case, we assessed the impact of the number $N_{p}$ of observed 3D range data


Fig. 6: Average execution time for aligning the 2D semi-synthetic WAMI datasets with a corresponding roadmap as a function of the number of observed points for (a) Euclidean, (b) similarity, (c) affine, and (d) projective transformation types. In this experiment motivated by our WAMI to roadmap alignment problem, we use observed datasets (OS) with a varying number of vehicle detections generated by applying a synthetic random transformation to synthetic detections generated on the roads. An alignment transformation is then estimated by PChA using the GPU based implementations PGPU, TGPU, GGPU, in addition to the single CPU implementation (CPU(1)) on both MC1 and MC2. Reported values correspond to averages of the execution time over 100 runs corresponding to 100 different synthetic transformations. Standard deviations are shown as error bars and the execution time for an implementation on MC1 and MC2 is shown in the same color but with different line styles (solid lines for MC1 and dashed lines for MC2).
points on the different implementations by using synthetically generated OS of different sizes. For each of the Euclidean, similarity, and affine parametric transformation types, we randomly generated 100 different values for the associated transformation parameters (within pre-determined tolerance) and obtain corresponding synthetic OS of different sizes. For each of the generated OS datasets, the PGPU, the TGPU, and the CPU(1) implementations were used to estimate the transform parameters and the average execution time and standard deviation were computed for each value of $N_{p}$ over the 100 realizations. The experiment was independently conducted
on both MC1 and MC2. Fig. 10 (a), (b) and (c) show plots of the average execution time against $N_{p}$ for the Euclidean, similarity, and affine parametric transformations, respectively, on the observed range data to generate the OS where we randomly generate the transformation parameters (within pre-determined tolerance) associated with each transformation type. Again, the PGPU implementation shows significantly better performance (smaller execution time) compared with the single CPU implementation. As in Section 5.1, the PGPU also has a nearly constant computational speed-up factor over the TGPU implementation.


Fig. 7: Average execution time of the GPU and CPU based implementations for a dataset with 1 million observed points and estimated for different transformation types. We use a logarithmic scale for the execution time axis and show the execution time (in ms) on MC1 and MC2 in (a) and (b), respectively.

## 6 Discussion

The two main ingredients contributing to the observed speed up for the proposed implementation in this paper are the parallelization and the pipelining. In this section, we characterize the improvements provided by each ingredient, using empirical profiling for the first and simplified analysis for the second.

To assess the relative contribution of the parallelized components to the overall computations required for the PChA, we empirically profiled the average execution time for each component of the PChA. As in Section 5.1, a semi-synthetic dataset was used for this purpose with $N_{p}=1$ million data points and 1000 realizations for each geometric transformation type (Euclidean, similarity, affine, and projective) obtained by using synthetically generated random parameters. For each transformation type, average execution times were computed for each component of the PChA using the single CPU implementation $\mathrm{CPU}(1)$ on MC2. The results summarized in the bar graphs in Fig. 11 show that the execution times for the computation of $f, \mathbf{H}$, and $\mathbf{g}$, which are parallelized in the GPU implementation presented in this paper are much larger than the execution time for the computation of $\delta$, which is not parallelized here. The parallelization in the implementation presented therefore effectively targets the computationally most demanding components of PChA. For reference, the time required for the computation of the $\mathrm{DT}^{5}$ is also included in Fig. 11, although, as we already noted, most applications do not require the DT to be computed in real-time.

As noted in Section 3.2.2, the proposed pipelined LM implementation saves a significant amount of time when

[^5]the candidate solution is accepted but causes a small overhead when the candidate solution is rejected. We quantify the speed-up of the PGPU implementation over the TGPU implementation as the percentage of candidates accepted ranges from 100 through 0 . For the TGPU implementation, we use the NVIDIA ${ }^{\mathrm{TM}}$ Profiler to measure the execution time $T_{f}$ for the GPU kernel that calculates the objective function at the candidate solution, and the execution time $T_{g h}$ for the GPU kernel that calculates the gradient and the Hessian approximation at the candidate solution. Similarly, for the PGPU implementation, we measure the execution time $T_{f g h}$ for the GPU kernel that calculates the objective function, the gradient, and the Hessian approximation. The speed-up $S$ of PGPU over TGPU can then be estimated as
$S=\frac{A\left(T_{g h}+T_{f}\right)+(100-A) T_{f}}{100 T_{f g h}}$,
where $0 \leq A \leq 100$ is the percentage of the candidates accepted. Figure 12 shows the speed-up factor for Euclidean, similarity, affine, and projective transformation types as the acceptance percentage $A$ varies from 100 through 0 .

We draw three important conclusions from Fig. 12. First, $S$ is maximum when $A=100$, and starts to decrease with the decrease of $A$. Because the PGPU causes a small overhead when the candidate solution is rejected, the overhead is accumulated with the decrease in $A$ and reduces the speed-up factor. Second, for a specific transformation, $S$ is inversely related to the number of computations required to estimate the parameters of the transformation, for the same value of $A$. For example, for same value of $A, S$ is higher for the Euclidean transformation than for other transformation types. Because the calculations for the Euclidean case are simpler than other


Fig. 8: Average execution time for aligning the 2D semi-synthetic WAMI datasets with a corresponding roadmap as a function of the number of observed points, obtained using the PGPU, CPU(1), and CPU(8) implementations, and executed for (a) 10, (b) 50, (c) 100, and (d) 200 iterations. In all plots, we report the average execution time over 100 runs and the standard deviations are shown as error bars. The thick black line represents the average time required for the initial large data transfer to the GPU global memory. As shown in the plots, the PGPU always has a better performance than the $\mathrm{CPU}(1)$. Additionally, the PGPU has a better performance than the $\mathrm{CPU}(8)$ when the PGPU is either executed for a sufficiently large number of iterations or applied for a large number of points. Otherwise, the $\mathrm{CPU}(8)$ has better performance because the execution time of the PGPU in this case is dominated by the overhead associated with the time required for the initial data transfer.


Fig. 9: Example of PChA applied for aligning an observed 3D range point dataset for a building to a corresponding 3 D reference model: (a) 3D reference model, (b) the range data for a corresponding building, and (c) the alignment result visualized as an overlay of the observed building 3D range data (shown in green) with the reference 3D model (shown in magenta) for the estimated optimal alignment parameters.


Fig. 10: Average execution time for aligning the 3 D semi-synthetic range-image dataset for a building with a corresponding model as a function of the number of observed points for: (a) Euclidean, (b) similarity, and (c) affine transformation types. In this semi-synthetic experiment, we use observed range datasets (OS) with different number of points generated from the reference range dataset ( RS ) by applying a synthetically generated transformation. An alignment transformation is then estimated by PChA using the PGPU, the TGPU, and the CPU(1) implementations. Reported values correspond to averages of the execution time over 100 runs corresponding to 100 different synthetic transformations. Standard deviations are shown as error bars and the execution time for an implementation on MC1 and MC2 is shown in the same color but with different line styles (solid lines for MC1 and dashed lines for MC2).


Fig. 11: PChA computational profile: The bar graphs show the average execution time for each component of the PChA for the single CPU implementation CPU(1) running on MC2 for solving a 2D WAMI semi-synthetic dataset with 1 million points. Averages are computed over 1000 runs. The plots confirm that the parallelized in the GPU implementation presented in this paper targets the computationally most demanding components of PChA (computation of $f, \mathbf{H}$, and $\mathbf{g}$ ), whereas the contribution of the non-parallelized component (computation of $\boldsymbol{\delta}$ ) to the overall execution time is several orders of magnitude smaller than that of the other components.
transformation types, $T_{f g h}$ is closer to $T_{f}$ in the Euclidean case than for other transformation types, which translates to a higher speed-up for the same value of $A$. Finally, $S>1$ for Euclidean, similarity, affine, and projective transformation types, when $A>24 \%, A>27 \%$, $A>40 \%$, and $A>80 \%$, respectively. To improve per-
formance in practice, our implementation performs parameter estimation using the hierarchy of transformation types in order of increasing generality and number of computations required for estimating the parameters. For example, to estimate projective transformation parameters, we proceed in four stages estimating in sequence parameters for Euclidean, similarity, affine, and then projective transformations, where at each stage the parameters are initialized using the best estimates for the preceding simpler transformation. This hierarchical parameter estimation procedure ensures good initialization for the more complex transformation types and results in a higher effective speed-up factor because of both increased acceptance percentage and fewer iterations for the complex transformations.

## 7 Conclusion

In this paper, we propose a parallel and pipelined realization of parametric chamfer alignment (PChA) for GPU implementation. The proposed parallelization achieves a significant speed-up by partitioning the OS points across different GPU blocks and decomposing the expensive per-point gradient and Hessian computations required for the LM iterations in PChA in correspondence with the GPU's single instruction multiple thread (SIMT) architecture. Additional speed-up is obtained by the proposed pipelining of the LM algorithm. The pipelining exploits the GPU's low arithmetic latency compared with high global memory access latency by precomputing gradient and Hessian at candidate solution preemptively even before a decision to accept or reject the candidate is made. The preemptive computation eliminates


Fig. 12: The speed-up of the PGPU implementation over the TGPU implementation as the percentage of candidates accepted ranges from 100 through 0, for Euclidean, similarity, affine, and projective transformation types.
the need for fetching data a second time from high latency GPU global memory and offers a speed-up in typical application scenarios. Results obtained on two different computer systems for both large scale 2D and 3D point data sets from our ongoing research demonstrate that our PChA GPU implementation offers a very significant speed-up over its single CPU counterpart. Specifically, the speed-up allows us to achieve real-time PChA based alignment of vector roadmaps to wide area motion imagery (WAMI).

## A Compositional approach for projective transformation estimation

The Jacobian matrix elements $\left\{J_{j, l}^{c}\right\}$ associated with the projective transformation in Table 1 require a division operation per-element, which is computationally expensive. To simplify the Jacobian calculations, we adopt a compositional approach [31] that eliminates the division operations and also enables further simplifications. The compositional approach for our 2D point set alignment by projective transformation proceeds as follows:

- The projective transformation defined by the current estimate $\boldsymbol{\alpha}_{t}$ of the parameters is applied to each OS point $\mathbf{p}_{j}$ to obtain a corresponding warped point $\mathbf{p}^{\prime}{ }_{j}=\mathcal{T}_{\alpha_{t}}\left(\mathbf{p}_{j}\right)$.
- Each LM iteration, then estimates the incremental parameter update $\boldsymbol{\delta}$ that minimizes

$$
\begin{equation*}
f(\boldsymbol{\delta})=\sum_{j=1}^{N_{p}}\left\|\mathbf{r}\left(\mathcal{T}_{\left(\boldsymbol{\alpha}^{I}+\delta\right)}\left(\mathbf{p}_{j}^{\prime}\right)\right)\right\|^{2} \tag{12}
\end{equation*}
$$

where $\boldsymbol{\alpha}^{I}=[1,0,0,0,1,0,0,0]$ is the parameter vector that corresponds to the identity transformation, i.e., $\mathcal{T}_{\boldsymbol{\alpha}^{I}}\left(\mathbf{p}_{j}{ }_{j}\right)=\mathbf{p}^{\prime}{ }_{j}$.

- The updated projective transformation is obtained as
$\mathcal{T}_{\alpha_{t+1}}=\mathcal{T}_{\alpha_{t}} \circ \mathcal{T}_{\delta}$,
where $\circ$ denotes composition, or equivalently multiplication of the corresponding matrix representations.

Considerable simplification of the Jacobian matrix calculation is obtained because the calculation is performed at $\boldsymbol{\alpha}^{I}$, where the term $w_{j}$ in Table 1 becomes unity, eliminating the need for division operations. Specifically, the Jacobian matrix $\mathbf{J}_{j}$ at the transformed point $\mathbf{p}^{\prime}{ }_{j} \equiv \mathcal{T}_{\boldsymbol{\alpha}^{I}}\left(\mathbf{p}^{\prime}{ }_{j}\right)$, is computed as
$\mathbf{J}_{j}=\left.\frac{\partial \mathcal{T}_{\boldsymbol{\alpha}}\left(\mathbf{p}_{j}^{\prime}\right)}{\partial \boldsymbol{\alpha}}\right|_{\boldsymbol{\alpha}=\boldsymbol{\alpha}^{I}}=\left(\begin{array}{cccccccc}x^{\prime} & y^{\prime} & 1 & 0 & 0 & 0 & -x^{\prime 2} & -x^{\prime} y^{\prime} \\ 0 & 0 & 0 & x^{\prime} & y^{\prime} & 1 & -x^{\prime} y^{\prime} & -y^{\prime 2}\end{array}\right)$.
The Hessian matrix approximation elements are shown in Table 2, where additional simplifications are also incorporated.
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[^1]:    ${ }^{1}$ Later in this paper, in Fig. 11, we provide results from profiling a single CPU implementation of PChA that empirically demonstrates that the components of PChA that we select for GPU implementation represent a substantial part of the execution time for the complete single implementation.

[^2]:    ${ }^{2}$ We augment the points in the OS to ensure $N_{p}=N_{b} N_{t}$.

[^3]:    ${ }^{3}$ For clarity, we omit the final per-grid reduction summation operations from Algorithm 3 and assume that the kernel in Algorithm 2 will return $\{\mathbf{g}, \mathbf{H}, f\}$.

[^4]:    ${ }^{4}$ The CPU(1) implementation offers performance close to but not identical to that of a CPU implementation that is obtained by completely eliminating the OpenMP compiler directives from the code.

[^5]:    ${ }^{5}$ The DT is calculated using the method in [25].

