
Optimal Filter Design for Multi-illuminant Color CorrectionG. Sharmay�, H. J. Trussellzy Xerox Corporation, MS0128-27E, 800 Phillips Rd, Webster, NY 14580z ECE Dept., North Carolina State University, Raleigh, NC 27695-7911AbstractWe address the design of optimal scanning �lters for appli-cations where colorimetric information under multiple view-ing illuminants is desired from measurements of an objectwith a single color scanner. Objective criteria accountingfor colorimetric accuracy and measurement noise are intro-duced and procedures for designing realizable �lters usingthese criteria are presented.1 IntroductionIt is well known that the colorimetry of a reective object isdependent on the viewing illuminant. In many applications,color under several di�erent viewing-illuminants must beestimated from measurements obtained with a single device.Examples of such applications include: image scanning andprinting systems, where a reproduction of an original maybe desired under several di�erent viewing conditions; andtextile color measurements, where fabric from di�erent lotsmay be used in the fabrication of a garment only if the colorsmatch under the commonly used illumination sources.In the absence of measurement noise, a three chan-nel scanner can be used to obtain colorimetric informa-tion under a single viewing-illuminant, provided the scannerchannel sensitivities are linear combinations of the viewing-illuminant color-matching-function products. This is thewell known Luther-Ives condition [1, 2]. A straightforwardgeneralization of the Luther-Ives condition to multiple view-ing illuminants would require 3K channels for colorimetryunder K illuminants. Spectrophotometric measurementsprovide an alternative method for obtaining color informa-tion under any viewing illuminant. In typical applications,the large number of channels required for either of theseapproaches makes them expensive and impractical. In ad-dition, in the presence of noise, �lters satisfying the Luther-Ives condition are not necessarily optimal [3].In this paper, the problem of obtaining colorimetric in-formation under multiple viewing illuminants from noisyscanner measurements is formulated as an estimation prob-lem. A linear minimum mean-squared-error (MSE) estima-tor is used for the estimation of color tristimuli. Using anumerical optimization procedure, color scanning �lter setscontaining between 3 and 7 �lters are designed so as to min-�This work was done while G. Sharma was at NCSU.

imize the estimation error. The problem formulation usedhere is identical to that used earlier by Vrhel et al. [4], wherea sub-optimal solution to the problem was also presented.However, the approach presented here determines the op-timal solution by transforming the problem into a simpleroptimization problem. Results in this paper demonstratesigni�cant improvement over the sub-optimal solution.2 Scanner ColorimetryTypical color scanners record spectral information by �lter-ing the light reected from the scanned object into spectral-bands and recording the light energy in each band. Mostcolor spectra can be represented accurately by equi-spacedsamples over the visible range from 400 to 700 nm witha sampling interval of 10 nm. Thus each spectrum willbe represented here as a N = 31 component vector. If aK channel scanner is used, the measurement of an objectwhose reectance is speci�ed by the N -vector r can be al-gebraically represented as [4]ts =MTLsr+ � = GT r+ � ; (1)where ts is a K � 1 vector of scanner measurements,Ls is the N � N diagonal matrix with samples of thescanner-illuminant spectrum along the diagonal, � is theK � 1 measurement noise vector, G = LsM, and M =[m1;m2; ::::mK ] is the N�K matrix of scanner �lter trans-mittances, where mi represents the spectral transmittanceof the ith �lter (including detector sensitivity and the trans-mittance of the scanner optical path).The color of an object, under a given viewing illumi-nant, is speci�ed by its CIE XYZ tristimulus value [5]. Ifthere are J viewing illuminants, in a manner analogous tothe scanner measurements, the tristimuli of the object withspectral reectance r can be written asti = ATLir = ATLir; i = 1; 2; : : : J ; (2)where ti is the 3� 1 vector of CIE XYZ tristimulus valuesunder the ith viewing-illuminant, A is the N � 3 matrixof CIE XYZ color-matching functions [5], Li is the N �Ndiagonal matrix with samples of the ith viewing-illuminantspectrum along the diagonal, and ALi = LiA.Colorimetric information about the object is deter-mined from the scanner measurements by estimating thetristimulus values. Using a linear estimator, the estimates1



can be written as t̂i = Bits, where Bi is an 3�K matrix.The average magnitude of \color error" in the estimate t̂iin comparison with the true color ti can be used as an er-ror metric for quantifying the scanner performance underthe transformations speci�ed by the Bi. Di�erent colorspaces can be used in the computation of the \color error".For several of these, the mean squared color error can beexpressed as PJi=1Efk F(ti) � F(t̂i) k2g, where Ef�g de-notes the expectation (over the ensemble of objects to bescanned and the measurement noise) and F(�) denotes thetransformation from the CIE XYZ space into the appro-priate color space. The mean squared color error de�nedabove depends on the scanner sensitivity G and the trans-formations fBigJi=1. If the optimal transformations thatminimize the mean-squared color error are used, the errorrepresents the best performance achievable by the scanner,and the scanner sensitivity G can then be designed to min-imize this error.Ideally, in order to have good agreement with color per-ception, a uniform color space such as CIELAB [5] shouldbe chosen for the computation of the color error. Due tothe nonlinear nature of the transformation F(�) for typi-cal uniform color spaces, such a choice does not lend itselfto further analysis without simplifying approximations. Alocal linearization of F(�) can be utilized to obtain closed-form approximations for the optimal transformations Biand the mean squared color error [6, 7]. However, the costof computing the mean squared color error in this locallylinearized CIELAB space is considerably higher [7] thanthe corresponding computation in a tristimulus space (i.e.,a color space for which the transformation F(�) is a linear3� 3 transformation). Since the major computational costis incurred in the optimization of the scanner sensitivity,a hybrid approach is considered here. The optimization iscarried out to minimize the MSE in a tristimulus space andthe optimal transformations are then determined so as tominimize the MSE in linearized CIELAB space.Since the CIE XYZ tristimulus values are highly cor-related, and because signi�cant magnitude di�erences canexist between di�erent illuminants, each of the illuminantcolor-matching matrices, fALigJi=1, is orthonormalized toobtain fALiFigJi=1. The vector FTi ALir then represents atristimulus in an orthogonal tristimulus space.The problem of scanner design is now formulated asan optimization problem, where the color �lter/recordingilluminant matrix, G, is chosen so as to minimize the MSEin the orthogonal tristimulus space,� = KXi=1 EfjjFTi (Bits �ALir)jj2g: (3)If the noise � is assumed to be uncorrelated withthe signal GT r, then the optimal Bi's are readily deter-mined, and it can be seen that the linear minimum MSE(LMMSE) can be written as �LMMSE = � � �(G), where

� = tr(SSTKr) and�(G) = tr�SSTKrG �GTKrG+K� ��1GTKr� ; (4)where S = [AL1F1;AL2F2; : : : ;ALJFJ ], Kr is the corre-lation matrix of the reectance spectra, K� is the corre-lation matrix of the noise and tr(�) denotes the trace op-erator. Since the sensor measurements are performed in-dependently on the K channels, it will be assumed thatK� = �2I, where �2 denotes the variance of the noise inthe individual measurement channels.It is clear that �LMMSE is minimized if the �l-ter/illuminant matrix G is chosen so as to maximize �(G).In practice, the recording device is subject to additionallimitations of illuminant intensity and integration time. Inorder to incorporate these, it is assumed, as in [4], that theexpectation of the total signal power is constrained to be a�nite positive number, �. Mathematically, this assumptionis stated as Efk GT r k2g = �. Since this is a nonlinear con-straint, it is not readily incorporated in the optimization.3 Constraint Simpli�cationInstead of the absolute quantities � and �2 it is more usefulto specify the signal to noise power ratio (SNR) de�ned asthe ratio �=�2 � � for the design. By eliminating �2, the�lter design problem can be stated asmaxG f(G) subject to GT � 0; tr(GTKrG) = �; (5)where f(G) �tr SSTKrG �GTKrG+ tr(GTKrG)� I��1GTKr!Note that the objective function is invariant to a scalingof G. Hence, if the solution to this problem is denoted asGopt(�;�) then the solution to the corresponding problemwhere the signal power is scaled by a positive constant �is simply Gopt(��;�) = p�Gopt(�;�). Hence given a solu-tion to the problem,maxG f(G) subject to GT � 0: (6)then the solution to problem (5) can be immediately foundby scaling with a positive scalar to satisfy the constrainttr(GTKrG) = �.Since (6) involves only a nonnegativity constraint, it ismore readily handled by numerical optimization programs.If the covariance matrix of the reectance spectra and theparameters of the scanning illuminant in S are known, theexpressions for the function and the gradient can be read-ily used in gradient-projection optimization schemes [8] todetermine the (locally) optimal solution to (6).2



4 Experimental ResultsIn order to compare results with the previous sub-optimalsolution obtained by Vrhel et al. [4], the same multi-illuminant color recording problem was simulated. Thereectance spectra ensemble, consisting of 343 spectralreectances from a color copier, was used to determinethe spectral covariance, Kr. The CIE incandescent il-luminant A, CIE daylight illuminant D65, and CIE u-orescent illuminant F2, were used as the viewing illu-minants to determine the matrix S. Using a commer-cial scienti�c-optimization routine [9] based on a modi�ed-Newton method with gradient-projection, sets of 3 to 7 color�lters were calculated for SNRs of 30; 35; 40; 45, and 50 dB.Using simulations, the recording accuracy of the op-timal �lter-sets obtained from the above procedure wascompared with the accuracy of the sub-optimal �lter-setsof [4]. In order to perform the comparison, for each �lter-set (optimal/sub-optimal and having between 3 and 7 �l-ters) a noisy recording of the copier data-set used in [4] wassimulated using the model of (1), where white Gaussiannoise, with variance determined by the SNR, was used for� . For the sub-optimal �lters the CIE tristimulus vectorsof the spectral reectance samples under the three viewingilluminants were estimated from the recorded data using anLMMSE estimator in CIE XYZ space (as in Vrhel et al. [4])and for the and optimal �lters an LMMSE estimator in lo-cally linearized CIELAB space (as described in [7, 6]) wasused. True tristimuli were also calculated using (2). In or-der to calculate color errors in perceptually relevant units,the tristimuli were converted to CIE L�a�b� space [5] andthe �E�ab error (Euclidean distance in L�a�b� space) wascomputed for each estimated tristimulus. For each �lterset, average �E�ab errors were computed over the copierreectance-ensemble and the viewing illuminants. The av-erage �E�ab errors for the optimal and the sub-optimal �ltersets are compared in Fig. 1, for SNRs of 30; 40, and 50 dB.The number of �lters is represented along the abscissa andthe average �E�ab errors are plotted along the ordinate fordi�erent �lter-sets, with the crosses (�) representing aver-ages for the sub-optimal �lters from [4], and the circles (o)representing the averages for the optimal �lters obtained bythe aforementioned procedure.Several interesting observations can be made fromFig. 1. First observe that the optimal �lters perform consis-tently better than the sub-optimal �lters. Given the non-linear relation of the CIE L�a�b� space to the orthogonal-tristimulus space in which the optimal �lters are de�ned,this improvement does not directly follow from the \opti-mality". The reduction in error is signi�cant for all �lter-sets, but the largest improvements in average �E�ab per-formance are at low SNRs and for �lter sets with largenumber of �lters. Intuitively, one expects the average er-ror to monotonically decrease as additional �lters are addedat a given SNR. The optimal �lters follow this trend, butdue to the additional constraints on the sub-optimal �lters,they often show an increase in average �E�ab error with in-

crease in the number of �lters. These facts indicate thatthe additional constraints imposed on the �lters in de�n-ing the sub-optimal solution were inappropriate. One mayalso note here that in the absence of noise, f(G) is invari-ant under nonsingular transformations of G. Therefore, inthe absence of noise, nonnegative �lters can be obtained bya nonsingular transformation of the optimal unconstrained�lters. Since the sub-optimal �lters were initialized us-ing such nonsingular transformations, this fact explains the(relative) improvement in performance of the sub-optimal�lter-sets at high SNR's.The plots also indicate that at all simulated SNRs, go-ing from three to four �lters o�ers the most signi�cant de-crease in the average �E�ab error, and the improvement ob-tained upon using more than 4 �lters is incremental. Hence,it is desirable to use a four-channel scanner and four-tuplesfor obtaining multi-illuminant color information. Vrhel etal. [4] �rst arrived at this conclusion, which is strengthenedby these new results.In addition to the feasibility requirement embodied inthe nonnegativity constraint, it is desirable that the �lter-set G be ready fabricable for use in a scanning device. Themanufacturability of the sub-optimal 4-�lter set from [4],using dichroic materials, was examined in [10], and fairlyclose approximations to the sub-optimal �lter-sets weredeemed producible. A similar study has not been performedfor the optimal �lter-sets determined in this paper. How-ever, it is unlikely that there will be signi�cant di�erences inmanufacturability between the optimal and the sub-optimal�lters. This claim is validated by the details of the fabrica-tion procedure described in [10] and by the comparison ofthe optimal and sub-optimal nonnegative 4-�lter sets at 30dB SNR shown in Fig. 2.5 ConclusionOptimal nonnegative color-scanning �lters (for multi-illuminant color correction) designed in this paper wereshown to o�er signi�cant improvements in color recordingaccuracy in comparison with a sub-optimal scheme reportedin earlier literature. The simulation results further rein-forced the conclusion in [4] that for multi-illuminant color-recording the use of four-tuples is desirable, instead of thetristimuli currently used.6 AcknowledgmentA grant of supercomputer time from the North Carolina Su-percomputing Center, RTP, NC is gratefully acknowledged.References[1] R. Luther, \Aus dem gebeit der farbreizmetrik," Z.Tech. Phys., vol. 8, pp. 540{558, 1927.3
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Figure 1: Performance comparison of optimal and sub-optimal �lter sets.
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(b)Figure 2: (a) Optimal and (b) sub-optimal 4-�lter sets at30 dB SNR.
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