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Duty-Cycle-Based Controlled Physical
Unclonable Function
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Abstract— Physical unclonable functions (PUFs) provide a
unique signature based on the variations during the fabrication
process of the integrated circuits. The additional features of
controllability and reconfigurability to a PUF implementation
enable the reuse of the existing hardware as a new modified PUF,
enhancing the capabilities of a PUF for more versatile security
applications. In this paper, a variable duty-cycle-based ring
oscillator circuit is proposed as a controlled and reconfigurable
PUF primitive. One of the distinguishing features of the proposed
PUF is that duty cycle comparisons are used, instead of the
conventional frequency comparisons to generate the output bit
response. The advantages of the utilizing duty cycle over the
conventional frequency-based comparisons are investigated. The
feasibility of the proposed PUF is evaluated using existing
figures of merit providing a uniqueness of 49.3%, temperature
reliability greater than 92% between 0 and 100 ◦C, and supply
voltage reliability greater than 96% between 0.9 and 1 V.

Index Terms— Configurable, controllable, duty cycle, hardware
security, physical unclonable function (PUF), reliability, ring
oscillator.

I. INTRODUCTION

PHYSICAL unclonable functions (PUFs) are widely used
as hardware security primitives to provide a unique signa-

ture for device authentication and secret key generation. PUFs
have been utilized as an alternative to improve the security of
the secret hardware keys stored in nonvolatile memory blocks
in integrated circuits (ICs) that are potentially vulnerable to
external attacks [1]–[3]. Additionally, PUFs offer dynamic
circuit architectures that generate a device signature based on
the random nature of circuit delay variations determined by the
random manufacturing process variations as an alternative to
fixed identification signatures stored within ICs [3], [4]. A list
of process parameter variations that may impact the delay and
leakage characteristics of CMOS-based digital circuits, and
accordingly utilized in PUFs, is provided in [5] and [6].

The two primary delay-based PUF topologies are the arbiter
PUF and ring oscillator PUF (ROPUF) [4], [7]–[9]. An

Manuscript received September 27, 2017; revised February 13, 2018;
accepted March 25, 2018. This work was supported in part by the National
Science Foundation CAREER Award under Grant CCF-1350451, in part
by the National Science Foundation Award under Grant CNS-1715286, and
in part by the Cisco Systems Research Award. (Corresponding author:
Mahmood J. Azhar.)

M. J. Azhar and S. Köse are with the Department of Electrical
Engineering, University of South Florida, Tampa, FL 33620 USA (e-mail:
mazhar@mail.usf.edu; kose@usf.edu).

F. Amsaad is with the Department of Computer Science and
Engineering, University of South Florida, Tampa, FL 33620 USA
(e-mail: famsaad@usf.edu).

Digital Object Identifier 10.1109/TVLSI.2018.2827238

Fig. 1. Architecture of a conventional ROPUF.

arbiter PUF provides a rich set of challenge and response
pairs as compared to an ROPUF, but suffers from higher
vulnerability to attacks such as the model development through
machine learning techniques [7], [9]. Alternatively, a con-
ventional ROPUF, as shown in Fig. 1, utilizes a group of
electrically and geometrically identical ring oscillators that
are randomly distributed throughout an IC. The frequency of
the oscillation is used for comparison to generate the output
response bits which may suffer from reliability issues due to
temperature and voltage variations [3], [4]. Several techniques
and algorithms have previously been proposed to ensure a
distinct selection of frequency pairs with a separation that is
greater than the noise threshold [10], [11]. A conventional
PUF that allows direct user access is potentially vulnerable
to man in the middle attacks [12]. A controlled PUF has
been proposed in [12], where the PUF is used to generate
random responses through a dedicated secure programming
interface. The PUF challenges and responses are controlled
through a secure CPU interface using one-way hash functions,
isolating the PUF from a possible direct external attack by an
adversary [12]. An important requirement of a controlled PUF
is the ability to accept digital inputs and produce random out-
put bits. Typical applications of controlled PUF are explored
in [12] and [13].

A variety of reconfigurable PUFs have been proposed
in [8] and [16] to reuse the PUF architecture for enhanc-
ing security either by increasing the number of challenge
response pairs or enhancing the security against certain
attacks with a new PUF configuration. In addition, reconfig-
urable PUFs may also offer power consumption and speed
tradeoff [17].

The proposed duty-cycle-based controlled PUF primitive
can be used as a controlled and reconfigurable PUF. The
controllability and reconfigurability properties of the proposed
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PUF are extensively studied both theoretically and with cir-
cuit analysis and simulations. The proposed PUF primitive
provides the features of reconfigurable operation [16] that
enables the generation of additional challenge response pairs,
thus optimizing the area and enhancing security. The analysis
of the proposed PUF primitive to demonstrate resistance to
man-in-the middle, side channel, and fault injection attacks is,
however, not in the scope of this paper.

A. Contributions of This Paper

The proposed controlled PUF primitive utilizes a ring
oscillator with current-starved pull-up stages [14], [18]. This
controlled ring oscillator generates a wide range of frequencies
and duty cycles with the digital control and is shown to be
stable under process, voltage, and temperature (PVT) varia-
tions. The contributions to this paper are based upon extensive
circuit design enhancements to the prior work [14], [18]. The
novel contributions of this paper are summarized as follows
and are demonstrated with a detailed mathematical analysis
and extensive simulations.

1) A duty cycle comparison-based PUF primitive is pro-
posed and demonstrated to be reliable over voltage and
temperature (VT) variations.

2) The proposed PUF primitive provides enhanced random
duty cycle spread based on process variability and circuit
features on the chip, and has a potential to provide
an increased number of challenge/response pairs with
negligible area and power overhead.

3) The proposed PUF primitive may be digitally reconfig-
ured to provide a new set of random duty cycle values.

B. Background Work and Comparisons

Using the delay mismatch in ring oscillators as a basis
to develop a duty-cycle-based PUF has previously been pro-
posed in [15]. This technique relies on the mismatch of
the transistor width-to-length ratio between inverter stages
and uses 15 inverter stages in the ring oscillator for PUF
implementation. Using a long chain of inverters in a ring
oscillator produces a lower random statistical duty cycle spread
and leads to higher power consumption and area due to the
large MOS transistor widths as described in Section II-A. The
PUF proposed in [15] uses the duty cycle at the intermediate
nodes of a mismatched inverter chain. The duty cycle values
have a nonuniform intersecting temperature profile which can
result in low entropy and reduced reliability due to flip-bit
errors [3], [4].

Alternatively, the proposed duty-cycle-based PUF can be
digitally configured to operate over a wide range of duty
cycle values from 20% to 90% with a high granularity and
is demonstrated to provide a VT stable output. Uniform sized
seven inverter stages are incorporated in a circuit topology
to amplify the statistical spread of random distribution of the
duty cycle using a feedback circuit. The increased statistical
variations of the duty cycle provide a wider range of distinct
duty cycle values. The digital inputs are used to mitigate for
the temperature and voltage variations. The current starved
inverters enable a low power operation.

Fig. 2. Typical ring oscillator circuit. (a) Ring oscillator circuit with (2m+1)
inverter stages. (b) Transistor level schematic of a (2m+1) stage ring oscillator.

C. Paper Organization

A detailed comparison between different PUF topologies
that utilize either duty cycle or frequency is offered in
Section II. The prior work on PVT-stable pulsewidth mod-
ulator (PWM) that is used as a foundation for implementing
the proposed duty cycle PUF is described in Section III. The
proposed duty-cycle-based ring oscillator and the techniques
to enhance the statistical duty cycle spread over process
variations are explained with analytical and simulation results
in Section IV. In Section V, figures of quality are evaluated
and presented with simulation results for the proposed PUF
scheme. In Section VI, a comparison of the proposed PUF
with the state-of-the-art PUFs is provided. Finally, conclusions
are offered in Section VII.

II. FREQUENCY VERSUS DUTY-CYCLE-BASED PUF

A Monte Carlo analysis of the frequency and duty cycle of a
ring oscillator is performed based on a set of Gaussian distrib-
uted inverter rise and fall times. The standard deviations of the
inverter rise and fall times are obtained through Monte Carlo
simulations using 22-nm low power (LP) CMOS predictive
technology models (PTMs) [19]. The models are extended to
±3σ (six sigma) fast-fast (FF) and slow-slow (SS) process
corners and the corresponding Gaussian device parameter
statistical models [19]. The standard deviations of the inverter
rise and fall times obtained through 500 inverter samples are,
respectively, 0.055 and 0.042, normalized over a mean value
of 1.

A conventional ring oscillator with 2m + 1 inverter stages,
where m is an even integer, is shown in Fig. 2(a) and (b). For
this ring oscillator, the total active high and low time periods
of oscillation, tph and tpl can be expressed, respectively, as

t ph =
(m+1)∑

i=1

td f (i) +
m∑

i=1

tdr (i) (1)
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Fig. 3. Standard deviation variations of the frequency and duty cycle for
different ring oscillator lengths.

t pl =
(m+1)∑

i=1

tdr (i) +
m∑

i=1

td f (i). (2)

where tdf (i) and tdr(i) are, respectively, the fall and rise
propagation delays of each inverter stage. The results of the
Monte Carlo simulations provide an insight into the upper and
lower bound estimates of the device process parameters for the
variability spread of frequency and duty cycle over the ±3σ
standard deviations.

A. Impact of Number of Inverter Stages

The reduction in the standard deviation of the frequency
with larger number of ring oscillator stages has been addressed
and discussed in [20]. The impact on the standard deviation
of the duty cycle and frequency is examined by varying
the number of inverter stages from three to thirteen for the
corresponding values of m = 1 to 6 using (1) and (2).
Monte Carlo analysis of 10 000 samples of ring oscillators
are performed using the inverter standard deviation values
of 0.055 for the rise time and 0.042 for the fall time to obtain
the standard deviation of the frequency and duty cycle. The
results are shown in Fig. 3 which are scaled to the value of a
three-stage ring oscillator (top) and unscaled values (bottom).
The relative decrease in the standard deviation of the frequency
is greater than that of the duty cycle when the number of stages
increases. The decrease in the standard deviation of duty cycle
and frequency is approximately 43% and 75%, respectively.
The result suggests that using a smaller number of stages in
an ROPUF can lead to higher variability.

The oscillation frequency of a ring oscillator is inversely
proportional to the number of stages [4]. Assuming that each
inverter stage has the same rise and fall times, the frequency
of oscillation of a five-stage and seven-stage oscillator is,
respectively, reduced by approximately 60% and 40% as
compared to the frequency of a three-stage ring oscillator.
Although the three- and five-stage ring oscillators are smaller
in area, a higher frequency of operation may require on-chip
shielding techniques that would increase the area and power
consumption [21]. A seven-stage ring oscillator is, therefore,
used in this paper.

Fig. 4. Standard deviation variations of the duty cycle and frequency of the
ring oscillator under varying standard deviations of the inverter rise time.

B. Impact of Inverter Rise and Fall Time Variance on the
Variance of Duty Cycle and Frequency

Using (1) and (2), the standard deviation of the frequency
and duty cycle is determined as a function of the standard
deviation of the rise time of an inverter stage. A Monte Carlo
analysis of the duty cycle and frequency is performed using
100 000 Gaussian samples of rise time delay for each inverter
stage. The standard deviation of the rise time of an inverter
stage is changed from 0.055 to 0.9 over uniform steps with
a mean value of 1. The standard deviation of the fall time is
0.042 with a mean value of 1. The results are shown in Fig. 4.
The standard deviation of the duty cycle increases more than
that of the frequency with an increase in the standard deviation
of the rise time of the inverter stages.

C. Improving Duty Cycle Spread Over Process Corners

Increasing the standard deviation of the rise and fall delay
mismatch between the inverter stages leads to a higher stan-
dard deviation of the duty cycle as compared to a matched ring
oscillator, as explained in Section II-B. Assuming a Gaussian
distribution for the duty cycle, the increase in the standard
deviation of the duty cycle corresponds to an increase in the
spread between the upper and lower bounds of ±3σ , SS and
FF process corner limits. The increased duty cycle spread over
the process corners reduces the probability of intersection of
duty cycle values under VT variations, reducing the probability
of flip-bit error [3], thus improving reliability.

A seven-stage ring oscillator is used in the analysis. When
the rise delay is mismatched by a factor of k1 for FF corner
and the rise delay is mismatched by a factor of k2 for SS
corner [see (1) and (2)], the corresponding duty cycle and
frequency spreads DS and FS, respectively, can be written in
terms of the duty cycle D and frequency F as

tplff = 4 × tdrff(k1) + 3 × tdfff (3)

tphff = 4 × tdfff + 3 × tdrff(k1) (4)

tplss = 4 × tdrss(k2) + 3 × tdfss (5)

tphss = 4 × tdfss + 3 × tdrss(k2) (6)

DS = Dff − Dss (7)

FS = Fff − Fss. (8)

where the subscripts ff and ss, respectively, refer to FF and SS
corners. For k1 = 1.0 and 1 < k2 < 2 in (3)–(6), the variation
of the duty cycle and frequency spread between SS and FF
corners (i.e., DS and FS) are shown in Fig. 5. The duty
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Fig. 5. Frequency and duty cycle spread versus rise time spread.

cycle spread increases considerably over the process corners,
whereas the frequency spread reduces as the delay mismatch
increases.

D. Mismatched Ring Oscillator Circuit Analysis
and Simulation Results

For a typical seven-stage ring oscillator, the time period of
the active high, tph and low, tpl at the output using (1) and (2)
can be written as

tpl = 4 × tdr + 3 × tdf (9)

tph = 4 × tdf + 3 × tdr (10)

where tdf and tdr are, respectively, the fall and rise propaga-
tion delays of each inverter stage. The duty cycle is inversely
proportional to the ratio of tpl/tph. Accordingly, the ratio can
be written as

tpl

tph
= (4 × tdr + 3 × tdf)

(4 × tdf + 3 × tdr)
. (11)

For the equal values of tdr and tdf, the ratio expressed in (11)
is one and the duty cycle is 50%. For the case of the fast
rise time of odd inverters and slow rise time of even inverters,
and the same fall time as that of fast rise time inverters, (11)
reduces to

tpl

tph
= tdr

tdf
. (12)

The period of the oscillation tp can be expressed approxi-
mately as

t p = (4 × tdr) + (4 × tdf). (13)

For an inverter implementation using CMOS devices, as shown
in Fig. 2, the fall and rise delays can be approximated using
MOS α power-law current-based delay expression as

tdf = (vdd ∗ Cl)

(un ∗ Cox ∗ (Wn/Ln)[(vdd − vtn)α]) (14)

tdr = (vdd ∗ Cl)

(up ∗ Cox ∗ (W p/Lp)[(vdd − vtp)α]) (15)

where vdd is the supply voltage, Cl is the output load capac-
itance, Cox is the oxide capacitance, (Wn/Ln) and (Wp/Lp)
are the channel width-to-length ratios for nMOS and pMOS
devices, and vtp, vtn, up, un are nMOS and pMOS threshold
voltages and channel mobility, respectively, and α is the MOS
current power index assumed to be between 1 and 2. By
substituting (14) and (15) in (12), the ratio can be written as

tpl

tph
= (un ∗ Cox ∗ (Wna/Lna)[(vdd − vtn)α])

(up ∗ Cox ∗ (W po/Lpo)[(vdd − vtp)α]) (16)

Fig. 6. Duty cycle variations versus supply voltage with (a) no mismatch and
(b) mismatch. Duty cycle variations versus temperature with (c) no mismatch
and (d) mismatch.

where (Wna /Lna) is the width-to-length ratio of the nMOS
devices and is the same as the width-to-length ratio of the
pMOS devices in the even stages, (W po/Lpo) is the width-to-
length ratio of the pMOS devices of the odd inverter stages.
From (16), the duty cycle spread expressed in (7) over FF
and SS corners is amplified by the ratio of (Wna /Lna) to
(W po/Lpo). The spread of the oscillation period (13) increases
as the ratio of (Wna/Lna) to (W po/Lpo) increases. This
increase, in turn, decreases the frequency spread expressed
in (8) between FF and SS process corners.

The simulation of a seven-stage ring oscillator with the
width-to-length ratio of the pMOS transistors for even stages
set to be seven times larger than the transistors in odd stages
is performed over SS and FF corners. As compared to a ring
oscillator with equal width-to-length ratio for all transistors,
a 4% higher duty cycle spread (DS) is achieved with the
skewed sizing. Here, an improved VT reliability is achieved for
mismatched ring oscillator with nonintersecting curves for SS
and FF corners with a significantly reduced probability of flip-
bit errors [3], [4]. The results are shown in Fig. 6(a) and (b)
for the supply voltage variations from 0.9 to 1 V at 27 ◦C,
and in Fig. 6(c) and (d), for the temperature variations from
0 ◦C to 100 ◦C at 0.95 V.

The results of Monte Carlo simulations of 200 mismatched
ring oscillator samples at 0.95 V and 25 ◦C are shown in Fig. 7
where a standard deviation of 0.514% with a mean value
of 75.3% is observed. The duty cycle spread between SS
and FF corners and the corresponding standard deviation of
the duty cycle is further enhanced by using dynamic control
techniques, as described in Section IV.

III. PRIOR RELEVANT WORK

A digitally controlled PWM with a current starved ring
oscillator [14], [18] is tailored as the duty-cycle-based PUF
primitive. The details of the architecture of the PWM are
briefly provided in Section III-A. An analytical basis for
modifying and using PWM as a PUF primitive is offered in
Section III-B.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

AZHAR et al.: DUTY-CYCLE-BASED CONTROLLED PHYSICAL UNCLONABLE FUNCTION 5

Fig. 7. Duty cycle histogram of the mismatched ring oscillator circuit output.

Fig. 8. Block diagram of the PWM.

Fig. 9. Seven-stage current-controlled ring oscillator.

A. Digitally Controlled Pulsewidth Modulator

A digitally controlled PWM using a ring oscillator is shown
in Fig. 8. A seven-stage ring oscillator, as shown in Fig. 9,
is current starved with two header circuits X and Y. A digital
block provides the control bits to program these headers for
different output current values. The desired duty cycle and
frequency are achieved by individually changing the currents
through X or Y. The output of the ring oscillator is fed to
the duty cycle to analog (D2A) converter block to generate a
feedback signal which is used to control the current through
X and Y to compensate for the changes due to PVT vari-
ations. The compensating current is provided by transistors
P0, P2, P4, . . . Pn as shown in header circuit in Fig. 10.

A seven-stage ring oscillator is used with X providing I x

current to odd inverter stages (I1, I3, I5, and I7) and Y
providing I y current to the even inverter stages (I2, I4, and I6).
The relationship between the duty cycle and frequency as a
function of I x and I y is [18]

D = 1/(1 + (ix/ i y)) (17)

Fig. 10. Digitally controlled header current source.

where ix = Ix /I x5, iy = Iy /I y5 and I x5, I y5 are the current
passing through headers X and Y, respectively, to provide a
50% duty cycle. The frequency, Fnew, of the PWM when the
duty cycle D varies from 50% value can be written as

Fnew = 2[(1 − D)F0] (18)

where F0 is the frequency of the PWM when D is equal
to 0.5. To maintain a constant frequency, the ratio of the
source currents I x to I y is established for each value of duty
cycle D as

Iy/Ix = D(1 − D). (19)

The proposed digital control allows to maintain a constant
ratio of source currents I x and I y to maintain a constant duty
cycle.

B. Duty Cycle Sensitivity Analysis

The mathematical analysis of the sensitivity of the duty
cycle with respect to ix and iy provides a basis to justify the
utilization of the proposed circuit as a promising alternative to
conventional PUFs. The partial derivative of the duty cycle D
with respect to ix and iy is

�D = 1

i y(1 + (ix/i y))2 {(ix/i y)�i y − �ix} (20)

�D = 1

ix(1 + (i y/ix))2 {�i y − (i y/ix)�ix} (21)

where �D is the change in the duty cycle as a result of
changes �ix and �iy in current ix or iy , respectively. The
details of the derivation are offered in Appendix A.

From (20), if �iy is not altered, the change in the duty cycle
�D is proportional to �ix scaled by a factor depending on
the ix /iy ratio and the absolute value of iy . The scaling factor
has a maximum value of 1 when ix/iy is small as compared
to 1 and iy is close to 1. To achieve a small ix/iy when iy

is equal to 1, ix has to be close to 0. Under these conditions,
the changes in D are proportional to the change in ix , (−�ix ).
A small ix/iy implies that the duty cycle D is highly relative
to 50% value. For the circuit shown in Fig. 8, the value of
the current coming from X is a small fraction of the current
coming from source Y to achieve a high duty cycle variability.
A similar analysis of (21) leads to the conclusion that the
current coming from Y is a small fraction of current coming
from X to obtain high duty cycle variability.
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Fig. 11. Proposed duty cycle controlled PUF primitive.

IV. PROPOSED DUTY-CYCLE-BASED PUF PRIMITIVE

CIRCUIT AND ARCHITECTURE

Following the guidelines established in Section III-B,
the PWM shown in Fig. 8 is implemented as the proposed con-
trolled and reconfigurable PUF primitive, as shown in Fig. 11.
Headers X and Y consist of geometrically mismatched and
matched branches. The mismatched and matched branches
have transistors with different width-to-length ratios. The
mismatched header branches for X and Y are turned ON in
a mutually exclusive manner during the configuration and
operation of the PUF. The circuit schematic of the header
current source is shown in Fig. 12 for (n +1) branches, where
n is a positive integer. The circuit is designed and configured
to achieve the following goals.

1) provide a uniform dynamic control of output current
supplied to the odd and even inverter stages with digital
control;

2) amplify the output current variation spread over FF and
SS process corners;

3) achieve reliable current control operation over a wide
range of mismatched circuit sizes.

The header current source shown in Fig. 10 is designed to
provide a uniform dynamic control with a minimum current
variation over FF and SS process corners, temperature, and
supply voltage variations [14], [18]. For a PUF application,
the circuit is designed to provide an amplified variation of the
current at the source output. The details of the work to achieve
goals 2) and 3) using the new current source shown in Fig. 12
are described in Sections IV-A–IV-C. The new circuit operates
in a similar manner as the PWM with widely different output
characteristics. The proposed PUF circuit can be dynamically
configured to produce a wide range of random duty cycle
values using the digital control and feedback signal from the
D2A block. The PUF circuit is reliable under temperature
and supply voltage variations. The details are explained in
Sections IV-D–IV-F.

The details of the implementation of the challenge–response
pair generation logic are shown in Fig. 13. The challenge is the
selection of the multiplexer bits that are used to determine the
pairs of PUF primitives for duty cycle comparison. The duty
cycle comparison is accomplished with counters that generate
response bits. The digital inputs of the header current are

Fig. 12. Digitally controlled current source.

Fig. 13. Duty cycle controlled PUF challenge response blocks.

dedicated to control and configure the PUF as described in
Section IV-F.

A. Header Current Source Variability Analysis

Detailed mathematical analysis to determine the conditions
to enhance the entropy of the duty cycle under statisti-
cal variations in the device model parameters and circuit
operating conditions is presented. In Fig. 12, transistors
P5, P7, P9, . . . , Pn+3 operate in saturation region when dig-
ital inputs bx0, . . . bxn are turned ON. The transistors
P2, P4, P6, . . . , Pn are biased to operate in linear region using
the transistor P0, resistor RP1, and input signal from D2A.
The total current I flowing through the output port Outp can
be written as

I = I0 + I1 + I2 + I3 + · · · + In (22)

where I0, I1, I2, I3 . . . , In are the current flowing through
transistors P5, P7, P9, . . . , Pn+3, respectively, when
bx0, bx1, bx2, . . . , bxn are set to active. The total variation of
current �I is the sum of the variation for each component in
I as

�I = �I0 + �I1 + �I2 + �I3 + · · · + �In (23)

where �I i is the total variation in current I i and 0 < i < n.
The total variation of branch current �I0 through transistors
P2 and P5 is due to the combined effect of random variations
of the model parameters and the source-to-gate voltage. Using
the MOS square law model for device current, the total
variation of �I0 is expressed as

�I0 = [(−2
√

(I0) − I0)�vth + 2(�β/β)I0]
+ [2√

(I0)
√

β�vsgp5 + I0�vsgp2] (24)
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where �vth is the change in device threshold voltage, �β is
the change in transconductance factor due to the device
mobility, �vsgp5 and �vsgp2 are, respectively, the source-
to-gate voltage on P5 and P2. The details of the derivation are
provided in Appendix B.

From (24), the variation in �I0 due to transistor process
parameters, such as threshold voltage vth and mobility β
variation can be written as

�I0(p) = [(−2
√

(I0) − I0)�vth + 2(�β/β)I0]. (25)

The variation in �I0 due to the changes in the source–gate
voltage �vsgp5 and �vsgp2 is

�I0(vsg) = [2√
(I0)

√
β�vsgp5 + I0 − �vsgp2]. (26)

For identical header branches, the cumulative variation of the
output current I, �In , for the header with (n+1) branches is

�In =
n∑

i=0

[(−2
√

(In) − In)�vth + 2(�β/β)In]

+
n∑

i=0

[2√
(I0)

√
β�vsgp(n+3)+ In�vsgp(n)]. (27)

B. Mismatched Current Source Analysis

Referring to current source in Fig. 12, (17), and (27),
the variation of the source-to-gate voltage on transistor P2
amplifies the current variation �I and, accordingly, the duty
cycle variation at the output. The amplified current varia-
tion allows a method to develop a circuit with higher duty
cycle variation over process corners and, correspondingly,
the entropy of the duty cycle at the PUF output can be
significantly increased.

Let us designate transistor P2 in Fig. 11 as P2x and P2y ,
respectively, and the transistor P5 as P5x and P5y for headers
X and Y, as shown in Fig. 10. The width-to-length ratio of
transistors P5x and P5y are mismatched to produce source-to-
drain voltage mismatch. Under these conditions, the ratio of
the current flowing through transistors P2x and P2y operating
in linear region is

IP2x

IP2y
=

(
vsg−vth

vsdy

) ( 1
K

) −
(

1
2K 2

)

(
vsg−vth

vsdy

)
− 1/2

(28)

where IP2x and IP2y are, respectively, the current flowing
through transistors P2x and P2y , vsg is the gate-to-source
voltage from D2A, vth is the threshold voltage, vsdy is the
source-to-drain voltage of transistor P2y , vsdx is the source-
to-drain voltage of transistor P2x , and K = (vsdy /vsdx ) is the
mismatch factor. The details of the derivation are provided
in Appendix C. For P2x and P2y operating in the linear
region, i.e., [(vsg − vth)/vsdy] ≥ 1, the maximum value
for (28) is

Max

∣∣∣∣
IP2x

IP2y

∣∣∣∣ =
( 1

K

) −
(

1
2K 2

)

0.5
. (29)

Fig. 14. Variation of duty cycle with source–drain mismatch factor K .

For large K, (29) reduces to (2/K ) and for small K, (29) can
be approximated as (1/K 2). Since the duty cycle has a recip-
rocal relationship with the ratio of the currents (IP2x /IP2y),
the duty cycle varies quadratically for small K and linearly
for large K, as observed from (21). For large K, duty cycle
converges to the maximum value between 90% and 100%.
Using (17) and (29), the amplification of the duty cycle with
factor K is illustrated in Fig. 14.

C. Duty Cycle Spread Enhancement With
Source–Gate Voltage

The upper and lower limits of the current ratio expressed
in (28) under process corner conditions are determined by the
upper and lower limits of the threshold voltage variations over
the process corners, value of K, and source-to-gate voltage of
transistors P2x and P2y . To achieve a high duty cycle spread
over process corners, the difference of the ratio of currents
expressed in (28) has to be maximized over SS and FF corners.
Designating (IP2x f /IP2y f ) as the ratio expressed in (28) under
FF corner and (IP2xs /IP2ys) under SS corner, the conditions
for maximizing the duty cycle spread is

DS = Max

∣∣∣∣
IP2x f

IP2y f
− IP2xs

IP2ys

∣∣∣∣ (30)

where DS represents the maximum duty cycle spread over
FF and SS corners. After substituting (28) in (30) for FF and
SS corners, the simplified result can be written as

DS = Max

∣∣∣∣∣∣

(
vsg f −vth f

vsdy f

)) ( 1
K

) −
(

1
2K 2

)

(
vsg f −vth f

vsdy f

)
− 0.5

−
(

vsgs−vths
vsdys

) ( 1
K

) −
(

1
2K 2

)

(
vsgs−vths

vsdys

)
− 0.5

∣∣∣∣∣∣
(31)

where the subscripts f and s refer to, respectively, FF and
SS corners. Assuming that the source–drain voltage vsdy is
approximately kept constant under process variations, for a
large value of K, an inspection of numerators and denomina-
tors in (31) shows that either a large value of vsg f as compared
to vth f and simultaneously, a small value of vsgs close to
vths or vice versa, ensures that DS is maximized.

The impact on the changes in the duty cycle spread (DS)
for high impact values of vsg f and vsgs is found using an
analysis of (31) for various values of K. The results of circuit
simulation with the corresponding values of vsg f and vsgs

over SS and FF process corners are shown in Fig. 15. The the-
oretical results for various values of K, using (31), are shown
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Fig. 15. Impact of the source-to-gate voltage vsg on the duty cycle
spread (DS) for different mismatch factor K values. (a) Theory using (31)–low
vsg impact. (b) Theory using (31)–high vsg impact. (c) Circuit simulation–low
vsg impact. (d) Circuit simulation–high vsg impact.

in Fig. 15(a) and (b). The simulation results for various values
of the mismatch factor K are shown in Fig. 15(c) and (d). The
duty cycle spread (DS) between SS and FF process corners is
amplified from 4% to 10% with the appropriate selection of
the source-to-gate voltage vsg for the headers transistors P2x

and P2y , and the source-to-drain voltage mismatch factor K.

D. Proposed PUF Environmental Stability Enhancement

To guatantee a reliable PUF operation, the duty cycle of the
PUF under SS and FF process conditions should not overlap
over a wide temperature and voltage range, and stay distinctly
separated to avoid a flip-bit error [3], [4]. To simplify the
analysis, two parameters are defined from (31) as G and H as

G =
(

vsg f − vth f

vsdy f

)
(32)

H =
(

vsgs − vths

vsdys

)
. (33)

Assuming that vsdy f are vsdys are approximately equal over
process conditions, the values of G and H can be determined
by the numerator by carefully selecting an appropriate value
of K. The value of K is chosen to guarantee that G and H
are greater than one and have significantly different values.
The source-to-gate voltages vsg f and vsgs in (32) and (33)
are determined to ensure that the duty cycle is a monotonic
function and has different values for each process corner
(SS, FF), resulting to provide a wide duty cycle spread over
the operating temperature and voltage range.

E. Proposed PUF Simulation Results

Following the guidelines in Sections III-B and IV-A–IV-D,
the proposed PUF circuit is implemented with 22-nm-LP
CMOS PTM [19]. Extensive circuit simulations of the pro-
posed PUF over SS and FF corners are performed to demon-
strate the feasibility and reliability under temperature and
supply voltage variations. The results are shown in Fig. 16(a)
for supply voltage of 0.95 V and at a temperature between
0 ◦C–100 ◦C, and in Fig. 16(b), over supply voltage between
0.9–1 V at a temperature of 25 ◦C. The duty cycle spread
of the proposed PUF is 10% under SS and FF corners over
the specified temperature and voltage ranges. The increased

Fig. 16. FF and SS corner simulations of the PUF circuit under varying (a)
temperature and (b) supply voltage.

Fig. 17. Duty cycle histogram of PUF circuit output.

Fig. 18. Standard deviation reliability of the duty cycle with (a) temperature
compensation and (b) supply voltage compensation.

duty cycle spread as compared to that of the mismatched ring
oscillator of 4%, in Section II-D, ensures increased entropy
and a reduced probability of flip-bit errors [3], [4], thus
improving the PUF reliability. The results of the Monte Carlo
simulations at 0.95 V and 25 ◦C are illustrated in Fig. 17.
A standard deviation of 0.95% with a mean value of 36% is
observed. The standard deviation is approximately two times
greater than a mismatched ring oscillator without feedback,
as shown in Fig. 7.

Utilizing a digital compensation scheme, the proposed PUF
circuit is configured to provide a uniform and stable stan-
dard deviation over temperature and supply voltage varia-
tions. The digital inputs are configured to control the current
ratio of the header current sources X and Y. Monte Carlo
circuit simulations of 100 samples are performed between
0 ◦C–100 ◦C at 0.95 V and 0.9–1 V at 25 ◦C, respectively. The
reliability of the standard deviation of duty cycle is compared
with the reference value of 100% at nominal conditions
of 0.95-V supply voltage and 25 ◦C temperature, as shown
in Fig. 18.
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Fig. 19. Corner simulation results of the reconfigured PUF circuit under
varying (a) temperature and (b) supply voltage.

F. Reconfigurable PUF Operation

The proposed PUF can be used as a reconfigurable
PUF [16]. A new configuration of the PUF is formed when the
header current sources X and Y for mismatched and matched
branches of PUF shown in Fig. 11 are swapped with digital
control. The duty cycle response under SS and FF corners
for a supply voltage of 0.95 V over a temperature range
of 0 ◦C–100 ◦C is shown in Fig. 19(a) and supply voltage
variations between 0.9–1 V at a temperature of 25 ◦C is
shown in Fig. 19(b). As compared to the simulation results
of an existing configuration (i.e., shown in Fig. 16), when
the FF and SS corners are swapped, the reconfigured PUF
generates a different response output bit pattern.

The duty cycle spread of the reconfigured PUF is about
10% between SS and FF corners over the specified temper-
ature and supply voltage ranges. The increased duty cycle
spread as compared to the mismatched ring oscillator of 4%,
in Section II-D, ensures an increased entropy level and a
reduced probability of flip-bit errors [3], [4], thus improving
the PUF reliability.

The interconfiguration PUF metric (IC ) defined in [16] to
compare different PUF configurations is defined as

IC = 1

c(c − 1)

⎡

⎣
s=(c−1)∑

s=1

t=(c−1)∑

t=0,s �=t

Hammd(Us Ut )

(r − 1)

⎤

⎦ × 100 (34)

where c is the number of configurations, r is the number of
response bits, and Hammd (Us Ut ) is the Hamming distance
between configurations s and t. Monte Carlo circuit simula-
tions of two PUF configurations producing 200 response bits
at nominal conditions of 0.95 V and 25 ◦C are performed. The
corresponding IC value determined with (34) is 40%.

V. PUF QUALITATIVE CHARACTERISTICS AND MEASURES

Extensive Monte Carlo statistical simulations are performed
to characterize statistical models and determine the qualitative
figures of merits of uniqueness and reliability.

A. Uniqueness

Uniqueness R of a PUF circuit is defined as the average
interdie Hamming distance measured as a percentage value

Fig. 20. (a) Temperature reliability. (b) Supply voltage reliability.

over n instances as [22]

R = 2

n(n − 1)

⎡

⎣
x=(n−1)∑

x=1

y=n∑

y=(x+1)

Hammd(Ux Uy)

nb

⎤

⎦× 100 (35)

where n is the number of PUF instances, Ux and U y are the
output response vectors for PUF instance numbers x and y,
Hammd is the Hamming distance function, and nb is the
number of PUF response bits. Monte Carlo simulations on
n = 12 PUF instances at nominal supply voltage of 0.95 V,
temperature of 25 ◦C, and nb = 200 response bits achieve a
uniqueness value of 49.3%.

B. Reliability

The reliability under temperature and voltage variations
is also analytically determined by estimating the bit error
rate (BER) of the output response bit pattern. The BER and
percentage reliability Rb can be written [22] as

Rb = 1 − BER = 1−
⎡

⎣1

m

y=m∑

y=1

Hammd(Ux Uy)

nb

⎤

⎦ × 100 (36)

where Ux is the response of the PUF under nominal operating
conditions, m is the number of times the challenge is repeated
on an instance of the PUF under conditions other than nominal,
Uxy is the response of PUF under operating conditions other
than nominal, Hammd is the Hamming distance function, and
nb is the number of bits in the response. Monte Carlo statistical
simulations are performed on the proposed PUF circuit over
a temperature range of 0 ◦C–100 ◦C with 5 ◦C increments
at 0.95-V supply voltage for nb = 200 bit response with the
same challenge to determine the temperature reliability. The
results are illustrated in Fig. 20(a) where the reliability is
greater than 92% over an operating temperature range of
0 ◦C–100 ◦C. Supply voltage reliability is determined by
performing the Monte Carlo simulation at 25 ◦C temperature
and at a voltage range of 0.9–1 V with 0.025-V increments
for nb = 200 bit response with the same challenge. The results
are shown in Fig. 20(b) where the supply voltage reliability is
greater than 96% over the operating voltage range.

VI. PUF COMPARISONS

A comparison of the uniqueness, reliability, power con-
sumption, and circuit area of the proposed PUF with other
state-of-the-art PUF implementations is presented in Table I.
In the absence of the actual implementation of a test chip,
the layout area estimate of the proposed PUF is based on the
active area of the devices shown in Fig. 11 with an added
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TABLE I

PROPOSED PUF COMPARISONS R = UNIQUENESS %AGE,
TRB = TEMPERATURE RELIABILITY %AGE, VRB = VOLTAGE

RELIABILITY %AGE, P = POWER IN (μW), Pn = POWER

NORMALIZED TO 22 nm SCALING IN (μW), A = AREA

IN (μM2), An = AREA NORMALIZED TO 22 nm
SCALING IN (μM2), TE = CMOS TECHNOLOGY

NODE IN NANOMETER, TW = THIS WORK

overhead of 3× allocated for interconnects and placement
of circuit blocks in a typical IC layout [27]. Accordingly,
the estimated area is 15 μM2.

The power consumption of the proposed PUF is determined
based on the average current consumption that is determined
with transistor-level simulations represented in Fig. 11. The
estimated power consumption is 3.75 μW. Note that the esti-
mated power consumption and area for each design in Table I
are ideally-scaled to 22-nm CMOS technology to provide a
fair comparison [28]. The proposed design provides reliable
operation over a wide range of temperatures and supply
voltages.

VII. CONCLUSION

A duty-cycle-based controlled and reconfigurable PUF
primitive is proposed and validated. The proposed PUF pro-
vides a stable and reliable operation with a high entropy
over a wide range of duty cycles under VT variations. The
proposed feedback control provides a capability to enhance
the duty cycle entropy over process parameter variations.
The feedback loop incorporates a small number of logic
blocks, a duty cycle to voltage converter, and a self-bias
generation circuit, enabling fast response and stable operation.
The current-starved inverter scheme provides a precise control
of the circuit duty cycle by utilizing the digital inputs and
enabling controllability and reconfigurability features. The
PUF can also be adapted to operate at different frequencies
and duty cycle values. In addition, the digital inputs potentially
provide the capability to calibrate and tune the PUF primitive
postimplementation and during testing.

The proposed circuit operates at a low frequency with a
maximum frequency of 32 MHz with a power consumption
of 3.75μW. The layout foot print is estimated to be in
the order of 15 μM2 which can be uniformly placed as a

macrocell on a die for cryptography and security applications.
The output has a low frequency of less than 32 MHz, and
therefore, is measurable with low-frequency, low-cost, and
low-resolution instrumentation.

APPENDIX A
SENSITIVITY ANALYSIS OF THE DUTY CYCLE

The details of the sensitivity analysis of the duty cycle
variation with respect to header source currents ix and iy

defined in Section III are provided in this Appendix. Referring
to (17), the duty cycle is

D = 1/(1 + (ix/ i y)) = i y

(ix + i y)
. (37)

Taking the partial derivative of (37) with respect to iy gives

δD

δi y
= ix

(ix + i y)2 . (38)

After rearranging the terms and substituting �Dy = δD and
�iy = δiy , �Dy can be written as

�Dy =
(

ix

(ix + i y)2

)
�i y . (39)

Taking the partial derivative of (37) with respect to ix gives

�Dx =
( −i y

(ix + i y)2

)
�ix . (40)

Combining (39) and (40) to determine the total variation, �D
can be written as

�D =
(

ix

(ix + i y)2

)
�i y − i y

(ix + i y)2 �ix (41)

�D = 1

(ix + i y)2 (ix�i y − i y�ix). (42)

After factoring ix in (42), �D becomes

�D = 1

ix(1 + (i y/ix ))2 {�i y − (i y/ix)�ix}. (43)

Additionally, after factoring iy in (42), �D can be written as

�D = 1

i y(1 + (ix/i y))2 {(ix/i y)�i y − �ix}. (44)

APPENDIX B
SOURCE–GATE VOLTAGE IMPACT ON

CURRENT VARIABILITY

The impact of source-to-gate voltage to amplify the varia-
tion of the header source currents due to process parameter
variations is described in this Appendix. The transistor P5
shown in Fig. 12 is biased in the saturation region. The
current I p5 through P5 is approximated using the MOS square
law as

Ip5 = β0(vsg0 − vth0)
2 (45)

where β0 is the nominal mobility transconductance factor for
MOS transistors P5 and vsg0 is the source-to-gate voltage.
Taking the partial derivatives of (45) with respect to the
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transconductance factors β0, threshold voltage vth0, and gate-
to-source voltage vsg0, �Ip5 can be written as

�Ip5 = −2β0(vsg0 − vth0)�vth0

+ �β0(vsg0 − vth0)
2

+ 2β0(vsg0 − vth0)�vsg0. (46)

Here, P2 is operating in linear region; ignoring the square
term for small value of source-to-drain voltage, the current
I p2 through P2 can be approximated as

Ip2 = β3(vsg3 − vth3)vsd (47)

where vsg3 is the source-to-gate voltage, vth3 is the threshold
voltage, and vsd is the source-to-drain voltage. Ignoring the
small changes in vsd and taking the partial differentials of I p2
with respect to β3 and vth3, �Ip2 can be written as

�Ip2 = −β3(vsg3 − vth3)�vth3

+ �β3(vsg3 − vth3)

+ β3(vsg3 − vth3)�vsg3. (48)

Assuming that β0 and β3 are equal to β and threshold voltages
vth0 and vth3 are equal to vth, substituting β and vth in (45),
(46), (47), and (48) results in

�Ip5 = −2
√

(Ip5)�vth + (�β/β)Ip5

+ 2
√

(Ip5)
√

β�vsg0. (49)

�Ip2 = Ip2(�β/β) − �vth + �vsg3). (50)

Since I p2 is the same as I p5 and the total variation in I0 is the
combined net effect of the variations through series connected
P2 and P5, replacing I p2 and I p5 with I0 on the right-hand
side of (50), adding (49) and (50), and designating the total
variation as �I0 in I0 results in

�I0 = [(−2
√

(I0) − I0)�vth + 2(�β/β)I0

+[2√
(I0)

√
β�vsgp5 + I0�vsgp2] (51)

where �vsg3 and �vsg0 are replaced with �vsgp2 and
�vsgp5, respectively.

APPENDIX C
SOURCE–DRAIN VOLTAGE MISMATCH

Mathematical analysis of the ratio of the header currents
over SS and FF process corners by using skewed width-
to-length ratio for the header sources is presented in this
Appendix. The source-to-drain voltage mismatch is obtained
by using skewed transistors with digital control inputs in
matched and mismatched current source branches.

Referring to P2 in Fig. 12 and analyzing the current changes
in P2 and P5 due to the source-to-gate voltage of transistor P2,
the current through P2 can be expressed in the linear region as

IP2 = β2(vsg2 − vth2)vsd2 − β2
vsd2

2

2
(52)

where IP2 is the current through P2, β2 is the transconductance
mobility parameter of P2, vth2 is the threshold voltage of P2,
vsg2 is the source-to-gate voltage of P2, and vsd2 is the source-
to-drain voltage of P2.

Assuming that the transistors used both in the headers X
and Y have the same threshold voltage, mobility, width, and
length, the current through P2, as shown in Fig. 12, for the
headers X and Y, respectively, is

IP2x = β(vsgx − vth)vsdx − β
vsd2

x

2
(53)

IP2y = β(vsgy − vth)vsdy − β
vsd2

y

2
. (54)

where IP2x and IP2y refer to current through X and Y,
respectively. For the same source-to-gate voltage applied to
both of the current sources X and Y from the D2A converter,
then vsgx = vsgy can be substituted with vsg. If the transistor
P2 in Fig. 12, designated as P2x and P2y for headers X and Y,
respectively, have a mismatched width-to-length ratio, the cor-
responding source-to-drain voltages vsdx and vsdy will be
mismatched. The relationship between voltages vsdx and vsdy

can be expressed as vsdx n = (1/K)vsdy , where K depends on
the width-to-length mismatch ratio of the transistors P2x and
P2y . The ratio of (53) and (54) can be expressed as

IP2x

IP2y
=

(vsg − vth)
( 1

K vsdy
) −

(
1

K 2

)
vsd2

y/2

(vsg − vth)vsdy − vsd2
y/2

. (55)

After rearranging the terms in (55), the ratio becomes

IP2x

IP2y
=

(
vsg−vth

vsdy

) ( 1
K

) −
(

1
2K 2

)

(
vsg−vth

vsdy

)
− 1/2

. (56)
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