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Abstract
The problem of designing and simulating optimal com-

munication protocols for energy harvesting wireless net-
works has recently received considerable attention, thus re-
quiring an accurate modeling of the energy harvesting pro-
cess and a consequent redesign of the simulation framework
to include this. While the current ns-3 energy framework al-
lows the definition of new energy sources that incorporate
the contribution of an energy harvester, integrating an en-
ergy harvester component into an existing energy source is
not straightforward using the existing energy framework. In
this paper, we propose an extension of the ns-3.20 energy
framework in order to explicitly introduce the concept of an
energy harvester. Starting from the definition of a general en-
ergy harvester, we provide the implementation of two simple
models for the energy harvester. In addition, we introduce
the concept of an energy predictor, that gathers information
from the energy source and harvester and uses this informa-
tion to predict the amount of energy that will be available
in the future. Finally, we extend the current energy frame-
work to include a model for a supercapacitor energy source
and a device energy model for the energy consumption of a
sensor. Example simulation results show the benefit of our
contributions to the ns-3 energy framework.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless

communication; I.6.5 [Model Development]: Modeling
methodologies.

General Terms
Design, Measurement, Performance
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ns-3, energy harvesting, energy-efficient design
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1 Introduction
In the last few years, the capability of Network Simulator

3 (ns-3) for simulating different aspects of wireless networks
has increased rapidly, such that it now provides a wide range
of models of real world objects, protocols and devices [1].
Simulation of communication systems and network proto-
cols over realistic device operations is seen as a necessary
task before implementation, because it allows for a flexible
and fast, but still accurate, testing of the system evolution.
Additionally, efficiently managing the energy consumptions
of the different elements is a major requirement for an effi-
cient design of wireless networks, since many wireless de-
vices are battery operated.

In this regard, the authors in [2] presented an ns-3 energy
framework that allows users to simulate the energy consump-
tion at a node as well as to determine the overall network
lifetime under specific conditions. This framework adds suf-
ficient support to ns-3 to devise simulations that include the
energy consumption of the communication network. In order
to do this, this framework defines the concept of an Energy
Source, which represents an abstraction of the way in which
the node is powered, a Device Energy Model, that defines
models for the energy consumption of the different elements
that compose the node, and several methods that provide dif-
ferent types of energy information (e.g., residual energy, cur-
rent load, etc.) to other ns-3 objects external to the frame-
work. The framework is developed with the objective of al-
lowing the interoperability of different energy sources and
device energy consumption models, and it allows easy inte-
gration of new models. Moreover, some implementations of
the energy source and device energy models are provided, so
that an ns-3 user is able to incorporate them into their exist-
ing simulations.

The increasing demand for battery operated devices with
longer lifetimes has required researchers to explore energy
availability from a different perspective, starting from the
hardware itself. While the battery technology keeps improv-
ing, with the recent advances in wireless devices, devices that
are able to harvest energy from the environment, e.g., in the
form of solar, thermal, vibrational or radio energy, are now
commercially available.

Given the above, the problem of designing optimal com-
munication protocols for energy harvesting wireless net-
works has recently received considerable attention [3, 4, 5].
When using an energy harvesting source, the objectives of



these protocols are fundamentally different than those of us-
ing a traditional energy source: rather than focusing on min-
imizing the maximum energy and adapting the operations
according to the residual energy, algorithms needs to shift
the optimization to the maximum rate at which the energy
can be used [6]. The need for an accurate modeling of the
energy harvesting process, and a consequent redesign of the
simulation framework to include it, is thus fundamental.

While the current ns-3 energy framework (version 3.20)
allows the definition of new energy sources that incorporate
the contribution of an energy harvester, the integration of an
energy harvester component into an existing energy source,
as well as the possibility of evaluating the interaction be-
tween different energy sources and harvester models, is not
straightforward using the existing energy framework.

To this end, in this paper we propose an extension of the
energy framework currently released with ns-3 in order to ex-
plicitly introduce the concept of an energy harvester1. By do-
ing so, different energy harvester models can be developed as
independent ns-3 objects that can be connected to the current
and future energy source implementations. Starting from the
definition of the general interface, we provide the implemen-
tation of two simple models for the energy harvester: 1) a ba-
sic energy harvester, that provides a time-varying, uniformly
distributed amount of energy, and 2) an energy harvester that
recharges the energy source with an amount of energy gath-
ered from a dataset of real solar panel measurements [7].

Our contribution to the energy framework extends beyond
the introduction and example implementations of the energy
harvester. In particular, we extend the set of implementa-
tions of the current energy framework to include a model for
a supercapacitor energy source and a device energy model
for the energy consumption of a sensor. Moreover, we in-
troduce the concept of an energy predictor, and we provide
an example implementation based on the energy prediction
model described in [8]. As the name suggests, the idea be-
hind the energy predictor is to gather information from the
energy source and harvester and use this information to pre-
dict the amount of energy that will be available in the future.
The information provided by this module can then be used
to develop energy efficient protocols that can capitalize not
only on the knowledge of the energy availability at a given
time but also on a forecast of its future availability.

The rest of the paper is organized as follows. Sec-
tion 2 provides motivation for the need for an accurate en-
ergy aware simulation framework and an overview of related
work. In Section 3, we describe our contributions to the ns-3
energy framework, while in Section 4 we present some ex-
amples of simulation results that can be obtained with the
new framework. Section 5 concludes the paper.

2 Motivation and Related Work
The need for a simulation framework for evaluating the

performance of energy aware wireless networks has been
widely recognized. Different generic network simulators are
compared in [9], showing that no existing simulators natively
provide models for the energy source and the energy har-
vester, nor for simulating the energy consumptions of the

1The implementation of the energy harvester is included in ns-3.21.

different elements that compose the wireless node. To over-
come these limitations, the authors in [9] propose WSNsim,
one of the first simulators to include a set of flexible and ex-
tensible hardware and environment models to enhance the
design of energy-aware sensor nodes. However, WSNsim
is not available to the research community. Subsequently,
an extension to ns-3 to support energy aware networks has
been proposed [2]. The framework in [2] is designed and
implemented with the objective of adding support for differ-
ent energy sources and device energy consumption models
on ns-3 simulations. A generic energy model for OMNeT++
has been presented in [10], which allows the accurate evalua-
tion of the energy consumption and network lifetime of sen-
sor networks, taking into account the energy consumption of
both the radio transceiver and the CPU.

While these solutions provide viable simulation environ-
ments for energy-aware wireless networks, they do not in-
clude support for the simulation of wireless networks pow-
ered via energy harvesting. As a result, the increasing in-
terest in evaluating the performance of energy harvesting
wireless systems brought forth several contributions to fill
this gap. In particular, GreenCastalia, an energy harvest-
ing framework for the Castalia simulator [11] that allows the
simulation of networks of embedded devices with heteroge-
neous harvesting and energy source capabilities, has been
presented in [12]. The authors in [13] presented PASES, a
standalone, flexible and extensible design space exploration
framework that allows an accurate analysis of the perfor-
mance and energy consumption of WSNs, from the applica-
tion to the hardware level. This framework requires detailed
power models of the node architecture to provide statistics
about the power consumption and to determine the optimal
hardware configuration. A complete ns-3 modeling of a
practical Wireless Sensor Network architecture with energy
harvesting capabilities has been described in [14]. However,
the focus of [14] was to simulate the performance of the par-
ticular system under consideration, while our focus is to pro-
vide a generic framework to enhance the quality of simu-
lations of energy-aware wireless networks. More recently,
SensEH [15], a complete software framework for the simu-
lation and emulation of wireless sensor networks with energy
harvesting capabilities, has been proposed. The framework
allows the reuse of the same code written for the simulations
in real-world WSN deployments and, for this reason, relies
heavily on the architecture of wireless sensor nodes, thus not
being suitable for generic network simulations.

Given the above, it can be noticed that several contribu-
tions are available for simulating the energy requirements
of wireless networks. Nevertheless, most of them are either
standalone and proprietary solutions or target a specific net-
work architecture, i.e., wireless sensor networks. We believe
that there is still a need for a generic framework that provides
an extensive and easy to use set of tools, available to the en-
tire networking community. To this end, the design structure
of the energy framework presented in [2], and the fact that
it is based on the well-known open source simulator ns-3,
represents a great starting point to achieve this goal.
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Figure 1: Energy Harvesting Framework. Our contributions
are shown by the dashed lines.

3 Energy Harvesting Framework
The objective of our work is to extend the capability of

ns-3 to support the simulation of different energy compo-
nents, from the harvesting of the energy from the environ-
ment to the final consumption of the energy by the different
elements that compose the simulation node. Moreover, our
goal is to provide a way of comparing the impact of different
energy storage devices (e.g., ideal energy buffer, lithium ion
battery, nickel-metal hydride battery, supercapacitor, etc.) on
the network performance, as well as to efficiently manage the
residual energy at the different levels of the protocol stack,
by additionally exploiting the knowledge about the energy
harvesting process.

In what follows, we describe our extension to the energy
framework described in [2] to include support for simulating
wireless networks powered via energy harvesting, and the
prediction of the future energy available at the node, while
ensuring complete compatibility with the current implemen-
tation of the energy framework.

A diagram of the elements that compose the extended en-
ergy framework is presented in Figure 1, where our con-
tributions are presented in the dashed lines. We follow the
modular structure of the ns-3.20 energy framework to intro-
duce two new modules, namely Energy Harvester and En-
ergy Predictor. Moreover, we extend the set of implementa-
tions of the energy source and device energy models to in-
clude a model for the behavior of a supercapacitor energy
source and for the energy consumption of a sensor.

3.1 Energy Harvester
The energy harvester represents the elements that harvest

energy from the environment and recharge the energy source
to which it is connected. In our design, the energy harvester
includes the complete implementation of the actual energy
harvesting device (e.g., a solar panel) and the environment
(e.g., the solar radiation). This means that in implementing
an energy harvester, the users need to jointly model the en-
ergy contribution of the environment and the additional en-

ergy requirements of the energy harvesting device such as the
conversion efficiency and the internal power consumption of
the device.

For the energy harvester, we defined a default interface
that includes all the parameters required for the connection
with the energy source and the functions required to install
the energy harvester to an ns-3 node. Our implementation of
Energy Harvester includes:

• Basic Energy Harvester: a simple model in which the
amount of power provided by the harvester varies over
time according to a uniformly distributed random vari-
able with customizable bounds and time update inter-
vals;

• Real Data Energy Harvester: an energy harvester that
recharges the energy sources according to the power
levels defined in a user customizable dataset of real
measurements. As an example, we provide a dataset
of real solar panel measurements [7].

Due to the modular structure inherited from the ns-3 en-
ergy framework and followed for the definition of the energy
harvester, users are allowed to use any energy source, de-
vice energy model and energy harvester combination, while
ensuring complete compatibility between the models. More-
over, defining new energy harvesters like, for example, an
energy harvester that provides a time varying amount of
power that follows a Markov process, is relatively easy by
following the sample implementations provided with our
contribution.

3.2 Energy Predictor
The energy predictor represents an additional element that

can be used to improve the performance of energy harvesting
systems. This is because when dealing with energy scaveng-
ing, the amount of energy available at the node dramatically
changes over time, and some knowledge can be inferred from
the past energy levels in order to devise smart energy alloca-
tion policies. The importance of energy predictions is widely
recognized in the research community [8] [12].

Similarly to [12], we introduce the concept of an energy
predictor to the energy framework. The standard interface of
the energy predictor is connected to both the energy source
and the energy harvester. It uses information about the cur-
rent remaining energy available at the energy source and the
amount of energy harvested at the energy harvester to es-
timate the energy that will be available in the future. The
predicted value can be used at other layers of the protocol
stack to better utilize the available energy.

Our implementation of Energy Predictor includes Pro-
Energy [8], that improves over the approach presented in
WCMA [16], for predicting the future energy intake. Ac-
cording to this model, the predicted energy Êt+1 is computed
as Êt+1 = αCt +(1−α)Ed

t+1, where Ct represents the energy

harvested during timeslot t of the current day, Ed
t+1 is the en-

ergy harvested during timeslot t + 1 of a stored day d, and
0 ≤ α ≤ 1 is a weighting parameter. While WCMA selects
as a reference for the energy prediction the previous day and
adjusts the weighting factor α according to the similarity of
the weather conditions of the two days, Pro-Energy stores a



set of harvesting profiles and selects as a reference the day
with the weather conditions most similar to the current day.

3.3 Energy Source
The energy source represents the elements that store, and

provide to the node, the energy required to perform the dif-
ferent operations. In real life, different types of energy
sources with different characteristics are available. The char-
acteristics of the energy sources include: maximum energy,
voltage, charge-discharge patterns and lifetime. For this rea-
son, having several implementations for the energy source
allows for a more accurate simulation of the expected per-
formance of the system under consideration. The current
release of ns-3 includes three implementations of energy
sources, namely Basic Energy Source, Lithium Ion Energy
Source and RV Battery Model [17].

Our extension to the set of energy sources includes the
implementation of a Supercapacitor. The supercapacitor im-
plementation follows the simplified model presented in [18]
and [19], that models the supercapacitor as an RC net-
work, with an internal DC resistance and a linear voltage-
dependent capacitance. According to this model, a super-
capacitor can be characterized by its DC capacitance CDC,
rated DC voltage VDC and voltage dependent capacitance kV .
Given these, the storage capacitance CV (v) is expressed as
CV (v) = C0 + kV v, where C0 = CDC − kVVDC and v repre-
sents the voltage across the supercapacitor, which is derived
from the standard differential equation of the RC circuit. Ad-
ditionally, the energy stored in the supercapacitor is com-

puted as Esup =
1
2CV (v)v

2. While more accurate models for
the supercapacitor short term response have recently been
proposed (see, e.g., [19] and [20]), the associated compu-
tational complexity makes them unappealing for the simu-
lation of long network operation time. Moreover, this sim-
plified model is suitable for applications where the energy
stored in the capacitor is of primary importance, as it is for
network simulations, and the transient response can be ne-
glected [18] [21].

It can be noticed that, in order to operate correctly, a node
requires a fairly constant supply voltage. However, when
dealing with a supercapacitor or, more generally, with a non-
ideal energy source like, for example, the lithium ion battery,
the supply voltage changes over time according to the intrin-
sic characteristics of the energy storage. Therefore, battery
operated devices contain a Direct Current to Direct Current
(DC-DC) converter to convert the DC voltage level of the
battery to the DC voltage level required by the different el-
ements that compose the node. To address this also in sim-
ulations, we modified the existing energy source interface to
include the contribution of a DC-DC converter, with a user
customizable efficiency, that is used to calculate the actual
current consumption of the devices connected to the node.
By defining Iload as the current required by the load, Vs as the
supply voltage of the energy source and Vo as the operating
voltage of the node, the actual current consumption of the
device Is is given by:

Is =
Vo

Vs

Iload

η
, (1)

where η represents the efficiency of the DC-DC converter.

Supercapacitor
CDC 50 F
VDC 2.7 V
kV 0.5 F/V

Sensor Energy Model
ireading 25 mA

iidle 7 µA
ishutdown 1 µA

Table 1: Simulation parameters used for the supercapacitor
and the sensor energy models [22] [23].

3.4 Device Energy Model
The device energy model describes the amount of energy

required to power a certain device connected to the node.
Each device energy model is connected on one side to the
actual device, that determines the energy consumption ac-
cording to a state-based model, and on the other side to the
energy source that decreases its residual energy and notifies
the device in case of energy depletion. The current release of
ns-3 includes two example implementations, namely Simple
Device Energy Model and WiFi Radio Energy Model [17],
where the first allows the user to set a fixed current drain and
is intended for testing purposes, while the latter is directly
connected to the WiFi radio device implementation and up-
dates the energy consumption of the device according to its
state of operation (e.g., idle, transmission, reception, etc.).

Our extension to the set of device energy models includes
the implementation of a Sensor Energy Model. The sensor
energy model allows for the definition of three power con-
sumption levels, associated with the states of a generic sen-
sor that acquires some measurements. The states of a generic
sensor are defined as shutdown, idle and reading, where we
consider the shutdown state to be a low energy consumption
state in which the sensor cannot be used directly, and thus
represents a power saving state in which the sensor transi-
tions when it is notified by the energy source of energy de-
pletion.

4 Simulation Results
In this section we show some examples of the simula-

tion results that can be obtained with our extension of the
ns-3 energy framework. All the results of this section have
been obtained by considering a node with operational volt-
age Vo = 3.3V, that integrates a DC-DC converter with effi-
ciency η = 0.9 and cutoff voltage Vlow = 1.0V. For the Ba-
sic Energy Source we fixed the supply voltage to Vo, while
we used the default ns-3 settings for both the Lithium Ion
Battery and the RV Battery Model. The supercapacitor and
sensor energy model parameters are presented in Table 1.

We first evaluate the impact of the different implementa-
tions of the energy source on the lifetime of a node. To this
end, in Figure 2 we present the residual energy as a func-
tion of time, for a simple node powered via different types
of energy source and that performs periodic sensing of the
environment through a basic Sensor implementation.

As expected, the best performance is attained by the Ba-
sic Energy Source, which represents an ideal energy buffer
and thus does not include any energy leakage. The Lithium
Ion Battery, the RV Battery Model and the Supercapacitor,
instead, attain a lower system lifetime due to both the addi-
tional contribution of the leakage current and the energy dis-
sipated by the DC-DC converter. It is important to note that
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Figure 2: Remaining energy as a function of time for a sim-
ple node that senses the environment every 10 minutes, for
different types of energy source.
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Figure 3: Harvested power as a function of time, for the basic
energy harvester and the dataset of real solar panel measure-
ments [7]. H(t) is uniformly distributed in [0,Hmax], with
Hmax = 220W , and its value is updated every 24 hours.

the RV Battery Model included in the ns-3 energy framework
represents an analytical model used to predict the lifetime
of a battery based on the time-varying internal charge redis-
tribution process, which depends on the particular current
draw pattern of the load [24]. In Figure 2, the RV Battery
Model represents the performance of a lithium ion battery
with similar characteristic as the one modeled by the Lithium
Ion Battery. Thus, the performance gain with respect to the
Lithium Ion Battery represents the effect of modeling the in-
ternal charge redistribution process. Moreover, we note that
all the energy sources follow an almost linear decrease of the
remaining energy over time, and that the node stops func-
tioning at 0 J for most of the battery models. However, the
Supercapacitor shows two regions of operation because the
DC-DC converter cannot operate below the voltage threshold
Vlow (which in turn translates to an energy level), causing the
node to stop its operations, while the residual energy keeps
decreasing due to the supercapacitor leakage current.

In Figure 3, we compare the power provided by the basic
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Figure 4: Remaining energy as a function of time for a sim-
ple node that senses the environment every 10 minutes, for
different values of the energy harvested H(t) and for real so-
lar panel measurements [7]. H(t) is uniformly distributed in
the relative interval, and its value is updated every 5 minutes.

energy harvester with the harvester based on a real dataset for
a period of 7 consecutive days (real data from [7], March 10-
16, 2014). The Real Data plot clearly shows the night and
day periodicity, as well as the variability between different
days, for the power level provided by the harvester. For the
basic energy harvester, instead, the power provided by the
harvester is uniformly distributed in [0,Hmax], where Hmax

is the maximum value of the real data harvester (220W),
and the harvested power is updated every 24 hours. While
Figure 3 provides an example of the power levels that are
provided by the different harvesters, it can also be used to
infer some important considerations for the design of a real
system. In fact, even if the two harvesters provide, on aver-
age, the same energy per day, the variation of the harvester
process that they represent can result in completely different
performance for the communication protocols.

To better evaluate the impact of the energy harvester, Fig-
ure 4 shows the remaining energy of a node that is powered
by a supercapacitor, and that performs periodic sensing of
the environment, as a function of time, for different values
of harvested energy. As expected, the presence of the en-
ergy harvester increases the total operational time of the node
for a time proportional to the amount of harvested energy.
Moreover, while the non-harvesting case (H(t) = 0) follows
a discharge pattern as in Figure 2, it can be observed that
including the contribution of an energy harvester introduces
an additional region of operation. In particular, the superca-
pacitor undergoes an initial discharge phase, that ends when
the low energy threshold (Vlow) is reached. At this point,
the node stops its normal operations (i.e., the sensor stops
the periodic readings and goes to the shutdown state) and it
remains in this state until the harvester recharges the super-
capacitor up to a second threshold (fixed here to 1.4V). After
that, the node restarts the periodic reading operations until
the low energy threshold is reached again.

Finally, in Figure 5 we compare the output of the energy
predictor module with the actual energy provided by the Real
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Figure 5: Energy predicted by the energy predictor module,
for different values of α.

Data Energy Harvester.2 According to Pro-Energy [8], for
α = 0.5, the energy Ed

t+1, harvested during timeslot t+1 of a
stored day d, and the actual energy Ct , harvested during the
previous timeslot of the current day, are equally weighted,
while for α = 0.25 more weight is given to the stored day
d harvested energy. We note that, when considering a small
timeslot duration as in Figure 5, decreasing the value of α re-
sults in a predicted harvested energy less similar to the cur-
rent harvested energy, due to the high correlation between
subsequent updates of the actual harvested energy. However,
a small value of α can be seen as a pragmatic way to capture
the uncertainty in determining on-the-fly the actual amount
of energy that will be harvested by the node.

5 Conclusions
In this paper we proposed an extension of the energy

framework currently released with ns-3 to introduce the con-
cept of an energy harvester and an energy predictor. More-
over, we extended the set of implementations of the current
energy framework to include a model for a supercapacitor
energy source and a device energy model for the energy con-
sumption of a sensor. Additionally, we motivate the need
for different models of the various elements that compose a
simulation node and showed the impact on the system per-
formance through some examples of simulation results. As
future work, we plan to further extend the energy framework
to include several implementations of the different elements
that compose the framework, as well as to provide an appli-
cation that links them together. As a result of these efforts,
we believe that our contributions to the ns-3 energy frame-
work will provide a useful tool to enhance the quality of sim-
ulations of energy-aware wireless networks that incorporate
energy harvesting.

6 Acknowledgments
This research was funded in part by the National Science

Foundation under research grant CNS-1239423.

2For simplicity, we fixed the slot duration of the energy predictor module

to 1 second so that the amount of power provided by the harvester directly

translates to an energy level.

7 References
[1] “The ns-3 network simulator.” [Online]. Available:

http://www.nsnam.org

[2] H. Wu, S. Nabar, and R. Poovendran, “An energy framework for the
network simulator 3 (ns-3),” in Proc. of ACM SIMUTools, Barcelona,
Spain, Mar. 2011.

[3] S. Sudevalayam and P. Kulkarni, “Energy harvesting sensor nodes:
Survey and implications,” IEEE Commun. Surveys Tuts., vol. 13, no. 3,
pp. 443–461, Sep. 2011.

[4] Q. Wang and M. Liu, “When simplicity meets optimality: Efficient
transmission power control with stochastic energy harvesting,” in
Proc. of IEEE INFOCOM, Turin, Italy, Apr. 2013.

[5] M. Gorlatova, J. Sarik, G. Grebla, M. Cong, I. Kymissis, and G. Zuss-
man, “Movers and shakers: Kinetic energy harvesting for the internet
of things,” in Proc. of SIGMETRICS, Austin, Texas, USA, Jun. 2014.

[6] A. Kansal, J. Hsu, S. Zahedi, and M. Srivastava, “Power manage-
ment in energy harvesting sensor networks,” ACM Trans. on Embed-

ded Computing Systems, vol. 6, no. 4, Sep. 2007.

[7] “City of Edmonton/NAIT solar panel reference system.” [Online].
Available: https://data.edmonton.ca

[8] A. Cammarano, C. Petrioli, and D. Spenza, “Pro-Energy: a novel en-
ergy prediction model for solar and wind energy harvesting wireless
sensor networks,” in Proc. of IEEE MASS, Las Vegas, Nevada, USA,
Oct. 2012.

[9] G. V. Merrett, N. M. White, N. R. Harris, and B. M. Al-Hashimi,
“Energy-aware simulation for wireless sensor networks,” in Proceed-

ings of IEEE SECON, Rome, Italy, Jun. 2009.

[10] F. Chen, I. Dietrich, R. German, and F. Dressler, “An energy model
for simulation studies of wireless sensor networks using OMNeT++,”
Praxis der Informationsverarbeitung und Kommunikation, vol. 32,
no. 2, pp. 133–138, Jul. 2009.

[11] “Castalia wireless sensor network simulator.” [Online]. Available:
https://castalia.forge.nicta.com.au

[12] D. Benedetti, C. Petrioli, and D. Spenza, “GreenCastalia: An energy-
harvesting-enabled framework for the Castalia simulator,” in Proc. of

ENSSys, Rome, Italy, Oct. 2013.

[13] I. Minakov and R. Passerone, “PASES: An energy-aware design space
exploration framework for wireless sensor networks,” Journal of Sys-

tems Architecture, vol. 59, no. 8, Sep. 2013.

[14] A. Sánchez, S. Climent, S. Blanc, J. V. Capella, and I. Piqueras, “WSN
with energy-harvesting: Modeling and simulation based on a practical
architecture using real radiation levels,” in Proceedings of PM2HW2N,
Miami, Florida, USA, Nov. 2011.

[15] R. Dall’Ora, U. Raza, D. Brunelli, and G. P. Picco, “SensEH: From
simulation to deployment of energy harvesting wireless sensor net-
works,” University of Trento, Tech. Rep., May 2014.

[16] J. Piorno, C. Bergonzini, D. Atienza, and T. Rosing, “Prediction and
management in energy harvested wireless sensor nodes,” in Proc. of

Wireless VITAE, May 2009.

[17] “The ns-3 energy framework.” [Online]. Available:
http://www.nsnam.org/docs/release/3.20/models/html/energy.html

[18] J. Schonberger, “Modeling a supercapacitor using PLECS,” Plexim
GmbH, Tech. Rep., 2010.

[19] A. Weddell, G. V. Merrett, T. Kazmierski, and B. Al-Hashimi, “Ac-
curate supercapacitor modeling for energy harvesting wireless sensor
nodes,” IEEE Trans. Circuits and Systems II: Express Briefs, vol. 58,
no. 12, pp. 911–915, Dec. 2011.

[20] D. Torregrossa, M. Bahramipanah, E. Namor, R. Cherkaoui, and
M. Paolone, “Improvement of dynamic modeling of supercapacitor by
residual charge effect estimation,” IEEE Trans. Ind. Electron., vol. 61,
no. 3, pp. 1345–1354, Mar. 2014.

[21] R. Dougal, L. Gao, and S. Liu, “Ultracapacitor model with automatic
order selection and capacity scaling for dynamic system simulation,”
Journal of Power Sources, vol. 126, no. 1-2, pp. 250–257, Feb. 2004.

[22] “Maxwell HC series ultracapacitors datasheet.” [Online]. Available:
http://www.maxwell.com

[23] “Texas instruments low power digital temperature sensor datasheet.”
[Online]. Available: http://www.ti.com/lit/ds/symlink/tmp102.pdf

[24] D. Rakhmatov and S. Vrudhula, “Energy management for battery-
powered embedded systems,” ACM Trans. Embed. Comput. Syst.,
vol. 2, no. 3, pp. 277–324, Aug. 2003.


