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Abstract

Energy efficiency of a MAC protocol is one of the most important performance metrics, especially in mobile ad hoc networks, where
the energy sources are limited. Two key factors in achieving energy efficiency for a MAC protocol are coordination among the nodes and
schedule-based channel access. In order to achieve a sufficient level of coordination among the nodes, and hence to achieve energy effi-
ciency, the exchange of control information via control packets is vital. As such, coordinated MAC protocols, which regulate channel
access through scheduling, have been shown to achieve very high energy efficiencies when compared to non-coordinated MAC protocols,
which do not employ scheduling. However, due to their increased vulnerability to channel errors, the performance of coordinated MAC
protocols is affected more by the channel bit error rate (BER) than non-coordinated MAC protocols, which lack such control packets. In
this paper, we investigate the energy efficiency and resilience against channel errors for coordinated and non-coordinated MAC proto-
cols. Our results reveal that it is possible to achieve better system performance with coordinated MAC protocols even in lossy channels,
provided that the BER level is not extremely high.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

In wireless communications, the channel is the common
interface that connects the nodes. Like every shared
resource, access to the channel needs to be regulated; this
resource allocation operation is performed by Medium
Access Control (MAC) protocols, which are defined as
the second layer of the OSI protocol stack [1]. The objec-
tive of controlling access to the channel via the MAC pro-
tocol is to avoid or minimize simultaneous transmission
attempts (that will result in collisions) while maintaining
a stable and efficient operating region for the whole net-

work. Furthermore, the MAC protocol is the key element
in determining many features of a wireless network, such
as energy efficiency, throughput, Quality of Service
(QoS), fairness, stability, and robustness [2].

MAC protocols can be classified into two categories
based on the collaboration level of the network in regulat-
ing the channel access: coordinated and non-coordinated.
A coordinated MAC protocol operates with explicit coor-
dination among the nodes and is generally associated with
coordinators, channel access schedules, and clusters. For
example, Bluetooth is a coordinated MAC protocol, where
channel access within a cluster (i.e., piconet) is coordinated
by a coordinator (i.e., piconet Master) [3]. A non-coordi-
nated MAC protocol, on the other hand, operates without
any explicit coordination among the nodes in the network.
For example, IEEE 802.11 is a non-coordinated MAC pro-
tocol when operating in the broadcast mode (i.e., in broad-
casting mode, IEEE 802.11 becomes plain CSMA without
any handshaking) [4]. Note that IEEE 802.11 channel
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access in unicasting mode is a coordinated scheme (i.e., the
four way handshaking between the transmitter and receiver
is a special case of a general explicit coordination scheme,
such as [5,6]).

Fig. 1 illustrates the channel access mechanism for
generic coordinated and non-coordinated MAC protocols.
In the coordinated MAC protocol, node N0 is the cluster-
head (coordinator) for the portion of the network consist-
ing of five nodes. Channel access is regulated through a
schedule that is broadcast by the coordinator. Upon recep-
tion of the schedule, nodes transmit their data at their allo-
cated time, and thus collisions among nodes within the
same cluster are eliminated. Furthermore, a node can
switch to a low-energy sleep mode during the slots where
no transmissions are scheduled or scheduled transmissions
are not of interest to a particular node. Time is organized
into cyclic time frames, and the transmission schedule is
dynamically updated at the beginning of each time frame.
IEEE 802.15.3 is a recent example of such a coordinated
MAC protocol [7]. In the non-coordinated MAC protocol,
each node determines its own transmission time based on
feedback obtained through carrier sensing on the channel.
Thus, conflicts in data transmission attempts (i.e., colli-
sions, capture) are unavoidable in the non-coordinated
scheme. In addition, none of the nodes can switch to sleep
mode because future data transmissions are not known
beforehand due to the lack of a scheduling mechanism.

Both coordinated and non-coordinated MAC protocols
have their advantages and disadvantages.

(i) One of the most important advantages of coordinat-
ed MAC protocols is their energy efficiency due to the
availability of a schedule that let nodes enter into
sleep mode without deteriorating the overall system

performance. Thus, the average energy dissipation
of nodes in coordinated schemes is significantly lower
than in non-coordinated schemes [8].

(ii) Collisions are mostly eliminated in coordinated MAC
protocols, while frequent packet collisions are
unavoidable in non-coordinated protocols, especially
under heavy network conditions, which may draw the
network into instability in extreme conditions [9].

(iii) The average packet delay using non-coordinated
MAC protocols is lower than the average packet
delay using coordinated MAC protocols under mild
traffic loads. However, under heavy traffic loads,
packet delay in non-coordinated protocols rises to
very high levels [10].

(iv) Coordinated MAC protocols are more vulnerable to
packet losses than non-coordinated MAC protocols
due to their dependence on the reliable exchange of
control packets, such as the schedule packet. Mobili-
ty, multi-path propagation, and channel noise are the
main sources of errors that cause packet losses [11].

Energy efficiency has become one of the predominant
platform requirements for battery powered mobile multi-
media computing devices. Therefore, the new challenge is
to provide QoS in an energy-efficient manner rather than
focusing solely on QoS by ignoring the energy dissipation
[12]. Consequently, there is a growing interest in energy-ef-
ficient design, mainly concentrating on MAC layer energy
reduction techniques [8,13,14]. Most of the proposed solu-
tions use TDMA as a MAC scheduling principle in order
to utilize the benefits of having a schedule such as fairness,
stability, and energy efficiency by regulating the channel
access, minimizing collisions, and enabling power saving
features, respectively.

Fig. 1. Illustration of coordinated and non-coordinated MAC protocols. The upper left and right panels show the node distributions for nodes N0–N4.
The lower left panel shows the medium access for the coordinated scheme, where node N0 is the coordinator and the channel access is regulated through a
schedule transmitted by N0. The lower right panel shows the channel access for the non-coordinated scheme (e.g., CSMA). Overlapping data transmissions
of N1 and N3 lead to a collision.
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In general, energy-efficient distributed protocol design
can be described as creating an appropriate distributed
coordination scheme that minimizes a radio’s total energy
dissipation without sacrificing its functionality, by intelli-
gently switching between the radio’s different operating
modes. Actually, there are only three modes that a radio
can be switched to: transmit mode, active mode (receive,
carrier sense, and idle modes), and sleep mode. Although
further classification of the energy dissipation modes of a
radio is possible (i.e., deep/shallow sleep modes, transient
modes, etc.), the aforementioned classification is detailed
enough in this context. There is no way to switch between
receive, idle, and carrier sense modes: when a node is in the
active mode, the actual mode (receive, idle or carrier sens-
ing) is determined by the activities of the node’s neighbors,
which is not a controllable design parameter. Nevertheless,
the ultimate goal is to keep the radio in the low energy sleep
mode as long as possible without sacrificing network
performance.

The general trend in the evaluation of the performance
of network protocols (e.g., energy efficiency) is to ignore
channel errors and assume a perfect channel [15]. Although
the assumption of a perfect channel is reasonable in the ini-
tial design stage, further verification of a proposed protocol
should consider error resilience. In this paper, we investi-
gate the performance of two MAC protocols, IEEE
802.11 and MH-TRACE (Multi Hop Time Reservation
using Adaptive Control for Energy Efficiency), at different
Bit Error Rate (BER) levels by providing an analytical
model which is well supported with ns-2 simulations. IEEE
802.11 is a well-known example of a non-coordinated
MAC protocol when it is used for broadcasting. MH-
TRACE is a recent example of an energy-efficient coordi-
nated MAC protocol that relies on control packet exchang-
es for its operation. A comparative evaluation of IEEE
802.11 and MH-TRACE for real-time data broadcasting
using a perfect channel showed that the energy efficiency
of MH-TRACE is much better than IEEE 802.11 [16].
However, due to the relatively complicated design of
MH-TRACE, which relies on robust control packet
exchange, the advantages of MH-TRACE over IEEE
802.11 are questionable under high BER levels.

In our previous work, we presented a comparative per-
formance evaluation of IEEE 802.11 and MH-TRACE
when they are utilized for single hop data broadcasting
through mathematical analysis and simulations [17,18]. In
this paper, we present an extended analysis of the effects
of channel noise for IEEE 802.11 and MH-TRACE for a
wide range of parameters that affect the system perfor-
mance. To the best of our knowledge, a joint analysis of
energy efficiency and channel errors is not reported in the
literature. Thus, we believe that the results of our work
provide a valuable contribution to the better understanding
of energy efficiency in mobile ad hoc networks.

The remainder of this paper is organized as follows. Sec-
tion 2 presents related work. Section 3 presents the IEEE
802.11 and MH-TRACE MAC protocols. In Section 4,

we introduce an analytical model for the performance of
MH-TRACE as a function of BER. Simulation results
and analysis of both protocols under different BER levels
are presented in Section 5. Conclusions are drawn in Sec-
tion 6.

2. Related work

Although performance analysis of ad hoc networks has
found some noticeable attention in the literature [19–27],
there is little work done to explore the characteristics of dif-
ferent types of MAC protocols (i.e., coordinated and non-
coordinated) under varying channel noise. Our work
explicitly aims to answer the question of whether a coordi-
nated MAC protocol preserves its superior performance, or
whether its higher level of vulnerability due to the depen-
dence on robustness of the control traffic makes it unstable
under high BER levels.

A comprehensive survey of MAC approaches for wire-
less mobile ad hoc networks is presented in [28]. This work
individually concentrates on different MAC approaches
and tries to identify their problems and discusses possible
remedies. One of the important conclusions of [28] is that
increased throughput results in increased energy efficiency
due to a decrease in the number of retransmissions. How-
ever, it is also pointed out that one has to sacrifice some
throughput in order to achieve fairness (e.g., reservation
based MAC protocols). Another major conclusion is that
in order to achieve QoS one has to increase the persistence,
which results in decreased throughput stability.

In [8], MAC protocols are compared in terms of battery
power consumption in order to emphasize the characteris-
tics of an energy-efficient MAC protocol. They concluded
that reducing the number of contentions reduces the energy
consumption. Moreover, reservation (i.e., coordination
and scheduling) is proposed as a better solution for messag-
es with contiguous packets. However, energy efficiency
under channel noise was not explored in this study.

More focused works investigating packet loss and error
resilience can be found in [29,30]. These studies concentrat-
ed on identifying and characterizing possible sources of
packet losses in ad hoc wireless networks. Mobility and
congestion are pointed out as the main reasons in mobile
ad hoc networks [29]. On the other hand, [30] takes colli-
sions, error in radio transmission and SNR (signal to noise
ratio) variation into account as the main reasons for packet
losses in mobile ad hoc networks. They both provide sim-
ulation results to demonstrate the effects of each individual
source of packet losses.

In [31] an adaptive frame length control approach,
which is implemented at the MAC layer to compensate
for rapidly varying channel conditions of wireless net-
works, is presented. They showed that by adjusting the
frame length, there is much to be gained in terms of
throughput, effective transmission range and transmitter
power for wireless links. All of their outcomes stem from
the assumption that the probability of error for a longer
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packet is higher than the probability of error for a shorter
packet. Therefore, reducing the frame length when the
channel conditions are worse will improve the throughput
since the effective transmission range is increased. As a
result of improved throughput, less energy is consumed
due to the reduced number of retransmissions as we dis-
cussed earlier. However, in their analysis they did not con-
sider the effects of channel noise on control packets.

However, none of the aforementioned studies provide
sufficient insight on the error resilience, in general, and
the vulnerability of control traffic to channel noise, in par-
ticular, and hence the performance evaluation of MAC
protocols under various BER levels. Although the impact
of channel errors on the control packets is crucial to the
overall performance of coordinated MAC protocols, eval-
uation of coordinated MAC protocols under realistic chan-
nel errors has found little attention in the literature. In this
paper, we investigate the effects of channel errors on the
control traffic in a coordinated MAC protocol and deter-
mine the extent of performance deterioration. Further-
more, we present a comparative performance evaluation
of a coordinated and a non-coordinated MAC protocol
under a realistic error model. We believe that jointly ana-
lyzing the energy efficiency and error resilience of coordi-
nated and non-coordinated MAC protocols and
identifying the pros and cons of them will motivate future
research to produce more accurate and reliable solutions to
MAC related problems.

3. Background

In this section, we present an overview of IEEE 802.11
and MH-TRACE when used for single-hop data
broadcasting.

3.1. IEEE 802.11

In broadcasting mode, IEEE 802.11 uses p-persistent
CSMA with a constant defer window length (i.e., the
default minimum defer period) [4]. When a node has a
packet to broadcast, it picks a random defer time and starts
to sense the channel (see Fig. 2). When the channel is

sensed idle, the defer timer counts down from the initially
selected defer time at the end of each time slot. When the
channel is sensed busy, the defer timer is not decremented.
Upon the expiration of the defer timer, the packet is
broadcast.

The IEEE 802.11 standard includes an energy saving
mechanism when it is utilized in the infrastructure mode
[4]. A mobile node that needs to save energy informs the
base station of its entry to the energy saving mode, where
it cannot receive data (i.e., there is no way to communicate
to this node until its sleep timer expires), and switches to
the sleep mode. The base station buffers the packets from
the network that are destined for the sleeping node. The
base station periodically transmits a beacon packet that
contains information about such buffered packets. When
the sleeping node wakes up, it listens for the beacon from
the base station, and upon hearing the beacon responds
to the base station, which then forwards the packets that
arrived during the sleep period. This energy saving method
results in additional delays at the mobile nodes that may
affect QoS. Furthermore, this approach is not directly
applicable in multi-hop networks. IEEE 802.11 also sup-
ports an energy saving mechanism in ad hoc mode called
ad hoc traffic indication message (ATIM) window, which
is not an effective method for energy saving in
broadcasting.

3.2. MH-TRACE

Multi-hop time reservation using adaptive control for
energy efficiency (MH-TRACE) is a MAC protocol
designed for energy-efficient real-time data broadcasting
[16]. Fig. 3 shows a snapshot of MH-TRACE clustering
and medium access. In MH-TRACE, the network is parti-
tioned into overlapping clusters through a distributed algo-
rithm. Time is organized into cyclic constant duration
superframes consisting of several frames. Each clusterhead
chooses the least noisy frame to operate within and dynam-
ically changes its frame according to the interference level
of the dynamic network. Nodes gain channel access
through a dynamically updated and monitored transmis-
sion schedule created by the clusterheads, which eliminates
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Fig. 2. Illustration of IEEE 802.11 medium access control mechanism in broadcasting.
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packet collisions within the cluster. Collisions with the
members of other clusters are also minimized by the clus-
terheads’ selection of the minimal interference frame.
Ordinary nodes are not static members of clusters, but they
choose the cluster they want to join based on the spatial
and temporal characteristics of the traffic, taking into
account the proximity of the clusterheads and the availabil-
ity of the data slots within the corresponding cluster.

Each frame consists of a control sub-frame for transmis-
sion of control packets and a contention-free data sub-
frame for data transmission (see Fig. 4). Beacon packets
are used for the announcement of the start of a new frame;
Clusterhead Announcement (CA) packets are used for
reducing co-frame cluster interference; contention slots
are used for initial channel access requests; the header
packet is used for announcing the data transmission sche-
dule for the current frame; and information summarization
(IS) packets are used for announcing the upcoming data
packets. IS packets are crucial in energy saving. Each
scheduled node transmits its data at the reserved data slot.

In MH-TRACE, nodes switch to sleep mode whenever
they are not involved in data transmission or reception,

which saves the energy that would be wasted in idle mode
or in carrier sensing. Ordinary nodes are in the active mode
only during the beacon, header, and IS slots. Furthermore,
they stay active for the data slots for which they are sched-
uled to transmit or receive. In addition to these slots, clus-
terheads stay in the active mode during the CA and
contention slots. Instead of frequency division or code divi-
sion, MH-TRACE clusters use the same spreading code or
frequency, and inter-cluster interference is avoided by using
time division among the clusters to enable each node in the
network to receive all the desired data packets in its receive
range, not just those from nodes in the same cluster. Thus,
MH-TRACE clustering does not create hard clusters-the
clusters themselves are only used for assigning time slots
for nodes to transmit their data.

4. Analytical model

In this section, we develop an analytical model to esti-
mate the performance of MH-TRACE as a function of
BER. However, our model essentially models a generic
coordinated MAC protocol, thus, it is not necessarily
specific to MH-TRACE and it can easily be extended
to analyze any coordinated MAC protocol with little
modification (e.g., IEEE 802.15.3 [7] and EC-MAC
[32]). For example, IEEE 802.15.3 has a similar channel
access mechanism to MH-TRACE, where time is orga-
nized into cyclic superframes and channel access is grant-
ed through a control packet that includes the schedule
(i.e., a beacon packet). Therefore, modeling the perfor-
mance of IEEE 802.15.3 will be essentially the same as
our modeling of MH-TRACE. In our analysis, we do
not consider any error correction scheme, thus, if there
is at least one bit error within a packet, then that packet
is discarded. Random packet errors are independently
introduced at the receivers.

If a protocol cannot maintain the desired level of per-
formance, then its energy efficiency becomes meaningless.
Thus, in order to achieve meaningful energy efficiency, it
is absolutely necessary to make sure that a protocol does
not deteriorate system performance while saving energy.
MH-TRACE is a protocol designed primarily for energy
efficiency, and it is obvious that under ideal channel con-
ditions its energy efficiency will be superior to any non-
coordinated protocol. However, the question is whether
MH-TRACE preserves its performance in the face of
channel errors. In this section, we seek the answer to this
question through mathematical analysis supported with
simulations.

Superframe N - 1 Superframe N Superframe N + 1 … …

Frame 1 Frame 2 Frame 3 Frame 6Frame 5 Frame 7Frame 4

C2

C4

C3

C1

C6

C5

C7

Fig. 3. A snapshot of MH-TRACE clustering and medium access for a
portion of an actual distribution of mobile nodes. Nodes C1–C7 are
clusterhead nodes.
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Fig. 4. MH-TRACE frame structure.
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4.1. Basic model

To demonstrate our approach clearly and with a simple
example, first we consider a fully connected network with a
small number of static nodes. The number of data slots in
one superframe is high enough to support all of the nodes
in the network (see Table 1). When there are no channel
errors, all nodes should be able to transmit and receive
without any packet drops or collisions. There will be only
one clusterhead in the network due to the fact that there
cannot be two clusterheads that can hear each other
directly.

The number of data packets generated per node per sec-
ond, (DPnode), is equal to the packet rate (Rpacket) of MH-
TRACE (i.e., one packet per superframe time (1/Tsf)).

DP node ¼ Rpacket ¼
1

T sf

; ð1Þ

where DPnode represents the number of data packets gener-
ated by a single node in the network and can be regarded as
the maximum number of packets a node can transmit given
that it has full access to a perfect channel whenever it
needs. However, a lossy channel will cause packet drops
and therefore the throughput of the network will drop
accordingly.

In Fig. 5, the corresponding throughput losses due to
dropped beacon, header and contention packets are given
to illustrate the impact of the particular control packet
on overall protocol performance. In these results only the
specified control packets are lost due to channel errors
and all the other packets are not affected [17].

These results are from our previous work where we sim-
ulated a six node fully connected static network to clearly

observe the effects of packet losses. When there are no
channel errors, all nodes should be able to transmit and
receive without any packet drops or collisions. There will
be only one clusterhead in the network due to the fact that
there cannot be two clusterheads that can hear each other
directly. We utilized 1.0%, 3.0%, and 5.0% packet error
probabilities. Note that a 5.0% packet error probability
represents a harsh environment [11]. We used the ns-2 sim-
ulator to evaluate the system performance.

As can be seen from the figure, a lost header packet has
the most impact on the performance of MH-TRACE. Loss
of contention packets cause 10 times less impact on
throughput than loss of header packets (0.19). Finally,
for each beacon packet dropped, only 0.0015 data packets
are dropped. Like beacon packet losses, losing other con-
trol packets (e.g., IS, CA) do not significantly affect the
throughput of the network. Thus, we conclude that the
header and contention packets are the only control packets
whose loss due to channel noise affect the network
performance.

Therefore, we can write the equation for the transmit

throughput of a single node (i.e., transmit throughput per
node per second Tnode) in terms of the data packets
dropped before transmission due to lost header packets
(DPLH) and contention (DPLC) packets:

T node ¼ DP node � DPLH � DPLC. ð2Þ
Both (DPLH) and (DPLC) can be written as the product of
three parts. (i) Number of data packets dropped per header
or contention packet loss (DPLperH or DPLperC). (ii) Num-
ber of header or contention packets sent to a node or clus-
terhead per second (HPnode or CPnode). (iii) Probability of
dropping a header or contention packet (PH or PC).

As contention packets are relatively short (4 bytes), they
are less likely to be dropped than header packets (16 bytes
for 6 broadcasting nodes). Furthermore, since the sources
are constant bit rate (CBR) and MH-TRACE utilizes auto-
matic channel access renewal, once a node gets channel
access, it will not loose it and, thus, will not need to trans-

Table 1
Simulation parameters

Acronym Description Value

TSF Superframe duration 25.172 ms
TF Frame duration 3.596 ms
NF Number of frames 7
NDS Number of data slots per frame 7
NC Number of contention slots per frame 6
TB Beacon slot duration 32 ls
TCA CA slot duration 32 ls
TC Contention sub-slot duration 32 ls
TH Header slot duration 92 ls
TIS IS sub-slot duration 32 ls
TD Data slot duration 432 ls
N/A Data packet size 104 B
N/A Header packet size 4–18 B
N/A All other control packet size 4 B
IFS Inter-frame space 16 ls
Tdrop Packet drop threshold 50 ms
TVF Voice packet generation period 25.172 ms
PT Transmit power 0.6 W
PR Receive power 0.3 W
PI Idle power 0.1 W
PS Sleep power 0.0 W
DTr Transmission range 250 m
DCS Carrier Sense range 507 m

Beacon Header Contention
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Fig. 5. MH-TRACE performance degradation in terms of dropped data
packets for beacon, header, and contention packet losses.
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mit contention packets for the rest of the simulation time.
Moreover, the number of dropped data packets per lost
header packet is 10 times larger than the number of
dropped data packets per lost contention packet, as shown
in Fig. 5. Therefore, it is reasonable to assume that the
effect of losing contention packets can be neglected. Fur-
thermore, by ignoring the control packets other than the
header packet, we focus on a more general model rather
than an MH-TRACE specific model. Based on these
assumptions, the transmit throughput per node per second
becomes:

T node ¼ DP node � DPLH; ð3Þ

T node ¼
1

T sf

� DPLperH � HP node � P H. ð4Þ

In Eq. (4), DPLperH is a constant (1.99) and HPnode is equal
to DPnode since each node receives one header per super-
frame from its clusterhead. Finally PH depends on the
length of the header packet LH and is calculated from the
Bit Error Rate (BER) of the channel.

P H ¼ f1� ð1� BERÞLHg. ð5Þ
Therefore,

T node ¼
1

T sf

� 1:99� 1

T sf

� f1� ð1� BERÞLHg ð6Þ

T node ¼
1

T sf

� ½1� 1:99� f1� ð1� BERÞLHg�. ð7Þ

In order to get the number of received packets per second
in the network, we need to multiply the transmit through-
put per node per second with the number of neighboring
nodes N � 1 (note that all the nodes can hear each other
in this network). Moreover, each data packet is received
with a probability PD, which is the probability that a data
packet (with length LD = 104 bytes) goes through the chan-
nel with no error at a given BER. Accordingly, the receive
throughput per node per second (T) becomes

T ¼ ðN � 1Þ � T node � ð1� BERÞLD . ð8Þ
Note that the receive throughput per node per second of
IEEE 802.11 is simply equal to N�1

T sf
� ð1� BERÞLD since

in CSMA-type protocols such IEEE 802.11 in broadcasting
mode, only data packets are sent through the lossy channel
and the throughput is determined by the BER of the chan-
nel and length of a data packet.

We used the ns-2 simulator to validate the analytical
model. The channel rate is set to 2 Mbps, and all nodes
have a CBR (Constant Bit Rate) data source with 32 Kbps
data rate, which corresponds to one voice packet per super-
frame. The simulations are run for 1000 s and repeated
with the same parameters five times.

In Fig. 6, the analytical model for MH-TRACE and
IEEE 802.11 are plotted against increasing BER. Also,
the simulation results are included for both protocols to
demonstrate the accuracy of the models. The throughput
of MH-TRACE drops by almost 50% at a BER around

7 · 10�4. On the other hand, IEEE 802.11 retains almost
55% of its initial throughput at the same BER (note that
the initial throughputs of both protocols are the same).
This difference can be translated into the fact that IEEE
802.11 performs 10% better than MH-TRACE, which
experiences a worse performance degradation due to lost
coordination packets [17].

These results show that the analytical model proposed
to estimate the throughput of MH-TRACE is quite accu-
rate. The model captures the fact that coordinated MAC
protocols are more vulnerable than non-coordinated
MAC protocols to channel noise due to their dependence
on the robustness of the control traffic. In Fig. 6, MH-
TRACE experiences a steeper loss than IEEE 802.11 for
BER values greater than 10�4, which is the point where
header packet losses become the dominant factor in perfor-
mance degradation. Our model captures this unique behav-
ior of MH-TRACE. Therefore, our first conclusion is that
the increased throughput loss occurs when a coordinated
MAC protocol starts to lose its control packets. In our
case, header packets are lost first since they are the longest
control packet in MH-TRACE (see Table 1).

Before starting to derive a general model for MH-
TRACE throughput, we want to mention that in our mod-
el, we treated the clusterhead as a regular node inside the
network, but in reality, a clusterhead would not drop any
data packets due to lost header packets since the cluster-
head is the one generating the header packets. Therefore,
our model slightly underestimates the throughput of MH-
TRACE by treating the clusterhead as an ordinary node.

4.2. General model

In this section, we consider a rectangular field (L · H) in
which a certain number of nodes (N), which have a com-
munication radius (r), are randomly deployed. We use a
statistical model of Voice Activity Detector (VAD)
equipped voice source model that classifies speech into
spurts and gaps (i.e., gaps are the silent moments during
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Fig. 6. Average number of received packets per node per second versus bit
error rate (BER).
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a conversation). During gaps, no data packets are generat-
ed, and during spurts, data packets are generated at
32 Kbps data rate. Both spurts and gaps are exponentially
distributed statistically independent random variables, with
means gs = 1.0 s and gg = 1.35 s, respectively [5]. The rea-
son for using such a statistical voice source is that the
transmission schedule will change frequently (i.e., at the
end of spurts nodes cease transmitting and their granted
data slot will be taken away from them, and they will need
to contend for channel access at the beginning of the next
spurt), even in the absence of the channel errors, which is
necessary to asses the system performance for a coordinat-
ed MAC protocol in the face of a dynamically changing
transmission schedule.

Our approach to this more complex model will be basi-
cally the same as before. We begin by calculating the trans-
mit throughput per node per second (Tnode) when the
channel is perfect. In addition to Eq. (7), we need a term
that captures the effect of the voice source model. This term
can easily be represented with the ratio of spurts to the
whole conversation (g). Therefore, we can write Tnode as
in Eq. (9).

T node ¼
1

T sf

½1� 1:99f1� ð1� BERÞLHg�½g�

¼ 1

T sf

½1� 1:99f1� ð1� BERÞLHg�
�

gs

gs þ gg

�
. ð9Þ

After obtaining the expression for the transmit throughput
per node per second, we have to find an expression for the
average number of nodes within the communication range
of a given node (i.e., the average number of neighbors for a
given node). In Fig. 7, the rectangular field is partitioned
into three different regions according to the coverage char-
acteristic of a node in a particular region. For example, a
node inside region 1 (e.g., n2) has its full coverage within
the boundaries of the field. Therefore, any node inside re-
gion 1 utilizes 100% of its total coverage. Whereas nodes
inside regions 2 and 3 (e.g., n1 and n3) have a part of their

coverage outside the field of interest and consequently the
average percentage coverage for these nodes is less than
100%. Finding the percentage coverage for each region will
lead us to the average number of neighbors.

We start the derivation of the percentage with region 2.
In Fig. 8 the approach we used for obtaining the percent-
age is given. The area of the piece of circle shaded in
Fig. 8 can be expressed as follows:

I ¼
Z r

x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x2
p

dx

¼ p
4

r2 � x0

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x2

0

q
� r2

2
arcsin

x0

r

� �
. ð10Þ

Thus, the average coverage for region 2 (a2) becomes,

a2 ¼
1

r

Z r

0

Aðx0Þdx0 ¼
1

r

Z r

0

pr2 � 2Iðx0Þ
� �

dx0

¼ pr2 � 2

3
r2. ð11Þ

After obtaining the average coverage as in Eq. (11), we can
easily calculate the percentage coverage of region 2 (r2).

r2 ¼
a2

pr2
¼ 1� 2

3p
. ð12Þ

Next we derive the average coverage for region 3 (r3). The
area in question is divided into three parts (see Fig. 9).
According to this partitioning, we have A = pr2 �
(A1 + A2 � A3), which is the coverage for a node inside re-
gion 3. The integrals for A1 and A2 are the same as I given
in Eq. (10) and can be expressed as 2I (x0) and 2I (y0),
respectively.

A3 ¼
Z ffiffiffiffiffiffiffiffiffi

r2�y2
0

p

x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x2
p

� y0

� �
dx

¼ � y0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � y2

0

p
2

þ
r2 arcsin

� ffiffiffiffiffiffiffiffiffi
r2�y2

0

p
r

�
2

� x0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � x2

0

p
2

�
r2 arcsinðx0

r Þ
2

þ y0x0. ð13Þ

After obtaining A3, we can calculate the average coverage
a3 by taking the average of A.

a3 ¼
1

r2

Z r

0

Z r

0

A x0; y0ð Þdx0 dy0 ¼ pr2 � 29

24
r2. ð14Þ

Thus, r3 becomes

r3 ¼
a3

pr2
¼ 1� 29

24p
. ð15Þ

This is the last percentage coverage we needed to calculate
the overall percentage coverage (r), or the average number
of nodes within the range of a given node inside the rectan-
gular field. Below we give the resulting r in terms of the
communication radius r, the length of the field L and the
height of the field H.

r ¼ r1ðL� 2rÞðH � 2rÞ þ 2r2ðH þ L� 4rÞr þ 4r3r2

LH
ð16Þ

Fig. 7. Rectangular field partitioned into three different regions.
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This expression can be used to calculate the average num-
ber of neighboring nodes (NN) for a node inside of a rect-
angular field by multiplying r with pr2 (i.e., the coverage of
a node with communication radius r) and the node density� ðN�1Þ

LH

�
. Note that there are N � 1 nodes remaining that

can be neighbors.

NN ¼
ðN � 1Þrpr2

LH
. ð17Þ

Now, we can combine Eq. (17) with Eq. (9) to get the re-
ceive throughput per node per second, T.

T ¼ NN � T node � ð1� BERÞLD ð18Þ
According to our model, given that we have a constant
simulation area and the same traffic model, throughput
increases as the number of nodes in the network increases.
In other words, the model suggests that throughput
increases linearly with increasing node density. However,
our previous work showed that throughput per node per
second goes into saturation as the number of nodes in
the network increases (see Fig. 10). This trend is a result

of packet collisions and drops emerging from mobility
and increased contention for channel access [9]. According
to this fact, we have to modify our initial throughput value
(throughput when there is a perfect channel) in order to get
a more accurate model for throughput. Since it is extremely
challenging to model the dynamical behavior in Fig. 10
analytically, the initial throughput values are calibrated
according to feedback from simulation results.

5. Simulations

5.1. Simulation environment

To test the performance of MH-TRACE and IEEE
802.11 with increasing BER levels and to test the validity
of our model, we ran simulations using the ns-2 network
simulator [33]. We simulated conversational voice coded
at 32 Kbps with VAD (see Section 4.2), which corresponds
to one voice packet per superframe. The channel rate is set
to 2 Mbps and the standard IEEE 802.11 physical layer is
employed for both protocols. All the simulations are run

Fig. 8. Calculation of the percentage coverage of a node inside region 2.

Fig. 9. Calculation of the percentage coverage of a node inside region 3.
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with 100 or 200 nodes, moving within a 1 km by 1 km area
for 100 s according to the random way-point (RWP)
mobility model with node speeds chosen from a uniform
distribution between 0.0 and 5.0 m/s. In this work, we
use 5.0 m/s, which is the average pace of a marathon run-
ner, as our upper limit; however, we have observed that the
performance of single-hop broadcasting in MH-TRACE
does not change with increased mobility. Pause time is
set to zero to avoid any non-moving nodes throughout
the simulations. The transport agent used in the simula-
tions is User Datagram Protocol (UDP), which is a best
effort service. The simulations are repeated with the same
parameters six times, and the data points in the figures
are the average of the ensemble. Acronyms, descriptions,
and values of the parameters used in the simulations are
presented in Tables 1 and 2.

Beacon, CA, contention, and IS packets are all 4 bytes.
The header packet has a variable length of 4–18 bytes, con-
sisting of 4 bytes of packet header and 2 bytes of data for
each node to be scheduled. Data packets are 104 bytes
long, consisting of 4 bytes of packet header and 100 bytes
of data. Each slot or sub-slot includes 16 ls of guard band
(IFS) to account for switching and round-trip time.

We used the standard energy and propagation models of
ns-2 [33] without any modifications. Transmit power, PT,
consists of a constant transmit electronics part and a vari-
able power amplifier part. The propagation model is a
hybrid propagation model, which assumes Free-Space
propagation for short distances and Two-Ray Ground
propagation for long distances. In the simulations, we used

a constant transmit power, which results in a constant
transmission range, DTr, of 250 m and constant carrier
sense range, DCS, of 507 m. Receive power, PR, is dissipat-
ed entirely on receiver electronics. Idle power, PI, is the
power needed to run the electronic circuitry without any
actual packet reception. In sleep mode, the radio is just
shut down so sleep mode power, PS, is very low.

In this study, we want to evaluate the performance of
the MAC protocols; thus, the scenario we employ is sin-
gle-hop data broadcasting, which does not require a rout-
ing protocol on top of the MAC protocol. Furthermore,
in single-hop broadcasting, the overall performance (e.g.,
energy dissipation, QoS, etc.) is directly determined by
the performance of the MAC protocol.

5.2. Throughput

Figs. 11 and 12 present the throughput of MH-TRACE
and IEEE 802.11 obtained from analytical models and sim-
ulations as functions of BER with 100 nodes and 200
nodes, respectively. Throughput is defined as the average
number of received bit error-free data packets per node
per second. The analytical model developed in Section 4
(Eq. (18)) for MH-TRACE is in very good agreement with
the simulation results presented in the figures. The model
for IEEE 802.11 is obtained by using the probability of suc-
cessful data packet transmission ðð1� BERÞLDÞ and the ini-
tial throughput value, which also closely follows the
simulation results for IEEE 802.11.

The difference between the initial throughput values of
MH-TRACE, where the BER rate is too low to affect the
throughput (i.e., BER <10�4), for the 100-node network
(see Fig. 11) and the 200-node network (see Fig. 12) is
due to the fact that both the number of transmissions
and receptions are directly proportional to the total num-
ber of nodes in the network; thus, when the number of
nodes is doubled, in ideal conditions, total throughput
should be quadrupled. Hence, the throughput per node
should be doubled. However, non-idealities, such as packet
drops, keeps the throughput less than the ideal value. IEEE
802.11 throughput for the 200-node network is lower than
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Fig. 10. Average number of received packets per node per second versus
number of nodes (mobile).

Table 2
Simulation setup

Parameter Value

Number of nodes 100 & 200
Simulation area 1000 m · 1000 m
Simulation time 200 s
Number of repetitions 6
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Fig. 11. (100 nodes) Average number of received packets per node per
second versus bit error rate (BER).
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the 100-node network throughput because of a very high
collision rate. Note that while IEEE 802.11 collision reso-
lution mechanism (i.e., p-persistent CSMA in broadcast-
ing) has a similar performance with MH-TRACE in the
100-node network, it becomes increasingly ineffective with
the increasing node density (i.e., IEEE 802.11 throughput
is 60% of MH-TRACE throughput in the 200-node
network).

There are two mechanisms that decrease the throughput
of MH-TRACE with increasing BER: (i) with the increas-
ing BER, more data packets are corrupted, which is also
true for IEEE 802.11. Thus, the throughput decreases with
increasing BER and (ii) the increase of the corrupted head-
er packets results in unutilized data slots for MH-TRACE,
whereas in IEEE 802.11 this is not a problem due to the
lack of header packets. This situation creates an interesting
tradeoff: while scheduling through header packets results in
very high channel utilization in congested networks, it pre-
vents nodes from channel utilization in high BER levels.
However, when we examine the figures we see that MH-
TRACE throughput is lower than IEEE 802.11 throughput
only in low node density networks and only for extremely
high BER levels (i.e., the 100-node network and
BER P 10�3). Note that at BER = 10�3 only 45% of the
data packets are non-corrupted, which is not an acceptable
operating condition. For all other situations, MH-TRACE
throughput performance is better than IEEE 802.11. Fur-
thermore, in the 200-node network MH-TRACE through-
put never drops below that of IEEE 802.11 throughput at
any BER level. Thus, coordination through header packets
is preferable over non-coordination regardless of the BER
level of the network, especially in high congestion net-
works, from a throughput performance point of view.

5.3. Stability

Fig. 13, presents the average clusterhead lifetime for
the 100-node network and the 200-node network as a

function of BER. Only the clusterheads that have a
minimum lifetime of 10TSF are counted in order to filter
frequent clusterhead changes due to mobility and colli-
sions so that only stable clusterheads are taken into
consideration. Average clusterhead lifetime in the 100-
node network is higher than the clusterhead lifetime in
the 200-node network due the fact that the average
number of clusterheads in a denser network is higher
than the average number of clusterheads in a sparser
network. This is because in sparse networks some areas
are not covered by any clusterhead, and in fact, these
areas are unpopulated by any node. On the other hand,
in dense networks there are barely any uncovered areas.
Thus, the total coverage of dense networks is higher,
which can be made possible by higher number of clus-
terheads. A higher number of clusterheads in the same
network topology (i.e., 1 km by 1 km network) results
in less inter-clusterhead separation on the average,
which increases the chance of one clusterhead moving
into another’s transmission range and resigning (i.e.,
there cannot be any other clusterhead in the receive
range of a clusterhead). Therefore, the average cluster-
head lifetime in the 200-node network is lower than
the average clusterhead lifetime in the 100-node
network.

Clusterhead stability is not significantly affected by the
BER level of the network for relatively low BER levels
(i.e., BER 6 10�3). This is because only 4% of beacon
packets are corrupted at BER = 10�3, on the average.
However, at BER = 10�2, more than a quarter of the
beacon packets are corrupted, which results in signifi-
cantly shorter average clusterhead lifetime. Note that a
node starts to contend for being a clusterhead if it does
not receive a beacon packet for two consecutive super-
frames. Nevertheless, at BER = 10�2, 99.98% of the data
packets are corrupted. Thus, maintaining a cluster struc-
ture is not a meaningful consideration at such high BER
levels.
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Fig. 12. (200 nodes) Average number of received packets per node per
second versus bit error rate (BER).
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5.4. Packet delay

Fig. 14 presents the average data packet delay for MH-
TRACE and IEEE 802.11 as a function of BER. Data
packets are dropped at the MAC layer if the data packet
delay exceeds Tdrop, which is 50 ms. MH-TRACE packet
delay is higher than IEEE 802.11 packet delay at all BER
levels in both the 100-node network and the 200-node net-
work due to the fact that in MH-TRACE nodes can have
channel access only once in a superframe time, whereas
in IEEE 802.11 channel access is not restricted. MH-
TRACE has comparatively higher packet delays as the
BER level increases towards 10�3. The increase in the pack-
et delay in MH-TRACE is mainly due to the header packet
losses, as once a node looses a header packet, it loses sev-
eral frame times before regaining channel access. IEEE
802.11 packet delay is almost constant. Packet delay is
not very informative for BER levels higher than 10�3,
because the throughput decreases to unacceptably low val-
ues. Average packet delay is higher in denser networks for
both MH-TRACE and IEEE 802.11 due to the fact that
higher channel utilization brings longer delays at the
queue. The delay of MH-TRACE for both node densities
tends to converge to similar values when BER >10�3.
Although it is less obvious, the same behavior is also pres-
ent in IEEE 802.11 case.

5.5. Energy dissipation

One of the most important advantages of MH-TRACE
over IEEE 802.11 is its better energy efficiency. Average
energy dissipation per node per second for MH-TRACE
and IEEE 802.11 with 100 and 200 nodes as a function
of BER are presented in Fig. 15. MH-TRACE energy dis-
sipation under all BER levels and node densities is less than
40% of the energy dissipation of IEEE 802.11.

IEEE 802.11 energy dissipation does not show any sig-
nificant change with increasing BER due to the fact that
the dominant energy dissipation terms in IEEE 802.11
are receive and carrier sensing and they are not significantly
affected by the BER. This is because the energy dissipated
for receiving a non-corrupted packet and a corrupted pack-
et is the same. Furthermore, in carrier sensing only the
presence of the carrier is important, which is not affected
by the BER level of the network. Packet transmissions
are also not related with BER level (i.e., data packets are
coming from the application layer and they are not routed).
IEEE 802.11 energy dissipations in the 100-node network
and the 200-node network are very close because the net-
work is already in saturation conditions in the 100-node
network (i.e., full channel utilization) and this situation
does not change in the 200-node network (i.e., energy dis-
sipated for a successful reception is the same with energy
dissipated on a completely overlapping collision) from an
energy dissipation point of view.

MH-TRACE energy dissipation is higher for the 200-
node network than the 100-node network, because of the
increase in channel utilization. Note that MH-TRACE is
not utilizing all of the available bandwidth in the 100-node
network (i.e., a significant portion of the data slots are
unused). The reason for the sharp decrease in energy dissi-
pation of MH-TRACE for both node densities for
BER > 10�3 is that the nodes spend most of their time in
sleep mode. Since a large portion of the header packets
are corrupted, nodes cannot have channel access. Note that
in MH-TRACE, a node is only awake if there is a sched-
uled data transmission. If the header packet is not received,
then the corresponding node stays in the sleep mode for the
whole frame time.

6. Conclusions

In this paper, we investigated the impact of channel
errors on the energy efficiency and QoS performance of
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MH-TRACE and IEEE 802.11, which are examples of
coordinated and non-coordinated MAC protocols, respec-
tively. We developed an analytical model for the perfor-
mance of MH-TRACE as a function of network area,
number of nodes, and BER of the channel. We presented
ns-2 simulations both to demonstrate the validity of the
analytical model and to show the degradation in MAC pro-
tocols’ (i.e., IEEE 802.11 and MH-TRACE) performance
with increasing BER. As expected, the impact of channel
errors is more severe on MH-TRACE than IEEE 802.11
at extremely high BER levels due to the dependence of
MH-TRACE on robust control packet traffic. Neverthe-
less, as the node density increases, MH-TRACE performs
better than IEEE 802.11 (in terms of throughput and ener-
gy efficiency) even under very high BER levels due to its
coordinated channel access mechanism.

In this study, we explored the performance of coordinat-
ed and non-coordinated MAC protocols as stand-alone
entities under noisy channel conditions. However, by build-
ing upon our current results we plan to extend our analysis
to other layers, such as the network layer, as well. Further-
more, we considered only real-time voice communications
in ad hoc networks and we will extend this work into sen-
sor networks with different flow models and expiration
deadlines.

Lessons learned from the results of this paper are not
specific to MH-TRACE or IEEE 802.11. In fact, we
developed our model to account for a generic schedule
based coordinated MAC protocol, and the analytical
model is shown to be in good agreement with the simu-
lations, which are specific to MH-TRACE and IEEE
802.11. Thus, the major conclusion of this study is that
the energy efficiency and QoS performance of coordinat-
ed MAC protocols are superior to those of non-coordi-
nated MAC protocols. The relatively better QoS
performance of non-coordinated MAC protocols at
extremely high BER levels is actually deceiving due to
the fact that such a low level of QoS is not beneficial
to the application layer. Finally, we point out that for
higher data rates or node densities coordinated protocols
are expected to perform better in terms of initial
throughput due to their controlled access mechanisms.
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