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In future smartervironmetts, wirelesssensornetworks
will playakey rolein sensingcollecting,anddisseminat-
ing information abou ervironmental phenanena. Sens-
ing appicationsrepresetanew paradgm for network op-
eration,onethathasdifferen goalsfrom moretraditiond
wirelessnetworks. This paper examires this emeging
field to classify wirelessmicrosensometworks accod-
ing to differentcommunication functions, datadelivery
modds, and network dynamics. This taxoromy will aid
in defining apprgoriatecommunicationinfrastricturesfor
differentsensomnetwork applicationsub-spaes,allowing
network designerso chosetheprotacol architectue that
bestmatche the goalsof their application In addtion,
this taxonany will enablenenv sensometwork modelsto
bedefinedfor usein furtherresearchn this area.

I. Introduction

Advarcesin hardvare and wireless network techndo-
gies have placedus at the dooistepof a new erawhere
small wirelessdevices will provide accessto informa-
tion anytime, arywhereaswell asactively participatein
creatingsmartervironmerts. One of the applications of
smartspacess sensometworks networks thatareformed
when a set of small untetheed sensordevices that are
deplo/ed in an ad hoc fashioncoopeate on sensinga
physicalpheromena. Sensometworks hold the pronise
of revolutionizing sensingn a wide range of apgication
domans becausef their reliability, accurag, flexibility,
cost-efectivenessandeaseof deplayment.

To motivate the challengesin designingsensornet-
works, consicr the following scenaris: sensorsare
rapidly deplgsed in a remote inhaspitable areafor a
suneillance application; sensorsare usedto analye the
motion of a tornad; sensorsare deployed in a forest
for fire detection sensorsare attachedo taxi cabsin a
large metroplitan areato studythetraffic condtions and
planrouteseffedively; andsmartKindergarten[1] where
sensometworks are deplgyed to createa developmenal
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prablem-sohing ervironmert for early childhood edu@-
tion.

Clearly, thereis a wide rangeof applicatiors for sen-
sor networks with differing requrements. We believe
that a betteruncerstandingof micro-sensometwork re-
quirementsaaswell asthe undelying differencesetween
micro-sensorapplications is needd to assistdesigrers.
To this end,in this paperwe attemptto classifywireless
micro-sensometworks. In particular we classifythe as-
pectsof wirelessmicro-sensometworks that we believe
are most relevart to conmunication We examire the
chaacteristicaandgoalsof typicd micro-sesornetworks
aswell asthedifferert typesof commuricationthatarere-
quiredto achieve thesegoals. We compae differert data
delivery modds and network dynanics to createa tax-
onamy of wirelessmicro-sensonetwork comrnunication
We believe that this taxonany will aid network design
ersin makingbetterdecisiors regardingthe organization
of thenetwork, the network protacol andinformationdis-
seminatiom models.Furthemore,it will aidin developing
realisticsensometwork mocels andbenchmarksfor use
in future sensometwork research

The remaincr of this paper is organizeal as follows.
Sectionll presentsomebasicdefinitiors andanovervien
of the chaacteristicsof sensornetworks. Sectionlll
overviews perfomancemetricsof interestfor sensomet-
works. In SectionlV, we describesensometwork archi-
tectures. SectionV classifieshe commnunicationmodels
presehin sensometworks andmakesthe distinctionbe-
tweenapplicationandinfrastructurerelatedcommunica-
tion. SectionVI classifiesthe datadelivety mockls. In
SectionVIl, the network organizationand dynanics are
classified. SectionVIll presentsasestudiesof existing
sensometwork pratocols, shaving how they fit into the
taxanomy describedin this paper Finally, SectionIX
preseis asummay andsomeconcludng remarls.

II. Sensor Network Characteristics

In this paperwe usethefollowing terminolay:

e Sersor: The device that implements the physical



sensingof ervironmenal phenenenaand repat-

ing of measuremants(throughwirelesscommurica-

tion). Typically, it consistf fivecompaments-sens-
ing hardware memay, battery embedédproessor
andtrans-ecever.

e Observer The enduserinterestedn obtainirg in-
formationdisseminatetby the sensometwork abou
the pheromena. The obserer may indicateinter-
ests(or queres)to thenetwork andreceveresposes
to thesequeries. Multiple obseners may exist in a
sensometwork.

e Phenanenon The entity of interestto the obserer
thatis beingsensedindpoteriially analyzediltered
by the sensometwork. Multiple pheromenamaybe
unde obsenationconcurentlyin the samenetwork.

In asensingapplicationtheobsenrer is interestedn mon-
itoring thebehaior of the pheromenam under somespec-
ified perfamancerequirenents(e.g.,accurayg or delay).
In atypical sensometwork, the individual sensorssam-
ple local values (measuementy and disseminatéanfor-
mationas needed to othersensorsand evertually to the
obserer. Themeasuremntstakenby the sensoraredis-
cretesamplesof the physical phenanenonsubjectto in-
dividual sensomeasuementaccurag aswell aslocation
with respecto thepheromena.

Sensomnetworks sharemary of thechallengsof tradi-
tional wirelessnetworks, including limited enegy avail-
able to each node and bandvidth-limited, errorprone
chanrels. However, communicationin sensometworks
differs from communicationin othertypesof networks
in thatit is typically not endto-end[2]. More specif-
ically, the function of the network is to repat informa-
tion regarding the phenanenonto theobsener whois not
necessarilyawareof thesensonetwork infrastrictureand
theindividual sensorsasanend-mint of communication.
Furthemore, enepy is typically more limited in sensor
networks thanin otherwirelessnetworks becase of the
natureof thesensinglevicesandthedifficulty in rechag-
ing their batteries. Studiesin the pasthave shavn that
3000instructims could be executedfor the sameenegy
costas sendinga bit 100mby radio [3]. This indicates
that the tradeof betweencommunication and computa-
tion in sensornetworks shouldbe resohed in favor of
computation.In addition studieshave shavn thatcurren
commecial radiotranscerers, for examge thoseusedby
Bluetoothdevices, are unsuitablefor sensometwork ap-
plicationsbecaseof their enegy requrementg4]. Thus
sensomnetworks impasechallengsin hardwaredesignas
well asin communicationprotools.

ITII. Performance Metrics

We proposeusingthefollowing metricsto evaluatesen-
sornetwork pratocols.

e Enegy eficiencysystenilifetime As sensomodes
are battery-gerateg protocols must be enegy-
efficient to maximizesystemlifetime. Systemlife-
time canbe measued by genericparaneterssuchas
thetime until half of the nodes die or by application
directel metrics, such as when the network stops
providing the applicaion with the desiredinforma-
tion aboutthepheromena.

e Latency Theobsener isinterestedn knowing abaut
the pheromenawithin a givendelay Theprecisese-
manticsof lateng areapplication dependent.

e Accuiacy. Obtainingaccuraténformationis the pri-
maryobjedive of theobsever, whereaccurag is de-
termired by the givenapplication. Thereis atrade-
off betweeraccurag, lateny andenepy efficiengy.
The given infrastructue shoud be adaptie so that
the applicationobtairs the desiredaccuray andde-
lay with minimal enegy experditure. For examge,
theapplicationcaneitherrequestmore frequentdata
disseminatia from the samesensomodesor it can
direct data disseminatiorfrom more sensornodes
with the samefrequery.

e Faut-tolerance Sensorgmay fail dueto surround-
ing physical conditions or when their enegy runs
out. It may be difficult to replaceexisting sen-
sors; the network must be fault-tderant such that
non-catastropic failures are hidden from the ap-
plication Fault-toleeancemay be achieved through
datareplication(e.g.,the SPIN protacol [5]). How-
ever datareplication itself requres enepy; there
is a tradeoff betweendatareplicationand enegy-
efficiency. We suggestthat the data replicatin
shoud be applicationspecific. The datawhich have
higher priority accodingto theapplication mightbe
replicaedfor faulttolerane andtheotherdatamight
notbe.

e Scdability: Scalability for sensometworks is also
acritical factor For largescalenetworks, it is likely
thatlocalizinginteractimsthrowghhierachyandag-
gregationwill becritical for ensuringscalability

IV. Sensor Network Architecture

A sensometwork is atool for measurig andrelayingin-
formationabou the pheromena to the obserer within
the desiredperfomancebourd anddeploymentcost. As
such,the organizationof the network may be viewed as
follows:

1. Infrastructue: Theinfrastru¢ureconsistof thesen-
sors and their current deployment status. More
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specifically the infrastricture is influerced by the
charactestics of the sensorge.g.,sensingaccurag,
memoy size, batterylife, transmissiorrange) and
deploymentstrateyy (e.g.,sensomensity sensofo-
cation,sensomobility).

2. Network Protocd: The network protacol is respm-
sible for creatingpathsandaccompishing commnu-
nicationbetweerthe sensor@andtheobserer(s).

3. ApplicationObsener. The obsener(s) interestsin
the pheromenam are queres from the obsener(s)
abou the pheromenm asapprximatedby the dis-
tributed data that the sensorsare capale of sens-
ing. Thesequeriescould be static (the sensorsare
prepogranmed to repat dataaccordng to a spe-
cific pattern)or dynanic. The network may partici-
patein synthesizingthequel (for exanple, by filter-
ing somesensodataor fusingseveral measuements
into onevalug; we consicer suchintelligerceto be
partof the translationprocessbetweenobsever in-
terestsaandlow-level implementatio.

In this work, we focus on classifyingissueghatinfluence
the secondlevel: the network pratocol. We discussthe
othertwo levels only with regardto issuesthatinfluence
communication. Thus, we do not address the difficult
prodem of translatiorbetweertheobserer queryandthe
specificlow-level interests Thistranslatiorcouldbedone
by theapplication softwareatthe obseverand/orthesen-
sornodes, or directly by a humanobsenrer. Similarly, we
do notdiscusgheengineeing of theinfrastrudure.

We alsonotethatthereis a significantoppatunity for
optimizatimsthatcut acrosghethreeorganizatioral lev-
els. For exanmple, Bhatnagretal. discusssuppating QoS
for sensometworks [6]. More specifically they discuss
discriminating amorg the type of datathat the sensors
arereportirg andpreferentiallytreatinghigh priority data
(for examge, by giving it priority in forwarding andus-
ing redunéng to increasethe chanceof its receptio.
Thisis anexamge of anoptimization where applicatin-
level knowledge provides hints to the network protacol.
As anothe exampe, considerthe casewherethe deploy/-
mentof the sensorsgs choserto mirror the expectedmo-
tion patternof the phenomeron or theinterestsof the ob-
sener. Sucha deplgymentstratgyy incorpaatesapplica-
tion knowledgein theinfrastructue design.

The network protoml in a sensometwork is resposi-
ble for suppaeting all conmunication bothamongsensor
nodes as well as betweenthe sensomodes and the ob-
sener(s). The perfamanceof the protacol will be highly
influenedby thenetwork dynamics,aswell asby thespe-
cific datadelivery mockl emplgyed. In orderto determine
how thenetwork protacol behaes for differentscenaris,
it is importar to classifythesefeatures.In the following

sectionsyve classifythedifferenttypesof commurication
requredin asensonetwork andthenlook atthe possible
datadelivery modelsandnetwork dynanmics.

V. Communication Models

There aremultiple waysfor a sensometwork to achieve
its accuray anddelayrequilementsawell designd net-
work meetstheserequrementswhile optimizing the sen-
sorenepy usageandproviding faulttolerarce. By study-
ing the comrnunication patternssystematically the net-
work designe will be able to chocse the infrastricture
andcomrunicationproto®l thatprovide the bestcomb-

nationof perfamancerobustress.efficiency anddeploy-

mert cost.

Concepually, comrrunicationwithin a sensometwork
canbe classifiedinto two cateyolies: apgication andin-
frastructue. The network protacol must suppot both
thesetypes of comnunication Application communi-
cationrelatesto the transferof sensedlata(or informa-
tion obtainel from it) with the god of informing the ob-
seng abou the pheromena Within apgication com-
murication, therearetwo mockls: coopeative andnon
cogerative. Underthecooperative sensomodel,sensors
communicatewith othersensorso realizetheobserer in-
terest. This communicationis beyond the relay function
neecedfor routing. For exanple,in aclusteringpratocola
clusterheadandthesensonodescomrnunicatewith each
othe for information disseminatio relatedto the actual
phenomeron. In-network dataprocessing [5, 7, 8] is an
exanple of co-operative sensors. Non-coopeative sen-
sorsdo not cooperatefor informationdissemination.

Infrastructue commurcation refersto the comruni-
cationneededo configure, maintainand optimize oper
ation. More specifically becausef the ad hoc natureof
sensometworks, sensoranustbe ableto discover paths
to othersensor®f interestto themandto the obserer re-
gadlessof sensomobility or failure. Thus,infrastricture
communicationis neeadto keepthe network functional,
ensue robustoperatia in dynanic ervironmentsaswell
asoptimize overall perfamance We notethatsuchinfras-
tructure communicationis highly influencel by theappli-
cationinterestssincethe network mustreconfigire itself
to bestsatisfytheseinterests As infrastructurecommuni-
cationrepresenttheoverheadf theprotacol, it is impor-
tantto minimize this comrnunicationwhile ensuing that
the network cansuppot efficientapplicationcommunica-
tion.

In sensornetworks, an initial phaseof infrastricture
communicationis neededto set up the network. Fur-
thernore,if thesensorareenegy-corstrainedtherewill
be additicnal comnunicationfor recanfiguration. Simi-
larly, if the sensorsare mobile or the obserer interests
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dynamic, additioral commnunicationis neead for path
discovery/recanfigurdion. For exanple, in a clustering
protccol, infrastruicturecomnunicationis requred for the
formation of clustersand clusterheadselection; under
mobility or sensofailure,thiscommuicationmustbere-
peatedpetiodically orupondetectindailure). Finally, in-
frastructuie communicationis usedfor network optimiza-
tion. Considerthe Frisbeemodel, wherethe setof active
sensorsgollowsamoving pheromena to optimizeenegy
efficiency [9]. In this casethesensorsvake up othersen-
sorsin the network usinginfrastructurecomrrunication

Sensornetworks requre both application and infras-
tructuire commuication. The amoun of requirel com-
municaion is highly influencedby the networking prato-
col used.Applicationcomnunicationis optimized by re-
porting measuremntsattheminimal ratethatwill satisfy
the accungy and delay requrementsgiven sensorabili-
ties andthe qudity of the pathsbetweerthe sensorsand
theobsene. Theinfrastricturecommunicationis gener
atedby thenetworking pratocolin respomseto apgication
requestsor everts in the network. Investingin infrastruc-
turecomrunicationcanrediwce application traffic andop-
timize overall network operaion.

VI. Data Delivery Models

Ideally, the obserer interestis specifiedin termsof the
pheromenam, allowing the obsever to be oblivious to
theundelying sensonetworkinfrastrictureandprotacol.
The queryis implemerted as one or more specificlow-
level interests(e.g.,requestinga specificsensorto repot
a specificmeasurema at somespecificinterval). Sensor
networks can be classifiedin termsof the datadelivery
required by the appication (obserer) interestas: contin-
uous eventdriven observesinitiated andhybrid. These
modds govern the geneation of the applicationtraffic.
In the continlous mocel, the sensorscomrunicatetheir
datacontinwusly at a presgcified rate. The authas in
[8] shavedthatclusteringis mostefficient for staticnet-
works wheredatais continwously transmitted. For dy-
namicsensonetworks, depadinguponthedegreeof mo-
bility, clusteringmay be applicalte aswell. In the event-
driven datamodeé the sensorgepat information only if
aneventof interestoccus. In this casetheobsereris in-
terestedbnly in the occurenceof a specificphenomermn
or setof pheromena.n theobserer-initiated(or request-
reply) model, the sensorsonly repat their resultsin re-
sponsdo anexplicit reqestfrom the obsever (eitherdi-
rectly, or indirectly through othe sensors).Finally, the
threeappr@chescancoexist in the samenetwork; we re-
fer to thismodeé asthe hybiid mocel.

Thusfar, we have only discusseddatadelivery from
the applicdion perspetive, and not the actual flow of

datapaclets betweenthe sensorsand the obserer; this
is arouting problemsubjectto the network protacol. For
ary of the abose-mertionedmocels, we canclassifythe
routing apprachas: floodng (broadast-based)ynicast,
or multicast/other Using a flooding appgoach, sensors
broadcasttheir information to their neighbors, who re-
broadcasthis datauntil it reacheghe obsever. This ap-
proachincurs high overheadbut is immuneto dynanic
chargesin the topdogy of the network. Researchhas
beencondictedon techniqies suchas dataaggegatian
that can be usedto reducethe overteadof the broad
cast2, 5, 8]. Alternatively, thesensorganeithercommu
nicateto theobsenrer directly (possiblyusinga multi-hop
routing protacol) or communicatewith a clusterheal us-
ing one-teoneunicast. Finally, in a multicastapprach,
sensordorm applicatim-directedgroups and use multi-
castto commuicate amorg group memiers. The ob-
sener couldcomnunicatewith any membe of thegroup
to obtainthe desireddata. A major advantaye of flood-
ing or broaatastis the lack of a comgex network layer
pratocol for routing, addressand location managment;
existing sensometwork efforts have mostlyreliedon this
appoach(e.g, [2, 5]). However, theovetheadof abroad
castingappro@h maybe prohiltive.

It is likely thatthe interactionbetweenthe datadeliv-
ery model from the applicationand the routing model
empoyed by the network protccol will significantlyim-
pactthe perfamanceof the network. Considera scenario
whele a sensometwork is deplo/ed for intrusiondetec-
tion. In this case the datadelivery mocel is evert driven
—theevert beinganintruder enterirg thearea.lf thenet-
work level routingmockl is floodingbasedin suchacase
physically co-locaed sensorsill in geneal sensehein-
truder at the sametime andtry to senddatato the ob-
sener simultaneosly. Theseconcurentcommunications
in the neigtborhoodwill conterd with eachotherfor the
useof thecommuicationmedium, raising: (1) the prob
ability of lossof critical information; and(2) the lateng
in eventrepoting. A similar prodem is studiedby Woo
andCuller[10].

VII. Network Dynamics Models

A sensomnetwork forms a pathbetweerthe phenanenm
andthe obsener. The god of the sensometwork proto
col is to createandmaintainthis path(or multiple paths)
uncer dynamic corditions while meetingthe application
requrementsof low enegy, low lateng, high accuray,
andfault tolerance. Without loss of gererality, this dis-
cussiorassumessingleobserer. Multiple obseverscan
be suppated as multiple instancesof a single obsener.
More sophisticategbrotacols couldalsocapitalizeon the
presege of multiple obserersto memge relatedinterests
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and/a optimizecommunication.

The prodem of settingup pathsfor information dis-
seminationis similar to the prodem of routing in ad hoc
networks [11]. However, therearea few critical differ-
ences,including: (i) the sensorsare not geneally ad-
dressedndividually; rather the interestis in the set of
sensorghatarein a positionto contribute to the active
observerinterests Thesensorgouldbeaddressetly at-
tributesof the sensor(e.g., their capabilities)and/orthe
pheromena (e.g.,the sensorgloseto alion in a hakitat
monitaing scenario) Themappng betweerthe obserer
interestanda setof sensorss influercedby the network
dynamics and the apgication; and (ii) noces alongthe
pathcantake anactive role in theinformationdissemina-
tion andprocessing.In this respectsensometworks are
similar to Active Networks [12] whereasadhocnetworks
aretraditioral “passive” networks.

There are several appoachesto constru¢ and main-
tain a path betweenobserer and phenanenon These
will differ dependingonthenetwork dynanics, whichwe
classifyas: static sensometworksandmobilesensomet-
works We focus on molility becausét is the mostcom-
monsourceof dynamic conditions; othersourcesnclude
sensoffailureandchangsin obsever interests.

Static Sensor Networks

In staticsensomnetworks, thereis no motionamorg com-
municding sensorsthe obserer and the pheromenan.
An exanple is a group of sensorsspreadfor tempera-
ture sensing. For thesetypesof sensometworks, previ-
ous studieshave shavn thatlocalizedalgorithis canbe
usedin an effedive way [2, 8]. The sensorsn localized
algorithms commuricatewith nocesin their locality. An
electednoderelaysa summay of the local obserations
to the obserer, pertapsthrough one on more levels of
hierarty. Suchalgoithmsexterd thelifetime of thesen-
sornetwork becausehey trade-df local compuation for
communication[8]. In this typeof network, sensonodes
requie aninitial set-upinfrastructue communicationto
createthe pathbetweerthe obserer andthe sensorsvith
the remainng traffic exclusively applicationcommurica-
tion?.

Dynamic Sensor Networks

In dynamic sensornetworks, either the sensorsthem-
seles, the obserer, or the pheromenam are mobile.
Wheneer ary of the sensorsaassociateavith the currert
pathfromtheobsener to thephenomemnmoves, thepath
mayfail. In thiscasegithertheobseveror theconcermd

INotethatif enegy is limited amongthe nodes, the network will re-
quire infrastructurecommunicéion to maintan a path between the ob-
sener andthe phenomaonasnodesrun out of enegy.

sensomusttake theinitiative to rekuild a new path.Dur-

inginitial set-uptheobsener canbuild multiple pathsbe-
tweenitself andthe phenanenonandcachethem,chocs-

ing the onethatis the mostbeneficialat thattime asthe
currentpath. If the pathfails, anotter of the cachedpaths
canbe used. If all the cachedpathsareinvalid thenthe
obsever mustretuild new paths. This obsener-initiated
appoachis areactiveappoach,wherepathrecovery ac-
tion is only takenafterobseving abrokenpath.

Another mocel for retuilding new pathsfrom the ob-
sener to the phenanenonis a sensoiinitiated apprach.
In a sensofinitiated pathrecovery procealure,pathrecov-
eryis initiatedby asensothatis currerly partof thelog-
ical path betweerthe obserer andthe pheromeron and
is plannirg to move out of range. The sensomight per
form somelocal patching procedire to build a nen path
by broadtastinga participation requestfor a given log-
ical flow to all its neigtboring sensors.Any one of the
neichboring sensorcansenda participation reply mes-
sageto thegiven initiator sensoiindicatingwillingnessto
participate and becone a part of the requestedpath. If
nore of the neigtboring sensorgespom, the sensorcan
defadt to sendinga pathinvalidation request to the ob-
sengr sothattheobsener canstartbuilding thepath. This
is similar to soft handoff in traditioral Mobile IP based
networks [13]. This sensotinitiatedappoachis a proac-
tive apprachwherepathrecovery operatios are begun
in anticipatian of a futurebroken path.

Dynamic sensometworks canbe further classifiedby
corsideringthe motion of the compneris. This motion
is important from the communicationsperspetive since
the degree and type of comnunicationis depenént on
network dynamics. We believe thateachof thefollowing
requre differentinfrastrictures datadelivery modds, and
pratocols:

e Mobile observer In this casethe obserer is mo-
bile with respecto the sensoraindpheromena An
exanple of this paradgm is sensorsileplo/edin an
inhospitableareafor ervironmen monitoling. For
exanple, a planemight fly over afield periodially
to collectinformation from a sensometwork. Thus
the obserer, in the plane is moving relative to the
sensorandphenaenenaontheground.

¢ Mobile sensos. In this case,the sensorsare mov-
ing with respecto eachotherandthe obserer. For
exanple, considertraffic monitaing implemente
by attachingsensorgo taxis. As the taxis move,
theattachedsensorgontiruouslycomrnunicatewith
eachotherabou their own obserationsof the traf-
fic condtions. If the sensorsare co-ogerative, the
comnunication paradign imposesadditioral con-
straintssuchasdetectingthe link layeraddessef
the neigtbors and construting localizationandin-
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formation disseminatiorstructues. From previous
work [2], we know thatthe ovetheadof maintainng

aglobally uniquesensoiD in ahierarchicalfashion
like an P addessis expersive andnot neecekd. In-

stead,thesesensorshouldcommuicateonly with

their neightors with thelink layerMAC address. In

suchnetworks, the above-menionedproactive algo-
rithm with local patchirg for repairinga pathcanbe
usedso that the informationaboutthe phenomeron

is alwaysavailableto the obserer regaidlessof the
mobility of theindividual sensors.

e Mobile phenanena In this casethe phenomermniit-
selfis moving. A typical examge of this paradgm
is sensorsdeployed for animal detection. In this
casethe infrastrudure level commnunicationshould
be evert-driven. Dependiig on the density of the
pheromena,it will be inefficiert if all the sensor
nodes are active all the time. Only the sensordn
the vicinity of the molile phenanenonneedto be
active. The numtler of active sensorsn the vicinity
of thepheromenam canbedeterninedby apgication
specificgoalssuchasaccurag, lateng, andenegy
efficiengy. A modelthatis well-suitedto this caseis
the Frisbeemodel[9].

It is importantto notethatthe effect of mollity in sen-
sor networks is fundanentally differentthanthatin tra-
ditional wirelessnetworks. Mobility in ad hoc networks
hasbeenaddessedrom the poirt of view of moklity of
oneor more of thecommuicatingnodesduring comru-
nication However, sincethe sensorghemseles are of
no interestto the obserer, their mobility is not necessar
ily of interest;rather the sensometwork mustadaptits
operdion to continwe to reflectthe obsener interestsin
the presencef mobility. Thus,the molility of the sens-
ing nodeghemselesshouldbehandedin adifferentway
thanfor adhocnetworks; for example anoce thatis mov-
ing away from a pheromenm may chaseto handeff the
resposibility of monitoiing to a closernock asit drifts
away.

VIII. Case Studies and Related

Work

In this sectionwe corsiderseverd existing pratocolsfor
sensometworks and analye themin the contect of our
taxoromy.

Ad hocrouting protacols may be usedasthe network
protacol for sensometworks. However, suchprotocds
will geneally notbegoodcanddatesfor sensonetworks
becausef thefollowingreasons(i) sensorfiave low bat-
tery power andlow availablememory (ii) theroutingta-
ble sizescaleswith the network size; (iii) thesenetworks

aredesigredfor endto endcommunicationandreactinap-

propriatelyto mobility; (iv) theiraddressingequrements
may be inappoprigae for sensometworks [7]; and(v) ad

hocrouting protacolsdo not suppat coopeative dissemi-
nation Morespecifically multihoprouting pratocolssuch
DSR[14] andAODV [15] suppot thecreationandmain-

tenarce of pathsto route pacletsfrom soure to destina-
tion. Sensometwork studieshave shavn thatapplication

specificin-network dataprocessingis essentiato maxi-

mizethe performarce of the sensometwork [7, 8]. As ad

hoc routing protocds do not inhererly suppot dataag-

gregationor fusion they will not perfam well in sensor
network applicatiors.

Fromanopegtionalperspeciie, it is interestingto see
the parallelbetweerad hocrouting pratocol andthe sen-
sor network taxonany. It appearsthat proactive proto
colssuchasDSDV [16] are more apprriateto contin
uows datadelivery sincethey proactively maintainpaths
throughaut the network. In fact,onecanthink of thelink
stateupdatefunction in theseprotacolsasa form of con-
tinuousdatadelivery. Similarly, reactve pratocolssuchas
DSR [14] appeamettersuitedfor evert-driven or quer
basedinformation dissemination In addtion, a similar
distinctioncanbe madebasedon the network dynamics:
themoredynamicthe network, the betterthereactive ap-
praches.

LEACH is anenepy efficient pratocol for sensomet-
works designe for sensometworks with continwousdata
delivery mechanismand no moklity [8]. LEACH uses
a clusteringarchitectue wheremembe nodes sendtheir
datato thelocal clusterhead Clusterheadsaggrejatethe
datafrom eachsensorandthen sendthis information to
the obserer node. LEACH usesrotation of the cluster
headin orderto everly distribute the enegy load. Once
clustersareformed,clustermembes usesTDMA to com-
muricatewith the clusterhead Thus LEACH is suitable
for networks whereevely nodehasdatato sendat regu-
lar intenals. However, it needgo be exterdedfor evert-
drivenmodelsaswell asfor mokle sensors.

Directed Diffusion (DD) is a data-cetric pratocol,
whele nodcesarenot addessedoy their addessedut by
the datathey sensq?2]. Datais namedby attributevalue
pairs. In directa diffusion the interestis expressedby
obsever nocesin termof a quey which diffusesthrough
the network usinglocal interactions.Oncea sensomock
thatsatisfiegshequery(sour@ nodg is reaclked, thatnode
startstransmittingdatato the sink node againusinglocal
interations. The absencef a notion of aglobal id (e.g,
IP addressinakesdirecteddiffusion efficientfor networks
with mohlity aswell. Directeddiffusion is applicablefor
event-drivenandquerydriven networks asdefinedin our
taxanomy, The localizedinteractiors allow the protool
to scaleto large networks; DD scalesasa function of the
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numter of active interestgresenin the network.

The Publish/Subcribe model has beenproposedfor
mobile networks by Huangand Gracia-Mdina [17]. In
this mocel, communicationis typically anorymots, in-
herertly asynchonaus andmulticastingin nature From
an application perspectie, it also appearsthat the pub-
lish/subscribenocel capturesherelationshipbetweerthe
obserer and pheromenm for someapplicatios. More
specifically this modelhasdesirablepropertiesfrom the
perspectie of sensornetworks; since the commuiica-
tion is not end-teend, anorymous comnunicationwith
application-specificmulticastgroup formation is a viable
apprach. From an implemeration perspetive, asyn-
chrorouscommunicationhelpsto presere enegy andin-
creasehelife-time of the network.

Ratnasamyet al. [18] presentan alternatve classifica-
tion of sensometworks basedon the datadissemination
modé. They proposethatdatadisseminatiortanbedone
in at leastthreeways: (1) extemal storage- passall the
datato theobsererandlet themprocesghisinformation;
(2) local storage- informationabou the evert is stored
locally by the sensorsand(3) data-cenic storage- data
is storedby nameandqueriesaredirectedby thathnameto
thecorrespondiry sensorClearly, thechoiceof themodé
will influercethe communicationpatternswithin the net-
work. We view this asanapplicationlevel decision.

IX. Conclusion

Theoverall communicationbehaior in a wirelessmicro-
sensornetwork is applicationdriven. We believe that
it is usefulto decoupe the application comnunication
usedfor information disseminatiorfrom the infrastruc-
ture comnunicationusedto configue and optimize the
network. This separatiorwill aid network designes in
selectingthe apprgriatesensometwork architectue that
will bestmatchthe charateristicsof the comnunication
traffic of a given application This will allow the net-
work protoml to achiese the applicdion-specificgoalsof
enepgy-efficiency, low lateng, and high accurag in the
sensingapplication. We alsobelievethatasensoiinitiated
proadive pathrecorery apprachwith local patchirg will
be beneficialin efficient information disseminationin
wirelessmicro-sensometworks.

We planto studythe behaior of vaious commurica-
tion protacolsfor thedifferent application sub-spaesde-
scribedin this paper This will be dore throwgh analy-
sis and simulationto determire the advartagesand dis-
adwartagesof existing appraches,such as DSR (Dy-
namic SourceRouting) [19], directeddiffusion [2], and
LEACH [8]. We hopethat the taxoromy we have pre-
sentedwill be helpfu in designingandevaluating future
network protacolsfor wirelessmicro-sensonetworks.

Often,it is possiblego implemen asensonetwork for a
specificphenomermnin anumter of differentways.Con-
siderthe problemof monitoing a tornado One option
wouldbeto fly airplanego sensehetornad (mobile phe-
nomrenon;mobile sensorscontiruousdatadelivery). An-
othea would be to have a sensomgrid statically placedon
thegrourd andrepat dataasthe tornad passeshrough
(mabile pheromena; staticsensorsgontinwbusdatade-
livery). Yetanotter would beto releasdightweight sen-
sorsinto thetornado(staticphenanenon mobilesensors;
cortinuousdatadelivery). The primary concernhereis
theability of thesensonetwork to repat thedesiredevel
of accurag underlateng constraims within anacceptale
dedoymentcost. Theaccurag is afundion of thesensing
techrology of thesensor&ndtheir distancdrom thephe-
nomenon.However, sincetheperfamancds measureat
the obserer end, it is alsoa function of the perfomance
of the communicationmockel. We hopethat this taxon
omy will assistin developing relevantsimulationmodels
to enableempirical study of the performarce of the dif-
ferert sensometwork organizationsandassistin makirg
designanddeploymentdecisiors.
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