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Abstract

Wireless electronic devices are becoming more and more powerful while re-

maining portable and affordable. Some of the smartphones and tablets on the

market today are equipped with multi-core CPUs and GPUs and have compara-

ble computing capabilities to PCs, along with the improved network bandwidth

and connectivity provided by cellular networks. Given this state of current tech-

nology, in this dissertation we develop a variety of techniques to enable energy

efficient sensing and computing systems. As an example of such a system, consider

a personal healthcare system, where wireless sensors are used to gather physio-

logical data and send the data to a local cloudlet. The local cloudlet preprocesses

the data and transmits the data to a remote cloud server for computation and

storage purposes. Data analysis results are sent back to the cloudlet or directly

to the user’s smartphone for display.

One of the challenges in developing such a system is the data acquisition

and processing. For applications like emotion classification or personal health,

sensed data are not always gathered in clean environments and therefore are often

corrupted by noise. Noisy sensing signals must be processed to improve the signal-

to-noise ratio (SNR) in order to extract relevant information. For example, in an

emotion classification application, speech data may contain babble noise from

people talking in the background. In order to extract pitch, which is a key feature

in emotion classification algorithms, from noisy speech data, we developed a hybrid

pitch detection algorithm named BaNa. The BaNa algorithm combines the idea

of using the ratios of harmonic frequencies and the Cepstrum approach to find the

pitch from a noisy signal. We tested our BaNa algorithm on real human speech

samples corrupted by various types of realistic noise. Evaluation results show the
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high noise resiliency of BaNa compared to other state-of-the-art pitch detection

algorithms.

The second challenge comes from considering the energy availability. Wireless

sensors are usually battery powered and hence have limited lifetime. To extend the

battery life of a sensor node, power management approaches have to be utilized.

The energy of a node can be saved by putting its radio and other components

into sleep mode occasionally. To wake up a sensor node so that it can perform its

functionalities, traditionally, a duty cycling approach is used, where an internal

timer fires to wake up the sensor node from the sleep state. In this case, the

sensor’s energy efficiency may suffer from idle listening since it has no knowledge

of the channel while sleeping. We created a passive wake-up radio sensor node

named WISP-Mote by using a programmable RFID tag as an external wake-

up radio for a Tmote Sky sensor node. The wake-up radio reduces the energy

wasted on idle listening and hence improves the energy efficiency of the sensor

node. We characterized the WISP-Mote’s performance by measuring its energy

consumption for different operations and assessing its wake-up probabilities in

different environments for various WISP-Mote to reader distances. MATLAB

simulation results show that the energy efficiency of a sensor network using the

WISP-Motes is much greater than when using traditional duty-cycling nodes.

Computation of energy efficient sensing and computing systems can be local

on the node, or, for more intense applications, computing can be off-loaded to

external computing resources, such as cloud-based resources, to save the energy

of the node. However, a traditional cloud is composed of powerful but energy-

hungry workstations. The growth of the population of mobile devices such as

smartphones and tablets provides a huge amount of idle computing power. We

describe the design and implementation of a mobile computing system prototype

named GEMCloud that utilizes energy efficient mobile devices (e.g., smartphones

and tablets) as computing resources. The computing power and energy efficiency
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of the mobile devices are evaluated through comprehensive experiments. The

results show that a cloud computing system with enough mobile devices working

cooperatively is able to save 55% to 98% of the energy consumption of conventional

server-based clouds while providing comparable computing speed.

By addressing the challenges of data processing, energy efficient operation

and computation off-loading, we have provided the next step forward for energy

efficient sensing and computing systems.
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1 Introduction

1.1 The Growth of Personal Mobile Devices

With recent technology advancements, nowadays wireless electronic devices have

become more and more powerful, while retaining the important features of porta-

bility and affordability. The smartphone is a perfect example. The 2010 released

Motorola Backflip Android smartphone has only a 528 MHz ARM 11 single-core

CPU [10], while the 2011 released Samsung Galaxy Nexus has a 1.2 GHz TI

OMAP4460 dual-core CPU [11], a flagship at the time. By the end of 2012, a

smartphone is able to be equipped with a 1.7 GHz quad-core CPU as the one on

the HTC One X Plus [12]. The screen size has increased from the 3.1 inch with

320 x 480 pixels of the 2010 Motorola Backflip to the 4.7 inch with 720 x 1280

pixels of the 2012 HTC One X Plus, providing a much better visual experience,

while the weight of the smartphone remains almost the same (133 g vs. 135 g).

With all of these improvements, the price of a smartphone remains affordable,

normally ranging from about $300 to about $600 without a carrier contract or

$0-$200 with a 2-year contract with the carrier.

At the same time, the cellular network (infrastructure) is evolving as well. By

the end of 2012, according to Verizon Wireless [13], Verizon’s 4G LTE had covered
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470 cities and nearly 80% of the population in the US. AT&T [14] has also built

up a large 4G LTE network, covering 134 cities and over 285 million people.

Along with other carriers, the 4G network has already had a wide coverage and

is expanding fast. Although the network bandwidths offered by different carriers

vary, in general, the current 4G network provides a downloading speed of at least

around 5-10 Mbps [15]. The increasing network bandwidth and extensive network

coverage provide the basis for a variety of potential applications.

The powerful computation capability, improved user experience, increased

portability and affordability, and better network bandwidth and connectivity all

have helped portable computing devices such as smartphones and tablets to be-

come increasingly popular. The popularity of these devices results in an enor-

mous amount of total computing power that could be potentially utilized. These

portable wireless computing devices, along with the existing wireless-connected

PCs and laptops, form a ubiquitous computing environment that could be har-

nessed to provide an unlimited amount of computing power to the user.

1.2 The Envisioning of Energy Efficient Sensing

and Computing Systems

The powerful computing speed, fast connectivity and sensing capability possessed

by smartphones and other personal wireless electronic devices allow us to envision

a connected sensing and computing system. Imagine the following scenario in the

near future:

Tyrion is a diabetic patient who requires an insulin injection at certain times

throughout the day. He wears a wireless glucose monitor on his wrist, which

monitors and reports his blood glucose level to his smartphone in real time. The

most recent glucose level data received by the smartphone are stored locally on
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the smartphone. The historical glucose level data are transmitted to and stored in

the cloud for future analytic usage by Tyrion’s doctor in another city. Previously,

Tyrion had to inject insulin once every several hours. To prevent himself from

forgetting the injections, Tyrion had to set up a timer to remind himself. Now,

thanks to the real-time monitoring, the smartphone automatically analyzes his

glucose level and predicts the time when he needs to inject insulin. When that

time comes, the smartphone sends a command to an insulin injector carried by

Tyrion, which is also wirelessly connected to the system, to inject an accurate

amount of insulin.

The above case represents an example of using a smartphone and a wireless

sensor as a smart sensing and computing system in personal healthcare. With the

development of sensing devices, there are numerous applications such as this that

can be created. In the near future, we envision an energy efficient sensing and

computing system for home applications, as shown in Figure 1.1.

In this system, sensors to detect a user’s daily activities are located in the bed,

couch, door and other places. Physiological data are gathered via wearable sensor

Figure 1.1: Smart Sensing and Computing at Home Illustration.



4

devices that are equipped on the user’s body. Using passive wake-up technology,

the sensors do not have to sense or transmit data unless necessary, which helps to

preserve the stored energy on the sensors. The sensor data are transferred to a

local cloudlet or nearby computing server (e.g., the laptop in Figure 1.1), which

provides intermediate processing of the raw data to reduce the data size, improve

the signal-to-noise ratio (SNR) and increase the security. The processed data

then are transmitted to available cloud resources for computation and storage

purposes. The cloud resources may include remote data centers, local computers

such as desktops and laptops, and mobile devices such as smartphones and tablets.

The decisions on where to send the data for processing may be based on algorithms

that consider multiple criteria, such as the energy and time cost for transmitting

the data, the energy and time cost for completing the computations, the monetary

cost for using these resources and the security level of the place to which the data

are being transferred. Using proper algorithms, the system is able to achieve better

energy efficiency while not sacrificing much quality of service. After completing

the data processing, the results are transmitted back to the cloudlet and displayed

at the user’s smartphone, tablet, laptop or desktop. As introduced in the above

diabetic patient’s example, the result may automatically trigger an actuator to

work.

We can imagine a large number of such applications that may benefit from this

system. Another example is real-time stress and emotion detection. Previously,

due to the large amount of data and computations to process the data, stress or

emotion detection has been done off-line. With the help of cloud resources from

both the local devices and the remote cloud servers, the detection results may get

back to the user in real-time, providing the user the possibility to take actions to

release the high stress or deal with the negative emotions in time.
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1.3 Design and Development Challenges

While the applications described above all seem promising, there are a number of

technical challenges that must be addressed before these applications can become

reality.

The first challenge relates to data acquisition and processing. Due to the

mobility of portable devices, their environments are usually unstable, which results

in the difficulties of acquiring clean data. For example, speech data recorded by a

microphone may contain background noise from the people chatting next to the

mobile phone user [16]; or ECG data from an ECG monitor may be corrupted

by the static generated by the movements of body and clothes [17]. Therefore,

it is necessary to preprocess the data in order to enhance the quality of the raw

data (i.e., signal-to-noise ratio (SNR) of the data). It is also important to seek

out approaches or algorithms to process the noisy data and retrieve the relevant

information from the noisy data.

Since portable devices are normally powered by batteries and only have lim-

ited battery lives, it is crucial to preserve energy [18]. To achieve better energy

efficiency, software and hardware approaches can be used. Software approaches

include introducing a better power management strategy for the device (e.g., duty-

cycling of the sensors and radios equipped on the device, reduction of CPU fre-

quency depending on the computation load, controlling of screen brightness ac-

cording to the environmental brightness, offloading computations to other devices)

and improvement of the transmission protocols of the wireless transceiver (e.g.,

switching to a more energy efficient transmission channel whenever necessary).

Hardware approaches may include the design of more energy efficient circuits

(e.g., using more advanced manufacturing process technology such as 22nm tech-

nology), and the addition of extra components (e.g., wake-up radio technology for

assistance of power management, energy harvester to scavenge energy from the
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environment).

1.4 Dissertation Contributions and Organization

In this dissertation, we describe our work developing approaches to support an

energy efficient sensing and computing system. More specifically, this dissertation

includes approaches to obtain quality data from noisy environments, to save the

energy on sensing devices, and to provide energy efficient computing resources.

Our primary contributions include:

• Development of WISP-Mote, a passive wake-up radio sensor node. We per-

formed field tests to characterize the wake-up range of the WISP-Mote, and

we conducted simulations to compare the performance of the WISP-Mote

network to that of a network of sensors employing duty-cycling [18–21].

Two example applications are also provided to show the benefits of using

WISP-Mote in specific scenarios.

• Development of a noise resilient pitch detection algorithm named BaNa.

We compared the performance of BaNa with other state-of-the-art pitch

detection algorithms using real speech data and music data with 8 types of

noise from real scenarios. We implement a pitch detector using the BaNa

algorithm on the Android platform and discuss the possibility of real-time

pitch detection on mobile devices [16,22].

• Evaluation of the state-of-the-art in the area of mobile cloud computing.

We compare different approaches that enhance application performance via

cloud-based execution and highlight the research and technological chal-

lenges in different approaches [23].

• Development of an energy efficient mobile cloud computing system named

GEMCloud that utilizes the computation resource from smartphones and
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tablets. We provided energy efficiency comparisons of GEMCloud with tra-

ditional cloud servers [24].

• We conduct a public study on mobile volunteer computing using GEMCloud.

Data analytics from gathered data shows the feasibility of using mobile

devices for volunteer computing. We studied volunteers’ behavior based on

the device type and their personal preferences and discussed the factors that

have impacts on the volunteers’ behavior.

The organization of the rest of this dissertation is as follows. In Chapter 2,

we introduce the design of a passive wake-up radio sensor node and provide char-

acterizations of the wake-up range, followed by network performance evaluations

in multiple scenarios. Chapter 3 introduces a noise resilient pitch detection al-

gorithm. Performance evaluations are provided using real speech data corrupted

by 8 different types of additive noise. In Chapter 4, we summarize the challenges

of the design and development of mobile cloud computing and provide a survey

of the current work on mobile cloud computing. In Chapter 5, we propose an

energy efficient mobile cloud computing platform and perform energy efficiency

evaluations in comparison with traditional cloud computing platforms. In Chap-

ter 6, we discuss the data collected from a public study using our mobile cloud

computing platform. Chapter 7 concludes the dissertation and provides future

research directions.
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2 Energy Savings for Sensors

Using Passive Wake-Up

Radios

2.1 Introduction

In our envisioned sensing and computing system, energy efficiency is one of the

key focuses. Especially for wireless sensor nodes, due to the portability require-

ments, usually they are powered by batteries and thus have very limited lifetime

if no power management is performed. In some extreme cases such as implanted

sensors, it is impossible to exchange the batteries frequently. In other wireless

sensor applications, energy efficiency of the sensors is also crucial due to the cost

of labor for exchanging batteries.

When looking into the energy consumption of a sensor node, radio transmission

and reception are the two major sources of energy drain. When a node is active

and waiting to receive data, it wastes energy on idle listening. Since traffic loads

are usually low in WSNs, such idle listening can waste enormous amounts of energy

unless efficient communication mechanisms are employed.

To extend the lifetime of a sensor node, we can turn off its radio and set its

microcontroller (MCU) into a sleep mode when it is idle and wake it up when
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there are possible transmissions. To wake up a sensor node, there are generally

two approaches: a scheduled approach where a timer is set and the firing of the

timer wakes up the node, namely duty cycling, and an on-demand approach where

the node is woken up by a radio signal, namely radio wake-up.

In duty cycling, a node, or only part of the node (e.g., its radio component

if using technologies such as wake-on-radio [25]) is periodically set into the sleep

mode and can manage the trade-off between energy consumption and data latency,

by setting the duty cycle value accordingly. With lower duty cycles, nodes will

consume less energy at the cost of higher latency for data delivery. Once a node

wakes up during the active part of its duty cycle, it must listen to the channel for

a period of time to determine whether other nodes or the sink are available for

communication. This introduces complexities and adds overhead to the medium

access control (MAC) protocol.

Using radio wake-up techniques, such overhead can be reduced. A wake-up sig-

nal triggers a node to wake up from the sleep mode and start reception activities.

Normally, the wake-up signal is sent or received by a secondary radio transceiver.

In order to improve energy efficiency, the energy consumption of this extra wake-

up radio tranceiver should be extremely low. The energy benefit of using radio

wake-up in comparison with duty-cycling is that nodes do not waste energy on idle

listening of the main radio, since they are only awakened by neighboring nodes

when there is a request for communication. In addition, using a wake-up signal

reduces the overhead in control traffic since a node woken up through a wake-up

radio knows that another node is ready to receive data.

Wake-up radio receivers can be categorized as active and passive based on

whether the receiver uses a connected power supply. Active wake-up radio re-

ceivers require a continuous power supply while passive wake-up radio receivers

harvest energy to power themselves from the wake-up radio signal transmitted by

the sender. Active wake-up radio receivers have a relatively better sensitivity, in
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other words, their wake-up range is relatively longer. On the other hand, passive

wake-up receivers operate within a relatively smaller range but do not require any

attached power source.

One possibility to achieve a passive wake-up radio is to use a passive radio-

frequency identification (RFID) tag as the wake-up signal receiver and an RFID

reader as the wake-up radio transmitter, as off-the-shelf RFID tags and readers

are readily available. Despite the low cost of this solution, there are two major

challenges for implementing this approach in real-world applications: the limited

wake-up range compared to the main radio communication range, and the energy

cost for the wake-up signal transmitter. The former creates problems in terms

of network coverage, while the latter makes it impossible for a battery-powered

sensor node to wake up another node, i.e., multi-hop wake-up is unrealistic using

this approach. However, these types of devices can be beneficial in scenarios where

there is a mobile data sink (i.e., a data MULE [26]) or where the sensors are mobile

(e.g., sensors on a person) and come in contact with a fixed sink at some point.

For these scenarios, the sink can wake up the sensor nodes to query them for data

whenever they are in the wake-up range.

In this chapter, we describe and characterize a passive RFID-based wake-up

radio sensor node that we developed, and we discuss and analyze the use of our

passive wake-up radios in various scenarios. Our passive RFID wake-up device,

which we call a WISP-Mote, is created by combining a WISP (Wireless Identifi-

cation and Sensing Platform) [27], an RFID tag developed by Intel Research, and

a Tmote Sky [28] sensor node. We characterized the WISP-Mote’s performance

by measuring its energy consumption for different operations and assessing its

wake-up probabilities in different environments for various WISP-Mote to reader

distances. Finally, we performed MATLAB simulations to show the benefits of

using WISP-Motes by comparing the performance of a sensor network with WISP-

Motes with a standard duty-cycling architecture. Our results show that the energy
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efficiency using the WISP-Motes is much greater than when using duty-cycling,

without any loss in performance.

The rest of this chapter is organized as follows. In Section 2.2, we review

the current state of the art in radio wake-up technology. Section 2.3 introduces

our RFID wake-up sensor devices, including the hardware implementation and

the energy consumption measurements. Field tests to determine the wake-up

probability in relation to the distance from the RFID reader are presented in

Section 2.4, followed by simulation results and performance analyses when using

the WISP-Motes in different network scenarios in Section 2.5. As applications

are the motivators for research in wireless sensor networks, Section 2.6 describes

various potential applications of our passive wake-up radios and shows the benefits

of these wake-up radios through simulations. Finally, Section 2.7 concludes the

chapter.

2.2 State of The Art In Radio Wake-up

Remote wake-up is realized via a second receiver triggering the main data receiver

when necessary. To gain a benefit in energy efficiency, the extra receiver must be

lower power than the main data receiver (or, ideally, require no battery power to

operate), because while the main receiver is in the sleep mode, only the wake-up

receiver remains on to monitor the wake-up channel continuously or following a

duty-cycling scheme.

Wake-up radios can be categorized as active wake-up radios and passive wake-

up radios, depending on their energy sources [29]. An active wake-up radio has a

better wake-up range than a passive wake-up radio, however, the active wake-up

radio requires continuous power supply. On the other hand, a passive wake-up

radio operates within a relatively smaller range, but it does not require an external

power supply. A passive wake-up receiver harvests energy to power itself from the



12

wake-up signal transmitted by the sender. In this section, we review the state-of-

the-art of both active and passive wake-up radio receivers.

Table2.1 provides a summary of these different wake-up receiver design tech-

niques and a comparison of the energy consumption, sensitivity, and implementa-

tion status of these wake-up radio receivers.

2.2.1 Active Wake-up Radio Receivers

Several different low-power active wake-up receivers have been proposed [30–36].

In [30], Otis et al. propose the use of a super-regenerative architecture with a

1.9GHz bulk acoustic wave (BAW) resonator to reduce the power consumption

of the wake-up radio. The power consumption of this radio is 400µW for the

receiver and 1.6mW for the transmitter. This approach is further optimized to

create a 65µW wake-up receiver [31], using a 1.9GHz BAW resonator matching

network for RF signal filtering. This wake-up receiver can provide a sensitivity of

− 50 dBm at 40 kbps and −48 dBm at a maximum data rate of 100 kbps.

A different approach is developed by Le-Huy and Roy [32] and Von der Mark

et al. [33], where zero-bias Schottky diodes are used because they have no bias

current through the diodes. The low-power 2.4GHz wake-up receiver proposed

in [32] is designed to work with a directional antenna and pulse width modulation

in order to reduce energy dissipation. Simulation results show that the receiver

can reach − 50 dBm sensitivity with only 19µW power consumption. A three

stage wake-up scheme is introduced in [33]. In this approach, a very low power

(on the order of nW ) always-on stage is used to trigger an intermediate higher

power (on the order of µW ) stage for wake-up signal verification. Only if the

wake-up signal is confirmed is the main transceiver activated.

Other approaches for active wake-up radios are described in [34] and [35]. Ju-

naid et al. propose a wake-up receiver including a five stage charge pump used
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to increase the received signal voltage [34]. The only active parts of the wake-up

circuit are the digital comparator and the voltage divider, which consume 350nA

and 526nA, respectively. In [35], Van der Doorn et al. implement a wake-up

receiver using only commercial components to reduce the extra hardware costs.

Their design consumes 171 µW with −51 dBm sensitivity. Although there are

several hardware proposals for active wake-up radios, not many physical imple-

mentations or commercialized products are available today. Recently, Austria

Microsystems announced their latest 3-channel low frequency wake-up receiver

working at 15 − 150 kHz [36]. This product consumes 8.1µW and can reach a

sensitivity of about − 37 dBm (as calculated from the provided specifications).

2.2.2 Passive Wake-up Radio Receivers

Compared with active wake-up receivers, passive wake-up receivers do not require

energy from a physically connected power supply; instead, they harvest energy

from the transmitted wake-up signal. While this makes passive wake-up radios

energy efficient, the wake-up range for passive wake-up radios is relatively shorter,

i.e., the receivers’ sensitivity is lower. Currently, there are limited studies on

passive radio wake-up receivers. Gu et al. propose a passive radio wake-up circuit

that theoretically could operate at a range of 10 ft with 5ms latency, according

to SPICE simulation results [37]. If a comparator and an amplifier are added,

which respectively consume negligible currents of 350nA and 880nA, the radio

could theoretically reach up to 100 ft with 55ms latency.

A performance study on the use of passive RFID wake-up radios is given

by Jurdak et al. [38, 39]. In their work, an RFID wake-up mechanism is pro-

posed, namely RFIDImpulse, which assumes a commercial RFID reader and a

passive RFID tag are attached to each sensor node, providing radio wake-up ca-

pability. The performance of the proposed mechanism is investigated through

MATLAB simulations and compared with the BMAC protocol [40] and the IEEE
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802.15.4 standard [41]. Their results show that RFIDImpulse outperforms both

other methods in terms of energy efficiency and transmission rate for low and

medium traffic scenarios. However, the analysis is based on an important as-

sumption that all nodes have the capability to wake up their neighbors, which is

not feasible currently, due to the considerable amount of energy required by the

RFID reader, which sends out the wake-up signal, and its large size. In addition,

their energy consumption analysis does not include the energy consumed by the

nodes to wake up. In reality, the wake-up energy consumption includes the en-

ergy used for MCU boot-up and for radio initiation, which could be comparable

to the energy consumed for radio transmission. Furthermore, the implementation

described in [38,39] uses a coil instead of an RFID tag for the purpose of proof of

concept.

In this chapter, we introduce a passive RFID-based wake-up device named

WISP-Mote and characterize its power consumptions during different operation

modes, including waking up. To the best of our knowledge, the WISP-Mote is

the first reported complete implementation of a passive radio wake-up device that

provides both broadcast-based wake-up and ID-based wake-up. The provided

characterization data are measured using our implemented WISP-Mote in various

environments.

To have wide network coverage, WISP-Motes are used with mobile sinks in

this chapter due to their short wake-up ranges. The mobile sink wakes up the

WISP-Motes when it gets within their wake-up range to collect their data. This

is similar to the three-tier layered architecture described in [26]. In our scenarios,

we investigate random walk along with two other mobility models and present

their performance comparison.
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2.3 RFID Wake-up Sensor Device

In this section, we describe the implementation of our WISP-Mote and provide

measurements of its energy consumption in different modes.

2.3.1 Design and Implementation of the WISP-Mote

In our previous work [18], we introduced our hybrid sensor device with RFID

wake-up receiver, namely the WISP-Mote, as shown in Fig. 2.1. We employ an

Intel WISP (Wireless Identification and Sensing Platform) as an external wake-up

signal receiver for a Tmote Sky mote. A WISP is an RFID tag with sensing and

computing capabilities developed by Intel research. Using energy harvesting, it

can be powered wirelessly by a UHF RFID reader. In our implementation, we use

a UHF Gen2 Speedway RFID reader from Impinj [42].

The RFID reader sends a continuous wave along with commands according

to the standard C1G2 protocol [43] to the tag. The tag sends data back by

modulating the reflection coefficient of the backscattered signal (via changing the

antenna impedance) [44]. The tag also collects the energy from the received signal

and stores it in a capacitor as its power supply. Therefore, using a WISP as a

Figure 2.1: A WISP-Mote.
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wake-up receiver does not consume extra power from the sensor node. The Tmote

Sky mote [45] is a battery-powered wireless sensor node developed by UC Berkeley.

By using the WISP to generate an interrupt signal to the Tmote Sky, a passive

wake-up sensor node is created.

According to the destination of a wake-up signal, radio wake-up can be catego-

rized as broadcast-based wake-up and ID-based wake-up. Using a broadcast-based

wake-up radio, all sensors within range of the transmitted wake-up signal will be

woken up, while an ID-based wake-up radio transmits a wake-up signal that con-

tains the intended destination’s address and thus only wakes up the node with

a matching address. Using the WISP, we can implement both broadcast-based

wake-up and ID-based wake-up.

For broadcast-based wake-up, whenever the WISP harvests enough energy

from the reader’s radio, it sends a pulse to wake up the mote from the sleep state.

Thus, any WISP-Mote within the wake-up range of the reader will be awakened.

Since in our RFID wake-up scheme there is no communication from the WISP to

the reader, we programmed the WISP not to respond to any command sent by

the reader. Therefore, we reduced the energy consumption caused by the MCU

and other components on the circuit that typically perform the standard RFID

communication protocol (e.g., C1G2 protocol). To reduce this energy consump-

tion, we disable all functions of the C1G2 protocol on the WISP that are not

required for the wake-up of the sensor node. Thus the only responsibility of the

WISP for broadcast-based wake-up is to harvest energy from the reader and send

an interrupt signal to the mote. By minimizing the energy required for the WISP,

we maximize the wake-up range of the WISP-Mote.

In a dense network, this broadcast-based wake-up may bring a large number of

collisions on the data channel, since all the nodes within the wake-up range will be

awakened by the reader, and none of them is aware of the other nodes awakened

at the same time. To reduce unnecessary wake-ups and to reduce collisions caused
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by these unnecessary wake-ups, we need the ability to wake up a certain node or

a specified class of nodes. With this intention, we programmed the WISP to let

it generate a trigger pulse only after receiving a packet that has its ID or Class

number in the packet header. This functionality requires the demodulator to work

and additional computation by the WISP’s MCU, both of which consume extra

energy from the WISP. Therefore, for any given distance, the wake-up probability

of the ID-based wake-up is expected to be smaller than or equal to the wake-

up probability for the broadcast-based wake-up. For a wake-up receiver with

addressing capability, broadcast-based wake-up can be achieved by assigning a

particular ID as a broadcast address.

To determine the performance of our WISP-Mote, we performed field tests

of both broadcast-based and ID-based wake-up in various environments. Details

of this characterization are discussed in Section 2.4. For both broadcast-based

and ID-based wake-up, it is preferred that the nodes not be awakened by the

sink when not necessary, i.e., when the nodes do not have any buffered data to

send. To achieve this, we programmed the sensor nodes to disable the interrupt

functionality of the wake-up signal input port when they have no data to send.

Thus the node will wake up only when it has buffered data and it receives a wake-

up signal. Otherwise, the node will remain in the low-power sleeping state. This

reduces unnecessary energy waste.

2.3.2 Energy Consumption Measurements

Unlike active wake-up radios, which constantly consume energy, RFID wake-up

radios do not consume any energy from the sensor node. This further enhances

its energy efficiency. The Tmote Sky datasheet [45] provides the current con-

sumptions in typical operating conditions, but lacks information about energy

consumed when the node is waking up, which is essential for the energy consump-

tion analysis of RFID-based wake-up sensor networks. In addition to current
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Table 2.2: Power Consumption Measurements of a T-mote Sky Node

Operation Average current Duration

consumption

Wake-up 10.4mA 5ms

Transmit 12 byte packet 18.2mA 30ms

Receive and idle listening 20.2mA

Sleep 0.2mA

consumptions in transmitting and receiving, we measured the current and time

consumed in booting and radio initiation, i.e., when the node is waking up from

the sleep state. The results are shown in Table 2.2. Our measurements are con-

sistent with those from the Tmote Sky datasheet. The results show that besides

radio transmission and reception, a node’s wake-up also consumes energy that

cannot be ignored. These measurements are used in the energy analysis for our

sensor network.

2.3.3 Sensor Network System

Besides the WISP-Motes, in some applications, the sensor network may also in-

clude one or more base stations (BSs) and data MULEs (MULEs). MULEs are

mobile data collectors that are equipped with both a mote and an RFID reader,

and therefore have the capability to wake up the nearby WISP-Motes and to re-

ceive data from them. We assume that when the MULEs are close to a BS, they

dump all of the collected data to the BS, or they can act as a gateway and send

the data immediately e.g., using a cellular network. The MULE must have the

ability to move and sufficient energy to power the RFID reader. In a real system,

any moving agent, e.g., a vehicle, an animal or a human, that carries an RFID

reader and a mote with adequate power supply can perform as a MULE.
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This system is designed for a delay-tolerant network with energy constraints

on the sensor nodes. The major advantage of this network is high energy effi-

ciency for the sensor nodes. Energy waste is reduced by decreasing the number

of unnecessary wake-ups and the time used for sensing the channel. The packet

delay in the data MULE architecture is related to both the mobility behavior of

the MULEs and the wake-up range of a MULE. Therefore, in order to evaluate the

performance of our sensor network, the effective wake-up range of the WISP-Mote

is required, which will be addressed in the next section.

In some other applications, data collectors can be set at specific locations and

wake up the nodes when the nodes move close to the data collectors. These types

of applications are discussed in Section 2.6.

2.4 Characterization of WISP-Mote

Field tests to determine the capabilities of our WISP-Mote are important to guide

the design of appropriate protocols and the performance evaluation of the overall

system. We perform field tests to characterize the wake-up probability of a WISP-

Mote as a function of height and distance to the reader.

There are two main factors that have a very large effect on the wake-up prob-

ability in a real world implementation. The first is the distance from the reader

to the WISP. The energy that a WISP is able to harvest is inversely proportional

to the square of the distance due to path loss (assuming a free-space environ-

ment). When the harvested power is enough for the WISP to drive its MCU, the

WISP will perform its function (either decoding the packet to check for the ID or

automatically waking up the mote), otherwise it will remain asleep.

The second factor is the environment where the system is located. The en-

vironment plays a critical role because reflections can have large effects on the

wake-up probabilities at different areas in the three dimensional space in front of
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the reader. The line-of-sight signal and reflections meet, and create constructive

areas and destructive areas depending on their phase differences. In certain loca-

tions, there are destructive effects, causing dead zones where the node is unable

to be awakened. There will also be constructive effects resulting in locations with

much higher wake-up probabilities than the locations that are closer to the reader.

Because the ID-based wake-up scheme has higher energy consumption than

the broadcast-based one, theoretically it should have a slightly reduced effective

range in all environments. The main goal of this testing was to explore what is

the effective range of both schemes, and to provide numerical support for later

analyses of the trade-offs between wake-up radio based networks and duty-cycling

networks.

This section will cover three different environments with both ID-based and

broadcast-based wake-up to demonstrate the effects of distance and environment.

We measure the wake-up probability as a function of distance and height to a

reader in a hallway and an open-air environment, and the average wake-up prob-

ability as a function of distance in an office environment. The measurements are

used in the network simulations described in Sections 2.5 and 2.6.

2.4.1 Experiment Setup

We set up our experiments as follows. The reader is raised off of the ground to a

height of 84 cm to reduce reflective effects due to the ground close to the reader.

The height of 84 cm was chosen purely for convenience in the experimental set-up.

Due to the necessity to vary both distance from the reader and height, the WISP-

Mote was attached to a tripod, which allows both x-axis movement, towards and

away from the reader, and y-axis movement, up and down with respect to the

reader.

For the broadcast-based wake-up scheme, the data collector broadcasts a
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generic wake-up signal that causes every WISP-Mote receiving this signal to ac-

cumulate energy to wake up. After waking up, the WISP-Mote sends a packet to

the data collector, which also includes a wake-up count. After sending the packet,

the WISP-Mote promptly returns to sleep. In our single WISP-Mote field tests,

no ACKs or back-offs are implemented, since the backward link quality is good

(mote-to-data collector) compared to the forward link quality (data collector-to-

tag) and since there is no contention in the network.

To calculate the wake-up probability, we set up the system as follows. Since we

cannot control the commercial RFID reader to send a wake-up signal at particular

times, instead we have the RFID reader send a continuous wave. To count the

number of times that a WISP-Mote is able to be awakened by this continuous

wave, we periodically enable the interrupt from the wake-up signal input port

once every 0.5 seconds and disable it after the mote is awakened by the WISP. As

a result, WISP-Motes can wake up as long as the wake-up receiver is harvesting

enough power and the interrupt is enabled. The reader is then run for a fixed

amount of time, in this case 100 seconds, and the final wake-up count sent by the

WISP-Mote is recorded. We can then calculate the wake-up probability of the

investigated scenario by dividing the observed number of wake-ups to the total

possible wake-ups, i.e., 200 wake-ups.

The ID-based wake-up experiments were conducted in an identical manner,

except that instead of simply broadcasting a generic wake-up signal, the data

collector transmits an ID, against which the WISP compares its own ID before

deciding whether to wake up the mote or not.
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2.4.2 Wake-up Probability

Open Environment

The purpose of the open environment tests was to extract the WISP-Mote wake-

up characteristics in an area with very few reflecting surfaces. This environment

could be a large indoor area, or an outdoor area, but for testing purposes a large

gymnasium was used.

Fig. 2.2 shows the test results for the broadcast-based wake-up in an open

environment . The y-axis of the graph shows the vertical distance between the

WISP-Mote and the data collector, and the x-axis shows the horizontal distance

between the WISP-Mote and the data collector. The data collector is located

at point (0, 0) on the graph. The colors at each point represent the wake-up

probability at that particular point. As seen in Fig. 2.2, the WISP-Mote has al-

most 100 % wake-up probability for all points within 2.5m, and after that point,

reflections from the ground start to have a significant effect on the wake-up proba-

bility. These reflections appear to match the two-ray ground model, and there are

clearly areas where destructive interference creates dead zones, as well as areas

where constructive interference enables 100 % wake-up probability far from the

data collector.

Fig. 2.3 shows the test results for the ID-based wake-up in the open environ-

ment. As expected, there has been a slight decrease of the wake-up range from

the 3m of the broadcast-based scheme down to 2.5m for the ID-based one at a

height of 0.2m above the data collector. However, generally the ID-based scheme

has a similar performance to the broadcast-based scheme in this environment. As

in the broadcast results, the effect of the wake-up signal reflected from the ground

is also evident in these results.
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Figure 2.2: Broadcast-based wake-up probabilities in an open environment.

Closed Environment

When such pronounced reflective effects are witnessed in an environment with

only one reflective surface, it can be hypothesized that even more significant and

far more unpredictable reflections will occur in a closed environment. The next

set of tests took place in a long hallway.

As can be seen in Figs. 2.4 and 2.5, a closed environment vastly increases

the amount of interference among the multiple copies of the received signal. For

the broadcast-based wake-up, 100 % wake-up only occurs at any height for only

very small distances from the reader, and for ID-based wake-up, even at close

distances, the impact of reflections is obvious.
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Figure 2.3: ID-based wake-up probabilities in an open environment.

Figure 2.4: Broadcast-based wake-up probabilities in a closed environment.
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Figure 2.5: ID-based wake-up probabilities in a closed environment.

Cluttered Environment

In real-life applications, it is more likely that the sensor network will be deployed

in a cluttered environment such as an office, a warehouse or a store. For the

cluttered environment, it was infeasible to set up the in depth systematic tests as

for the previous two environments, due to physical obstacles. Instead, the average

wake-up probability was tested at different distances from the data collector. For

each distance on the plots, ten measurements were taken in various spots within

an office and then the average value is plotted.

Although not shown in the same detail as the previous graphs, Fig. 2.6 does

illustrate that even more interference is occurring in the cluttered environment

than in the previous two environments for both broadcast-based and ID-based

wake-up. No wake-up was recorded at or outside of the 3 meter mark, anywhere

in the room. As the data show, the WISP-Mote has a relatively stable wake-up
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range in an open environment, a volatile but similar range wake-up in a closed

environment, and a relatively shorter wake-up range in a cluttered environment.

2.4.3 Broadcast-based vs. ID-based Wake-up

There are quite a few meaningful conclusions we can draw from this data about

the differences between ID-based and broadcast-based wake-up, and also the ef-

fectiveness of the system as a whole. In every environment, comparing the average

wake-up probabilities as a function of the distance from the data collector, we can

see that the broadcast-based scheme results in slightly higher average wake-up

probabilities. While the ID-based wake-up scheme sacrifices performance by a

very small amount in terms of wake-up probability, it has the capability of waking

up a particular class of nodes or an individual node.

If there are only specific nodes that need to be woken up, then ID-based wake-

up can lead to significant energy savings, as it does not force all nodes to wake

up and contend for the medium. In a scenario where all nodes serve the same

purpose, then the usefulness of having ID-based wake-up may be reduced, but

in the case where different nodes have different sensors and information, it may
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lead to very large savings in energy. In most scenarios, the very small sacrifice in

wake-up range is less crucial than the increased functionality and possible energy

savings. Detailed simulation-based performance analysis of the wake-up radio

schemes will be provided in Sections 2.5 and 2.6.

To implement the ID-based wake-up, in some scenarios, the data collector has

to know the node’s ID so that it can wake up a specific sensor. One approach to

enable the data collector to determine the nodes’ IDs is to set a broadcast ID that

can let the data collector wake up any node in the network. The data collector first

uses the broadcast ID to wake up all the nodes in the nearby area and obtain their

IDs. Then the data collector uses these node IDs to wake up each individual node

one by one to acquire data from them if needed. Another approach that can be

used in other scenarios, such as a health monitoring scenario, is to assign a group

ID to classify various types of nodes (e.g., all heart monitor sensors are assigned

an ID of 1, all blood oxygen sensors are assigned an ID of 2, etc.). The data

collector only needs to know the group ID and is able to wake up the interested

group of nodes on demand (e.g., any heart monitor in the area).

2.5 Simulations

As we introduced previously, the two challenges in the design of passive wake-up

radio systems that limit their use in existing sensor network applications are the

large energy cost of the wake-up transmitter and the short wake-up range. The

power amplifier needed to send the wake-up signal requires a high power budget.

However, most sensor network applications consist of low-power (usually battery-

powered) sensor nodes and are expected to run for years. Notwithstanding the

cost (which is also important in real systems), the huge power drain renders it

hard to equip every node with a wake-up signal transmitter, e.g., in our system,

the RFID reader. On the other hand, the limited wake-up range shortens the one-
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hop range. Therefore, currently, to achieve large network coverage, mobility is a

necessity. Scenarios where the data collector moves to the sensors or the sensors

move to the data collector are possible applications for our radio wake-up system.

In the simulations in this section, we consider a data MULE scenario to compare

the performance between our WISP-Mote RFID wake-up scheme and standard

duty-cycling.

2.5.1 Simulation Setup

We use MATLAB to simulate the performance of the WISP-Mote network and

several duty-cycling networks (with duty cycles between 10 % and 0.1 %). In our

simulations, we deploy static nodes according to a uniformly random distribution

in a 200m× 200m network, and we simulate 1 hour of the network activities. We

measure the latency, undelivered packet ratio, number of collisions, and energy

as our performance metrics. For each option (WISP-Motes and duty-cycling),

we run 20 simulations, where each simulation has a different random network

deployment, and we plot the average value of each of the performance metrics.

We compare two sensor network systems, one with standard sensor nodes that

employs duty-cycling and the other with the WISP-Motes that employs radio

wake-up. Both systems have Data MULEs, i.e., mobile data sinks with a mote, an

RFID reader (in the WISP-Mote network), and a very large power source. MULEs

start with random locations and move according to a random direction mobility

model. Each MULE uniformly randomly selects a speed from [5m/s, 15m/s] and

moves towards a direction chosen uniformly randomly from [0, 2π]. Whenever

the MULE reaches the field boundary, it chooses another speed and direction

randomly.

In the duty-cycling scenario with standard sensor nodes, each MULE broad-

casts a beacon signal, which is actually a short packet, to indicate its presence to
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the nodes. On the other hand, in the radio wake-up scenario with WISP-Motes,

each MULE sends out a wake-up signal continuously. The sensors will wake up

with a probability related to the distance between the sensor and the MULE. The

wake-up probability is calculated by the average value at each distance according

to our field test results in Section 2.4. We have six wake-up probability models

corresponding to broadcast-based wake-up and ID-based wake-up in an open en-

vironment, in a closed environment, and in a clustered environment. We consider

the broadcast-based wake-up probability model in an open environment in this

section to provide general performance comparisons. Other wake-up probability

models are used in other example applications in Section 2.6.

We describe the algorithms for both the WISP-Mote scenario and for the duty-

cycling scenario in Algorithms 1 and 2. A non-persistent CSMA MAC protocol is

used for both scenarios. It is important to note that both scenarios may benefit

from more efficient protocols. However, designing a MAC layer protocol is not the

focus of this dissertation. We choose a simple wake-up radio MAC protocol and a

simple duty-cycling MAC protocol to facilitate the understanding of the benefits

of using a wake-up radio in a sensor network.

In the WISP-Mote sensor network, once a sensor node is awakened by the

MULE, it performs carrier sensing. If the channel is free, it transmits a packet.

If not, it will back off for a random time.

For duty-cycling, a MULE has to announce its presence by sending out a

beacon signal. When the MULE is not communicating with any sensor node, it

sends a beacon signal once every 8 time slots and listens for responses during the

remaining 7 time slots (in our simulations, the transmission of a packet takes 6

slots and an ACK packet takes 1 slot). Once a sensor node is in the active part

of its duty cycle, it will first listen to the channel for the MULE’s beacon signal

for 8 time slots in order to guarantee not missing the beacon signal if a MULE is

nearby. If no beacon is received during this period of time, the node will go back
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to sleep. To reduce the chance of collisions, if the node receives a beacon signal,

it will randomly select a time slot from the following 7 time slots to transmit.

However, note that collisions may still occur due to the hidden terminal problem

and due to the fact that nodes that are woken up by the same beacon may happen

to select the same slot for transmission.

For both scenarios, the node will receive an acknowledgement (ACK) once the

packet is received by the MULE. Based on the reception of an ACK, the sensor

node can deduce two important facts: 1) the MULE is still close by; and 2) the

channel was free of collisions. Therefore, in the next time slot, it is highly probable

that the MULE is still within the communication range of the node. Therefore,

a node that receives an ACK and has additional packets to send will continue

to send packets, once again following the non-persistent CSMA MAC protocol

regardless of whether it receives a wake-up signal. After the node starts sending

the second continuous packet, it will stop sending and go back to sleep or its

duty-cycling schedule when a collision occurs.

For energy efficiency considerations, when a node does not have any buffered

data, for the WISP-Mote wake-up scheme we disable the wake-up interrupt, and

for the duty-cycling schemes we stop the wake-up timer, as there is no need for

the node to wake up. In addition, for both schemes we apply a binary exponential

backoff to reduce the chances of collisions when an ACK is not received after

sending data.

According to the algorithms, it is obvious that the wake-up radio sensor net-

work does not consume energy on listening to the beacon signal. Therefore, when

the MULE is not nearby, the wake-up radio node has zero energy consumption

while the duty-cycling node still wakes up periodically to check for a beacon signal.

However, we cannot simply assert that the wake-up radio network has better en-

ergy efficiency because energy efficiency is also affected by collisions and dropped

packets, which are more complicated to analyze. We will discuss this (as well as
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other performance metrics) in the rest of this section and 2.6.

To simplify the simulations, we made the following assumptions.

• Propagation delay is ignored.

• Link is ideal (i.e., a packet is correctly received unless a collision happens).

• We assume that MULEs have the ability to communicate directly to the BS

and ignore the MULE-BS latency. Therefore, packet delay is counted from

the time a packet is generated until the time it is delivered to a MULE.

• We only consider the delay of delivered packets.

• We ignore the energy costs for sensing activities as they will not impact the

performance evaluation.

• The mote’s communication range is set to 40m based on experiments de-

scribed in [46] as well as our own field experiments.

In all simulations (except the limited buffer simulations), we evaluate the net-

work performance in terms of: (1) the average latency per delivered packet, (2)

the number of packets that remain in the buffer at the end of the simulation time

(undelivered packet ratio, UPR), (3) the average collisions per delivered packet

(where collisions are counted whenever two or more nodes try to send packets to

the same MULE at the same time), and (4) the average energy consumption for

delivering a packet. In the limited buffer simulations, we investigate the average

buffer size and the packet delivery ratio (PDR) instead of (2) and (3).
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Algorithm 1 WISP-Mote Algorithm

WISP-Mote Algorithm Energy cost

for node i = 1 to N

if i has buffered data

if i is awakened by the MULE E Wakeup

or i has successfully transmitted a pkt

sense the channel E CS

if the channel is free

send one packet to the MULE; E TxPkt

if ACK received E RxACK

keep awake; C = 3;

end

elsif channel is busy orACK is not received

back off for a random number of time slots

chosen from[1, 2C ]; C++;

end

end

end

end

∗C ∈ [3, 8]
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Algorithm 2 Duty-Cycling Algorithm

Duty Cycling Algorithm Energy cost

for node i = 1 to N

if i has buffered data

if i is in the active period E Wakeup

or i has successfully transmitted a pkt

listen for beacon for up to 8 slots E Beacon

if beacon signal received

back off for [1, 7] slots

sense the channel E CS

if the channel is free;

send one packet to the MULE E TxPkt

if ACK received E RxACK

keep awake; C = 3;

end

elsif channel is busy orACK is not received

back off for a random number of time slots

chosen from[1, 2C ]; C++;

end

end

end

end

∗C ∈ [3, 8]
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Figure 2.7: WISP-Mote vs. duty-cycling with increasing packet rate (0.002 nodes/m2,

1 data MULE, unlimited buffer).

2.5.2 Performance Results

Effects of Packet Generation Rate

In this set of simulations, we deploy 80 nodes in a 200m × 200m area, each

node has an unlimited buffer size (the effect of limited buffer size is investigated

in Section 2.5.2), and we use 1 data MULE. The packet generation rate is varied

between 0.2 pkt/min and 2 pkt/min. Fig. 2.7 shows the performance comparisons

of six sensor network scenarios, five of them employing duty-cycling with different

duty cycle values and a radio wake-up scenario with WISP-Motes. The results

show that the 10% duty-cycling scheme has the best performance in terms of
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packet delay and UPR, while its energy efficiency is very poor compared to the

other scenarios. At 0.2 pkt/min, 10% duty-cycling consumes about 6 times more

energy than the other duty-cycling schemes for delivering 1 packet (380.8mJ

vs. 62.0mJ) and about 88 times more energy than the WISP-Motes network

(380.8mJ vs. 4.3mJ ). This low energy efficiency is caused by a large amount of

idle listening.

From Fig. 2.7, we can see that the latency, UPR and energy performance of

both the WISP-Mote network and all duty-cycling networks are relatively stable

for all packet generation rates investigated. The sensor nodes with lower duty

cycles are not able to deliver packets to the MULE fast enough. Therefore, at

the end of simulation, these nodes have more undelivered packets in their buffers,

and hence a higher UPR. When the packet generation rate increases, the la-

tency per delivered packet and the UPR only increase slightly. This is because

in both algorithms, once a node successfully transmits a packet, the node is able

to continuously transmit multiple packets until the MULE is out of the node’s

communication range or a collision occurs. As the results show, the WISP-Mote

node has fewer collisions to successfully transmit a packet. This is because the

short wake-up range of the WISP-Mote leads to fewer nodes awake at the same

time compared to the duty-cycling network.

The major advantage of the sensor networks employing passive radio wake-

up is their energy efficiency. From the energy consumption results, we can see

that 10% duty cycling has poor energy efficiency due to regular beacon signal

listening, idle listening and collisions. The energy consumption per packet for the

WISP-Mote network (4.3mJ) is about 1/4 of the lowest energy consumption per

packet for all the duty-cycling scenarios investigated (16.4mJ). For two 2800mAh

alkaline batteries, the WISP-Mote can transmit more than 7 million packets, if

not counting the sensing energy consumption. At 1 packet per minute data rate,

the lifetime of a WISP-Mote may last more than 13.4 years, while the lifetime for
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Figure 2.8: WISP-Mote vs. duty-cycling with increasing node density (1 pkt/min, 1

data MULE, unlimited buffer).

the best duty-cycling approach is only 3.5 years.

Effects of Node Density

Fig. 2.8 shows the performance of the network as the node density increases from

0.002 to 0.02node/m2, with a packet generation rate of 1 pkt/min, unlimited

buffer size, and 1 data MULE. In other words, we increase the network from 80

nodes to 800 nodes, all of which are distributed in the 200m × 200m area. In our

simulations, the nodes are not synchronized. For the duty-cycling sensor network,

every node has a timer that is set randomly at the beginning of the simulation.

Therefore, the lower the duty cycle is, the less chance nodes wake up at the same
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time, which will reduce collisions.

As we can see, the 10% duty-cycling scenario is greatly affected by node den-

sity in that the chance of collision for 10% duty-cycling is much higher than the

other cases. Therefore, as the node density increases, the number of collisions of

10% duty-cycling increases significantly from 0.1 collisions per delivered packet

to 1.6 collisions per delivered packet. Additionally, the packet delay increases

from 134.8 s to 1110 s and the UPR increases from 1.7% to 62.6%. While the

other duty-cycling networks have smaller probabilities of collisions, but we can

see that their performances decrease much faster than the WISP-Mote network’s

performance.

At a high node density of 0.02node/m2, the WISP-Mote network outperforms

the duty-cycling networks in delay, UPR, collisions and energy efficiency. It is

expected that with even higher node density, the performance differences will

be even more significant. Because of the limited wake-up range, the chance of

the hidden terminal problem and multiple nodes being simultaneously awakened

and selecting the same transmission slot is very low. Thus, the performance

of the WISP-Mote sensor network decreases slower than the duty-cycling sensor

networks when the node density increases.

Effects of Buffer Size

In the previous simulations, we assumed each sensor node had an unlimited buffer.

In other words, the node will never drop a packet even if it cannot deliver all the

packets before a new one arrives, and hence the node accumulates more and

more packets. This, however, is not realistic and is not reasonable for certain

applications, e.g., applications that only care about the recently updated sensed

data. Thus, in this subsection we consider limited buffer sizes and investigate the

effect of buffer size on the network performances.
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Figure 2.9: WISP-Mote vs. duty-cycling with limited buffer size (0.002 nodes/m2, 1

data MULE, buffer size = 10 pkts).

In these simulations, we set the buffer size to be a small value, 10 packets, in

order to show the impact of increasing packet rate given a fixed-size buffer. In

real life, to have a higher packet delivery performance, the buffer size must be

larger at the expense of longer packet latency. As the average packet delay only

includes delivered packets, dropped packets are excluded from the packet latency

calculations.

We can see from Fig. 2.9 that the packet delay decreases as the packet rate

increases. The reason is that more and more old packets are dropped due to the

limited buffer size and these dropped packets are not included in the calculation

of the packet latency. The upper right subplot of Fig. 2.9 shows that the PDRs

consistently decrease as the packet rate increases, which is reciprocal to the average
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buffer usage in the lower left subplot. The energy consumptions for the duty-

cycling and WISP-Mote schemes are consistent with the previous results.

Effects of the Number of Data MULEs

The data MULE sensor network performance depends on both the properties of

the sensor nodes and the characteristics of the data MULEs. The packet delay and

UPR are related to how fast the MULE(s) can sweep over the entire network. The

moving speed of a data MULE is clearly correlated to the network performance.

The faster the MULEs move, the lower the latency and the undelivered packet

ratio that can be achieved.

A more interesting investigation is the effect of the number of MULEs. Besides

packet collisions, the beacon signal and ACKs sent by the MULEs can also collide.

Since the WISP-Mote does not need to receive a beacon signal to be informed

of the MULE’s appearance, it will not be affected by beacon signal collisions.

Furthermore, the wake-up range is much smaller than the communication range

in the WISP-Mote network. This greatly reduces the probability of MULE-node

link collisions for the multi-MULE scenarios.

As Fig. 2.10 shows, the latency and UPR both perform better when there are

more MULEs in the network. When there are multiple MULEs on the field, there

are chances that one node is talking to multiple MULEs. In this case, the ACKs

will collide and the node will have to retransmit the packet. We also consider

these as collisions. At the same time, when the number of MULEs increases, the

nodes can transmit packets more efficiently. Therefore, the average collision per

packet delivery remain stable when there are multiple MULEs in the field.

For the duty-cycling scenario, the energy consumption to deliver one packet

drops because the nodes are wasting less energy on idle listening when there are

more MULEs (since they do not wake up when they have no data to send). On the
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Figure 2.10: WISP-Mote vs. duty-cycling with increasing MULE quantities (0.002

nodes/m2, 1 pkt/min, unlimited buffer size).

other hand, the energy efficiency for the WISP-Mote network remains quite stable.

From the results, we can conclude that trading off with more infrastructure cost,

we can achieve better performance by placing more data MULEs in the network.

Effects of the Mobility Model of the Data MULEs

The MULE’s mobility pattern is another factor that has impact on the sensor

network performance. We can expect that the best prescheduled route is to let

the MULE directly go to the nodes one by one, but that would require pre-

knowledge of the network topology (which may not be available for certain types

of applications), and would introduce extra complexity to the MULE.
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Figure 2.11: Comparisons among different mobility models for the data MULE;

RW=Random Walk, RD=Random Direction, SP=Snake Path (0.002 nodes/m2, 1

pkt/min, unlimited buffer size).

In our simulations, we compare three different mobility models for the WISP-

Mote scenario: Random Walk, Random Direction, and Snake Path. The Random

Direction algorithm has been described in Section 2.5.1. For the Random Walk

algorithm, each MULE selects a speed from [5m/s, 15m/s] and moves towards a

direction chosen from [0, 2 π] for a period of time chosen from [0, 10 s]. All these

selections are done in a uniformly random manner from the intervals given. In

the Snake Path algorithm, each MULE sweeps over the entire field by following a

snake-shaped route with a constant speed of 10m/s.

As we can see from the results, the MULE with Snake Path algorithm has

a higher efficiency of covering the entire network. The Random Walk algorithm
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is slightly worse than the Random Direction algorithm. When there are five

MULEs, the network with 5 MULEs using the Snake Path algorithm can deliver

99.3% of the packets with an average latency of 112 s per packet, whereas the

Random Direction mobility model has a latency of 156 s with 98.0% of the packets

delivered. As for collisions, MULEs with prescheduled routes also outperform the

other two approaches. Therefore, using data MULEs with prescheduled routes is

the most efficient for collecting data from the sensors.

2.6 Applications That Can Benefit From WISP-

Motes

The applications that can benefit from passive wake-up radio sensor networks are

determined by the characteristics of the network in terms of transmission range,

asymmetric energy consumption values, and the equipment costs of the receiver

and the transmitter. Considering the hardware costs and the energy constraints,

it is expected that there will only be a few powerful nodes in a sensor network that

have the capability to wake up the other nodes in realistic applications. Even if

all the sensors are assumed to have enough energy, the wake-up range is relatively

short due to path loss and the efficiency of power harvesting at the receiver. As a

result, to cover a large area of sensor nodes, either the wake-up signal transmitter

has to be mobile to wake up the sensor nodes and collect data, or the sensor nodes

have to be mobile to move to the base station to deliver data. Based on these

features and constraints, we present several potential real-world applications that

can benefit from passive wake-up sensor networks.
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Figure 2.12: Patient monitoring scenario (unlimited buffer), “BCWM stands for

Broadcast-based WISP-Mote, “ID-WM stands for ID-based WISP-Mote.

2.6.1 Health Monitoring Applications

Body area networks bring inexpensive health monitoring to different environ-

ments. Wake-up radio technology has great potential for such applications. In

a home health monitoring application, such as the one we introduced at the be-

ginning of this dissertation, instead of using traditional health monitors, which

connect to a user’s body with wires limiting his/her daily activities, each user

can be equipped with various wireless sensor nodes for collecting different phys-

iological information, e.g., heart rate, blood pressure, blood glucose, and insulin

level. Wake-up radio transmitters are placed at specific locations such as kitchen

and bedroom. With ID-based wake-up radio, only specific sensors will be awak-
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ened and gather data or perform data transmissions when the user enter these

locations. For example, when the user enters the kitchen, glucose sensor will be

waken up and start monitoring glucose level; when the user goes to bed, EEG

sensor will be awakened and start monitoring the user’s brain wave. By reducing

unnecessary sensing and transmission activities, the sensor node lifetime may be

greatly improved.

Similarly, patient monitoring in long-term care facilities (e.g., a sanatorium or

an assisted living facility), is another potential application. In these places, pa-

tients are cared for over a relatively long period of time and require non-emergency

but long-term health monitoring (e.g., the data from the patients only need to

be collected by nurses several times per day). Wireless body sensors are placed

on patients’ body as in the home health monitoring application. With all the

equipments (the wake-up transmitter, the data receiver, the computer, and the

power source) carried in a trolley, a nurse can easily gather all the sensor data

from patients while periodically traveling throughout the patients’ rooms.

We performed simulations for this scenario to compare the performance of

duty-cycling, broadcast-based wake-up and ID-based wake-up. 1% duty-cycling is

chosen for the duty-cycling scenario, as it has similar latency and packet delivery

performance as the wake-up scheme in the previous data MULE scenario simu-

lations. The wake-up probability models used for broadcast-based wake-up and

ID-based wake-up are built based on our closed environment field test results.

In the simulations, we assume there are 36 rooms, each with an area of 20m ×

20m. A ”nurse” goes from room to room with a speed of 1m/s to collect data

from the 4 sensors on each patient. We also set the nurse with 20% probability of

pausing while moving.

The ID-based wake-up is beneficial in this scenario, since there are multiple

nodes on each patient’s body. If a broadcast-based wake-up is used, all of the

nodes on a patient will be awakened with probability calculated based on our
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closed environment field test results, which would cause congestions. Therefore,

waking up the nodes one by one based on their type (or patient ID in other cases)

will greatly reduce the chance of collisions and hence extend the nodes’ lifetime.

The simulation results confirm our expectations. As we can see from Fig. 2.12,

the delay for the three scenarios are generally about the same. However, both the

WISP-Mote networks can deliver more packets than the 1% duty-cycling and

consume about 5 times less energy. In terms of collisions, broadcast-based wake-

up, as expected, has the highest number of collisions, which somewhat decreases

its energy efficiency. ID-based wake-up, on the other hand, has zero collisions

and consumes a little less energy (4.3mJ/pkt) than broadcast-based wake-up

(4.8mJ/pkt). Overall, in the health-monitoring scenario, ID-based wake-up is

the most energy efficient scheme with competitive performance in terms of delay

and UPR.

2.6.2 Environmental Applications

Wildlife monitoring is one of the potential applications for passive wake-up radio

sensor networks. A branch of zoology research investigates the behavior of or

interactions between species. It is important to gather information on individual

animals such as their locations or physiological data, as well as environmental

information such as temperature and humidity, to understand the effects of the

environment and influences from other species.

The cost of collecting data by equipping animals with sensor nodes is much

lower than the cost of other approaches, e.g., volunteers. However, it is usually

difficult for scientists to retrieve the sensor nodes from wild animals for battery

replacement or recharging individually. Hence, the energy-efficient operation of

the sensor nodes is crucial, which is the main motivation for using the radio wake-

up technique.
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Figure 2.13: Animal monitoring scenario; D1= 1% Duty-cycling with R = 1,

W1=WISP-Mote with R = 1, D2=1% Duty-cycling with R = 2, W2=WISP-Mote

with R = 2 (0.2 pkt/min, buffer size unlimited)

Scientists may put sensor nodes on the animals, e.g., using a sensor collar,

as done by researchers in the ZebraNet project [47], and place data collectors

(equipment including a wake-up signal transceiver, data transceiver, and large

energy supply) at places where the animals are expected to congregate, such as

ponds and rivers, or where the animals are expected to roam. When the animals

get close to the data collector, the radio on them will be awakened and start

transmitting the gathered sensor data to the data collector. Since the sensor nodes

may last for years, the battery retrieval and replacement costs can be saved.

We simulate this scenario by assuming a 1000m by 1000m area with a pond

at the center. Assuming animals will tend to come to the pond for water, we



48

set a data collector at the pond sending out a broadcast-based wake-up signal

continuously. Animals equipped with WISP-Mote sensor devices roam around

this area and irregularly go to the pond for water. When the animals are roaming,

they follow a random walk mobility model with average speed of 5m/s. After a

uniform random period of time with mean value of tr, they move toward the pond

and stay there for another uniform random amount of time with mean of ts.

The ratio R = ts / tr impacts the network performance as is shown by the

results below. A larger ratio of R represents a longer stay at the pond, and as we

can see from Fig. 2.13, this results in a lower packet latency. For duty-cycling,

lower packet delay means less idle listening. In other words, the energy waste is

reduced and hence the energy efficiency is increased.

On the other hand, for the WISP-Mote scenario, the average number of col-

lisions before a successful packet delivery is much higher than for duty-cycling.

Yet, the undelivered packets and the energy consumption of the WISP-Mote sce-

nario is much lower than the 1% duty-cycling scenario. This scheme will suffer

from collisions if the number of nodes is large. As we can see, in this scenario,

when R and the number of nodes increase, the average number of collisions per

packet increases dramatically, which results in a decrease in the energy efficiency.

One way to improve the network performance is to add a random delay before

a WISP-Mote node performs carrier sensing. The maximum value of the delay

should be adjusted according to the number of nodes in the network, which pro-

vides a good estimate of the probability of collision in practice. Since our goal for

this chapter is not to design an application specific protocol, we do not optimize

the WISP-Mote algorithm here.
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2.6.3 Other Potential Applications

Daily activity monitoring is one application similar to the one envisioned at the

beginning of this dissertation. In this application, passive wake-up radio receivers

can be put on wearable sensors and smartphones (which nowadays are usually

equipped with several sensors including accelerometer, gyroscope, proximity sen-

sor, GPS, temperature sensor, light sensor and so forth, in order to track the

smartphone’s motion, location and environmental parameters). When the user

enters certain areas where wake-up radio transmitters are located, the sensors or

smartphones could be awakened to perform sensing activities. While the user is

outside of the area, the sensors and smartphones will stay in a low power mode

in order to save energy.

Intelligent Transportation System (ITS) is a very promising application that

aims to improve traffic safety while providing other benefits such as reducing fuel

consumption and latency. Using transportation facilities to collect sensor data

throughout the city, i.e., urban monitoring [48], can be part of the ITS. The

sensor data may include traffic conditions and weather information that will be

helpful for congestion avoidance and improving traffic safety. Battery powered

sensor nodes can be easily attached to traffic lights, bus stations, toll booths, and

traffic signs and may work for years due to the energy efficiency improvements

from using wake-up radios. Buses, trains and garbage trucks are good candidates

for performing data collection duties, as they can cover a fairly wide area [49,50]

and they have no energy limitations so that transmitting a powerful wake-up

signal is not a problem.

2.7 Conclusions

In this chapter, we presented a novel device that utilizes current commercial sensor

nodes and programmable RFID tags to implement a passive wake-up radio sensor
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network. Field tests in various environments are performed to characterize the

wake-up probability as a function of distance between the wake-up transmitter and

receiver. The results indicate that the wake-up radio performs the most stable as

distance increases in an open environment compared to a closed environment and

a cluttered environment. The results also prove that the wake-up range is very

limited compared to the ZigBee-compliant sensor mote communication range. In

addition, the radio wake-up transmitter requires high energy consumption that

cannot be applied to all the sensor nodes considering the hardware cost and the

energy budget. Both of these introduce a coverage problem.

To extend the sensor network coverage, mobility has to be introduced into pas-

sive wake-up radio based networks. We conduct detailed investigations on a data

MULE scenario to study the impacts of packet generation rate, node density, node

buffer size, MULE quantity, and MULE mobility model on network performance.

The simulation results indicate that in the mobile scenarios we investigated, the

passive wake-up radio sensor network achieves significantly better energy efficiency

than duty-cycling. Furthermore, potential applications of passive wake-up radio

sensor networks are discussed, and simulations are performed based on two spe-

cific application scenarios. The results reveal that passive wake-up radio sensor

networks have comparable packet latency and packet delivery performance while

greatly improving the energy efficiency.

Increasing the RFID reader-to-tag communication range will improve the per-

formance of passive wake-up radio networks. The directional antenna and beam

forming technique mentioned in [32] provide a possible solution to extend the

wake-up range without increasing the wake-up transmitter power. As another

approach, Omni-ID Corporation [51] has developed a patented technology called

a “plasmatic structure” that captures incoming RF waves and creates a region of

highly concentrated energy around the RFID, greatly extending the operational

range.
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3 Noise Resilient Pitch

Detection from Speech Data

3.1 Introduction

In many applications for energy efficient sensing and computing systems, sensing

signals are noisy and must be processed to improve the signal-to-noise ratio or to

extract relevant information. For example, in the stress and emotion classifica-

tion application described in Chapter 1, sensing data from a human subject must

be obtained. These data may include speech data, image data of facial expres-

sion and body expressions, electrocardiograph (ECG) and electroencephalograph

(EEG). From the sensing data, features that contain important emotion infor-

mation can be acquired. For example, from speech data, we can extract pitch,

intensity, formant, linear prediction coefficients (LPC), linear predictive cepstral

coefficients (LPCC), mel-frequency cepstral coefficients (MFCC) and linear fre-

quency cepstrum coefficients (LFCC). However, if the original data is corrupted

by noise, obtaining these features from the noisy speech data is challenging. In

this chapter, we focus on the detection of pitch, which is one of the most essential

features in emotion classification from speech [52], from a noisy speech signal.

For human speech, pitch is defined by the relative highness or lowness of a

tone as perceived by the human ear, and is caused by vibrations of the vocal
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cords. Since pitch is a subjective term, in this chapter, we use the objective

term fundamental frequency (F0), which is an estimate of pitch. If there were

perfectly periodic speech signals, F0 would be the inverse of the period of voiced

speech. However, the interference of formant structure for speech signals, or the

interference of spectral envelope structure for music signals, makes the accurate

detection of F0 difficult. Also, due to the aperiodicity of the glottal vibration itself

and the movement of the vocal tract that filters the source signal, human speech

is not perfectly periodic [53]. Additionally, accurate F0 detection is difficult when

the speech signal is corrupted with noise. Therefore, F0 detection has always been

a challenge in speech signal analysis.

A variety of speech-based applications can benefit from a more precise and

robust F0 detection algorithm. For example, F0 detection is essential in auto-

matic speech recognition, where pitch-accent patterns can be used to improve

recognition performance [54], or homophones can be differentiated by recognizing

tones [55]. For synthesized speech to be natural and intelligible, it is crucial to

have a proper F0 contour that is compatible with linguistic information such as

lexical accent (or stress) and phrasing in the input text. Therefore, F0 modeling

can be used for speech synthesis [56] [57]. F0 and azimuth cues can be jointly used

for speech localization and segregation in reverberant environments [58]. More-

over, in emotion detection or other affective measurement, it has been found that

prosodic variations in speech are closely related to one’s emotional state, and the

F0 information is important for the identification of this state [59]. A warning

system has been developed in [60] to detect if a driver exhibits anger or aggressive

emotions while driving, using statistics of the F0 value and other metrics. Some

health care providers and researchers implemented F0 detectors and other behav-

ior sensing technologies on mobile devices, such as smartphones, for behavioral

studies [61] [62] or patient monitoring, such as the clinical trials conducted by

the University of Pittsburgh for detecting depression in patients [63]. However,
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for these types of applications, the vehicle noise captured by the detector or the

ambient noise captured by mobile devices may strongly influence the F0 detection

performance.

F0 detection also plays a very important role in music signal analysis and

music information retrieval, and has a broad range of applications. Music nota-

tion programs use F0 detection to automatically transcribe real performances into

scores [64]. Reliable F0 extraction from humming is critical for query-by-humming

music retrieval systems to work well [65]. Music fingerprinting technology also uses

F0 information for music identification among millions of music tracks [66]. F0

detection in noisy music is also challenging. Music may be recorded in noisy en-

vironments such as in a bar or on the street. Noise may also be introduced by

the recording device itself. One challenge is that the F0 generated from tonal

musical instruments spans a large range, normally from 50 Hz to 4,000 Hz [67].

For musical signals with high F0, the wide range of possible F0 candidates in-

creases the likelihood of finding a wrong F0 value. The other challenge is that,

unlike for human speech, the sound for musical signals can last for several sec-

onds, thus the overlapped musical tones can also be considered as noise. Due to

these reasons, when performing F0 detection in real scenarios, the quality of the

input signal may be greatly degraded. Therefore, F0 detection of musical signals

in noisy environments is necessary.

Adding noise may introduce spectral peaks in the spectrum of the speech signal

or distort the shape of the speech peaks, depending on the type and level of the

noise. The key to detecting F0 from noisy speech or music is to differentiate speech

or music spectral peaks from noise peaks. In Fig. 3.1, we plot the spectrum of one

frame from a clean speech file and the same frame with babble noise at 0 dB SNR.

By examining this frame, we can see that F0 is located at 192 Hz. By comparing

the spectrum of the clean speech and the noisy speech, we can see that the added

noise peaks distort the shape of the speech peaks, causing the highest point of
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the peak to be shifted. For the noise at 0 dB SNR, the amplitudes of the noise

peaks can even be comparable with the amplitudes of the speech peaks. However,

their locations in the frequency domain are not periodic, and the distribution of

the noise peaks in the frequency range varies for different types of noise. Thus,

the locations of the spectral peaks are affected less by the additive noise than

the amplitudes of the peaks. Therefore, the ratios of harmonic frequencies are

essential to find F0 from a noisy signal.

Also, as seen in the spectrum of the noisy speech shown in Fig. 3.1, the first

four harmonics are located at 391 Hz, 581 Hz, 760 Hz, and 958 Hz. The spectral

peak located at 485 Hz is from the noise signal. We can see that the harmonics

are not exactly spaced at integer multiples of the fundamental frequency F0 in

the frequency domain, and the higher order harmonics have larger drift than the

lower order harmonics. Therefore, we need to set a tolerance range to account for

the drifts when calculating the ratios of harmonic frequencies.
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Figure 3.1: Spectrum of one frame of clean speech and speech with babble noise

at 0 dB SNR.
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As existing F0 detectors, such as Cepstrum [68], HPS [69], and Praat [70],

do not perform well when the input data is noisy, we are motivated to design a

noise resilient F0 detection algorithm that is better suited for practical uses. This

chapter is based on our previous work [71], which proposed the BaNa algorithm

for F0 detection in speech signals. The BaNa algorithm is a hybrid F0 detection

algorithm that combines the idea of using the ratios of harmonic frequencies with

tolerance ranges and the Cepstrum approach to find F0 from a noisy signal. In

this chapter, we discuss F0 detection for both speech and music signals, and we

describe the simple modifications of BaNa required for music F0 detection. We

show that using the ratios of harmonic frequencies with pre-tuned tolerance ranges

for F0 detection enables the algorithm to be resilient to additive noise. We also

show that incorporating Cepstrum and post-processing techniques can improve

the F0 detection performance.

In addition, we extend the work in [71] by evaluating the BaNa algorithm on

a range of speech databases and by comparing it with seven classic and state-of-

the-art F0 detection algorithms. We test the proposed BaNa algorithm on real

human speech and music samples corrupted by various types and levels of realistic

noise. Evaluations show the high noise resilience of BaNa compared to the classic

and state-of-the-art F0 detection algorithms. For noisy speech at 0 dB SNR,

BaNa achieve 20% to 35% Gross Pitch Error (GPE) rate for speech and 12% to

39% GPE rate for music. Also, we discuss issues with implementing BaNa on a

smartphone platform. Test results on a real device show that our implementation

of BaNa can process recorded speech files with a reasonable speed, opening the

door for real-time F0 detection on mobile platforms.

The rest of the chapter is organized as follows. Section 3.2 provides a brief

survey of well-known F0 detection algorithms and also some of the most recent F0

detection algorithms. Section 3.3 describes the BaNa algorithm for F0 detection

in noisy speech. Experimental settings and extensive experimental results com-
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paring the BaNa algorithm with several classic and state-of-the-art F0 detection

algorithms using different speech databases are presented in Section 3.4 and Sec-

tion 3.5, respectively. Section 3.6 presents the slight modifications of the BaNa

algorithm to improve its performance for F0 detection in noisy music. We describe

an implementation of the BaNa F0 detection algorithm in Section 3.7. Finally,

Section 3.8 concludes the chapter.

3.2 Related Work

Among the well-known classic F0 detection algorithms, autocorrelation function

(ACF) and cross correlation are among the most widely used time domain meth-

ods. A number of algorithms have been developed based on these two approaches.

Average Magnitude Difference Function (AMDF) [72] is a variation of ACF, which

calculates a formed difference signal between the delayed signal and the original

one. Since the AMDF algorithm does not require any multiplications, it is de-

sirable for real-time applications. Praat [70] considers the maxima of the auto-

correlation of a short segment of the sound as F0 candidates, and chooses the

best F0 candidate for each segment by finding the least cost path through all the

segments using the Viterbi algorithm. YIN [73] uses a novel difference function

similar to autocorrelation to search for the F0 period. It further refines the F0

detection result using some post-processing methods. Two types of modified dif-

ference function used in YIN are proposed in [74]. The RAPT F0 tracker [75],

on the other hand, is a variation of cross correlation, which computes the F0 by

extracting the local maxima of the normalized cross correlation function.

In the frequency domain, F0 is found by searching for harmonic peaks in the

power spectrum. The Cepstrum method [76] [68] is among the most popular

algorithms. Cepstrum is found by computing the inverse Fourier transform of

the log-magnitude Fourier spectrum, which captures the period in the speech
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harmonics, and thus shows a peak corresponding to the period in frequency.

Schroeder’s frequency histogram [69] enters all integer submultiples of all the

peaks in the spectrum in a histogram. Since F0 is the integer submultiple of all

the harmonics, in an ideal case, the entry with the highest weight in Schroeder’s

frequency histogram is the correct F0. As pointed out in [77], Schroeder’s fre-

quency histogram is susceptible to octave errors, as F0 and F0/2 will have the

same weight in Schroeder’s frequency histogram. In cases where noise peaks are

selected, Schroeder’s histogram will make mistakes by selecting the greatest com-

mon divisor of both the harmonics and the noise peaks.

The Harmonic Product Spectrum algorithm (HPS) [69] multiplies the original

signal with downsampled signals, thus in the frequency domain, the spectra of all

the downsampled signals line up the peaks at the F0 value for isolation. Another

harmonic summation method is proposed in [78], which modifies the HPS method

for multiple F0 estimation in polyphonic music. The harmonic components’ energy

distribution is used, and F0 candidates are selected using a competition mecha-

nism. The algorithm is tested on three different instruments. However, for these

harmonic summation methods, noise peaks with high amplitudes can be easily

mistaken for harmonic peaks at low SNR scenarios. Since our proposed BaNa

algorithm only relies on the locations of the harmonic peaks to calculate the fre-

quency ratios of those spectral peaks, with the peak’s amplitude information only

being considered for peak selection, we show in Section 3.4.3 and Section 3.6.5

that the BaNa algorithm is more robust than the HPS algorithm for noisy speech

and noisy music.

The PEFAC (Pitch Estimation Filter with Amplitude Compression) algorithm

proposed in [79] is another frequency-domain F0 detection algorithm for noisy

speech. This approach estimates F0 by convolving its power spectral density in

the log-frequency domain with a filter that sums the energy of the F0 harmonics

while rejecting additive noise that has a smoothly varying power spectrum. Also,
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amplitude compression is applied before filtering to attenuate narrow-band noise

components.

Some F0 estimators operate in the time-frequency domain by applying time-

domain analysis on the output of a filter bank. In the algorithm proposed by Jin

and Wang [80], a new frequency channel selection method is proposed to select

less corrupted channels for periodicity feature extraction. F0 scores for each F0

state are derived given the periodicity features and are given to a hidden Markov

model for F0 state tracking.

Recently, an increasing number of F0 detection algorithms have been designed

using a data-driven statistical approach to combat noise, such as the algorithms

described in TAPS [81], Wu [82], and SAFE [83]. In [81], Huang et al. propose

an F0 estimation method that uses Temporally Accumulated Peaks Spectrum

(TAPS). Since the harmonic structure of voiced speech changes more slowly than

the noise spectrum over time, spectral peaks related to F0 harmonics would stand

out after temporal accumulations. Clean and noisy speech data is required to

train the peak spectrum exemplar set and the Gaussian mixture model.

The Wu algorithm [82] is also a statistical approach, which integrates a new

method for extracting periodicity information across different channels, and a

Hidden Markov Model for forming continuous F0 tracks. The modeling process

incorporates the statistics extracted from a corpus of natural sound sources. The

SAFE algorithm [83] also uses a data-driven approach to model the noise effects

on the amplitudes and locations of the peaks in the spectra of clean voiced speech.

However, these data-driven approaches may not always be practical. Since

these algorithms are trained with known noise types and specific noise levels, the

noise information of the test sample is also required as input to the model. How-

ever, this information is not always available, since the user often does not know

the type of noise, and it is even harder to measure the noise level. The proposed

BaNa algorithm, on the other hand, does not require any prior information about
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the noise.

Though most F0 detection algorithms were developed for F0 detection in

speech, a number of the aforementioned algorithms have also been used in mu-

sic. The YIN and Praat algorithms are evaluated in [84] for synthetic signal and

real-time guitar signal F0 tracking. In [85], F0 detection performance of the HPS

algorithm and its variation called Cepstrum-Biased HPS are compared for inter-

active music. Clean cello and flute pieces are used in the experiments. However,

robust F0 detection in noisy music is still a topic that needs to be explored.

In this chapter, we perform an extensive quantitative comparison analysis to

show the performance, in terms of Gross Pitch Error (GPE) rate, for our proposed

F0 detection algorithm, BaNa, and several of the aforementioned algorithms (YIN,

HPS, Praat, Cepstrum, PEFAC, SAFE, and Wu) for noisy speech and music

signals.

3.3 BaNa F0 Detection Algorithm for Speech

In this section, we describe the BaNa hybrid F0 detection algorithm for speech.

3.3.1 Preprocessing

Given a digital speech signal, preprocessing is performed before the extraction of

the F0 values. In the BaNa algorithm, we filter the speech signal with a bandpass

filter. Let Fmin
0 and Fmax

0 denote the lower limit and upper limit for F0 values

of human speech, respectively. The lower bound of the bandpass filter is set to

Fmin
0 . The upper bound is set to p ·Fmax

0 , where p is the number of spectral peaks

captured that will later be used for F0 detection.
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3.3.2 Determination of the F0 candidates

Since harmonics are regularly spaced at approximately integer multiples of F0 in

the frequency domain, we use this characteristic of speech in the proposed BaNa

algorithm to achieve noise resilience. If we know the frequency of a harmonic and

its ratio to F0, then F0 can be easily obtained. However, even if a harmonic is

discovered, its ratio to F0 is unknown. Therefore, we propose an F0 detection

algorithm that looks for the ratios of potential harmonics and finds the F0 based

on them by applying the following steps.

Step 1: Search for harmonic peaks

Spectral peaks with high amplitudes and low frequencies are preferred to be

considered for F0 candidates, since peaks with high amplitudes are less likely to

be caused by noise, and peaks with low frequencies are easier to be identified to

be harmonics by calculating the ratios. Peaks with high frequencies may be high

order harmonics, which cannot be used to calculate harmonic ratios, since we only

consider the ratios of the first p harmonics. Therefore, we consider the p peaks

with amplitudes higher than a certain threshold and with the lowest frequencies

to derive F0 candidates. We use the peak detection algorithm provided in [86] to

search for the peaks in the spectrum. In [86], spectral peaks with small amplitudes

are filtered out by setting a peak amplitude threshold, and peaks located very

close to dominant peaks are smoothed by setting a threshold of the window width

for smoothing. Settings that we use for the number of selected peaks p, the

peak amplitude threshold parameter, and the window width parameter for the

smoothing function in the peak detection function are presented in Table 3.2.

Let F̂i and | Ĥi | represent the frequencies and the magnitudes of the p spectral

peaks with the lowest frequencies whose magnitudes are above a certain threshold,

where i = 0, · · · , p− 1. We place the p peaks in ascending order of frequency to

obtain the set of F̂i, denoted as F̂ . For most human speech, energy concentrates in
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the low frequency part, thus some or all of the p peaks are likely to be at the first

p harmonics, which are at m × F0, m = 1, · · · , p. For each frame, F0 candidates

are derived from the ratios of the frequencies of F̂ using the following algorithm.

Step 2: Calculate F0 candidates

Figure 3.2: Tolerance ranges for harmonic ratios when the number p of selected

spectral peaks is set to 5, and an example to illustrate the procedure for deter-

mining the F0 candidates.

We calculate the ratios Rij = F̂j/F̂i for all F̂i, F̂j, where i < j, and i, j =

0, · · · , p − 1. Take the number of selected spectral peaks p = 5 for example. If

a calculated ratio Rij falls into any tolerance range of the harmonic ratios shown

in the left table in Fig. 3.2, we are able to find to which harmonics F̂i and F̂j

correspond. For harmonic ratios with small numbers, we set adjacent tolerance

ranges to be bounded with each other, i.e., the upper bound of the tolerance range

of the ratio of F̂4 and F̂3 is the same as the lower bound of the tolerance range

of the ratio of F̂3 and F̂2, which is (5/4 + 4/3)/2 = 1.29, as shown in Fig. 3.2.

For harmonic ratios with large numbers, the width of the tolerance range is set to
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0.2 or 0.4, depending on the ratio number. We show in Section 3.4.3 that these

tolerance range numbers are tuned to achieve the best F0 detection performance.

A potential F0 candidate can be obtained by dividing the harmonic by its ratio

to F0: F̃ = F̂i/m, where m = 1, · · · , p. Note that due to the imperfect periodicity

of human speech, the harmonics may not be exactly on integer multiples of F0,

and we observed that higher order harmonics have even larger drift than lower

order harmonics in practice. Therefore, we set a smaller ratio tolerance range for

lower order harmonics, and we set a larger ratio tolerance range for higher order

harmonics. In total, Cp
2 ratio values are calculated between every pair of F̂ . Since

both ratios of F1/F0 and F3/F1 are equal to 2, it is not trivial to differentiate to

which harmonics this ratio belongs. In our algorithm, we assume it belongs to

F1/F0 and calculate the F0 candidate based on that.

In order to combat these octave errors, the proposed BaNa algorithm adds two

other F0 candidates. One added candidate is the spectral peak with the smallest

frequency value, since we have found that in some cases only the F0 peak is high

enough to be detected. The other added F0 candidate is the F0 value found

by the Cepstrum method. The reason is that the p spectral peaks we choose

mainly belong to low frequency values. For some rare cases, the higher order

harmonics (e.g., 5th to 10th harmonics) are found to yield higher spectral peak

values compared to the low order harmonics. In that case, the spectral peaks

at low frequencies are more vulnerable to noise. However, since the Cepstrum

method depicts the global periodicity of the spectrum, and considers all spectral

peaks, it can help to detect the F0 in those rare cases. In Section 3.5.2, we show

the benefit of including the spectral peak with the smallest frequency value and

the Cepstrum F0 as additional candidates.

The number of F0 candidates derived from the ratio analysis and the two

added candidates, K, is then less than or equal to Cp
2 + 2. Among these K

F0 candidates, the ones that are out of the Fmin
0 to Fmax

0 human speech range
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are discarded, and the number of candidates is reduced from K to K ′. If no

candidate is derived from the ratios, we set the F0 value to 0 Hz. We then

order the K ′ candidates in ascending order of frequency. F0 candidates that are

within ξ Hz of each other are considered to be “close” candidates. For each of

these K ′ candidates F̃k, where k = 1, ..., K ′, we count the number of “close”

candidates Uk, and select the one with the largest number of “close” candidates

to be a “distinctive” candidate F̌d, where d = 1, ..., D, and D is the number of

“distinctive” candidates. The “distinctive” candidate and its “close” candidates

are deleted from the candidate list. If there is more than one candidate that has

the same largest number of “close” candidates, we select the one with the smallest

frequency to be the “distinctive” candidate. We continue the same procedure for

the remainder of the list until the list is empty. We set the number of “close”

candidates, including the chosen candidate itself, to be the confidence score Vd

for the corresponding “distinctive” candidate F̌d. Among the D “distinctive”

candidates, where D ≤ K ′, the ones with higher confidence scores are more likely

to be F0.

In Fig. 3.2, we use the frame shown in Fig. 3.1 to illustrate the process of

calculating F0 candidates. In Fig. 3.1, the dotted line represents the spectrum of

one frame of speech with 0 dB babble noise. The five selected spectral peaks that

have the lowest frequencies are located at 192 Hz, 391 Hz, 485 Hz, 581 Hz, and

760 Hz. The 485 Hz peak is caused by the noise signal, and the remaining four

peaks are from the speech signal. We map each calculated frequency ratio in the

right table in Fig. 3.2 to one expected harmonic ratio in the left table in Fig. 3.2.

For example, the ratio of the 5th and 4th spectral peaks is F̂5/F̂4 = 760/581 = 1.31,

which maps to the [1.29 1.42] frequency ratio tolerance range for the expected

frequency ratio of the 3rd and 2nd harmonics. Therefore, the F0 candidate is

derived as 581/3=194 Hz. In this example, all calculated frequency ratios are

mapped to one expected harmonic ratio in the left table, which results in 10 F0
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candidates. The Cepstrum candidate and the peak with the lowest frequency are

added as two additional F0 candidates, which are 190 Hz and 192 Hz, respectively.

If we use the parameters shown in 3.4.3, all the 12 candidates are within

the Fmin
0 = 50 Hz to Fmax

0 = 600 Hz range for F0. Candidates that are within

ξ = 10 Hz of each other are considered to be “close” candidates. In Fig. 3.2,

the bottom table shows the “distinctive” candidates and their confidence scores.

The 190 Hz candidate has the highest confidence score, which is very close to

the ground truth F0, i.e., 191 Hz calculated from the corresponding clean speech

signal. In Fig. 3.2, correct F0 candidates are listed on the bottom and are marked

by solid red lines. Incorrect F0 candidates are listed on the top and are marked

by dotted black lines. We can see that the candidates calculated from the 485 Hz

noise peak are all incorrect candidates.

3.3.3 Selection of F0 from the candidates

In Section 3.3.2, the “distinctive” candidates of individual frames are obtained

independently. However, the F0 values of neighboring frames may correlate, since

the F0 values of human speech exhibit a slow time variation, and hence, large F0

jumps among subsequent frames are rare. Therefore, we use the Viterbi algorithm

[87] for post-processing to go through all the candidates in order to correct F0

detection errors, similar to the post-processing used in the Praat algorithm [70].

We aim to find a path that minimizes the total cost, which consists of two parts:

the frequency jumps between the candidates of two consecutive frames, and the

inverse of the confidence scores of each “distinctive” candidate.

Let F̌ n
i denote the ith “distinctive” F0 candidate of frame n and Nframe denote

the number of frames in the given speech segment. Moreover, let pn denote the

index of the chosen F0 candidate for the nth frame. Thus, {pn | 1 ≤ n ≤ Nframe}

defines a path through the candidates. For each path, the path cost is defined to
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be

PathCost ({pn}) =

Nframe−1∑
n=1

Cost
(
F̌ n
i , F̌

n+1
j

)
, (3.1)

where pn = i and pn+1 = j. The Cost is used to calculate the cost of adjacent

frames. We define the function Cost by using the F0 differences between the

adjacent frames and the confidence score of the candidates. The F0 difference is

modeled similarly with the transition cost defined in the Praat algorithm [70].

The larger the F0 difference, the higher the Cost should be. We present the F0

difference in the Mel scale, which is a perceptual scale of F0 judged by listeners.

The perceived F0 in the Mel scale has a logarithm relation with the F0 in frequency,

as shown in (3.2):

m = 2595 · log10

(
1 +

f

700

)
. (3.2)

Therefore, in the cost function, the F0 difference in frequency is modeled as the

logarithm of the F0 division in the Mel scale. The other part of the cost function is

modeled using the confidence score. We assign a lower cost to those F0 candidates

with higher confidence scores, thus we use the inverse of the confidence score in

the expression of the cost function. A weight w is introduced to balance the two

parts. The setting for this value is shown in Table 3.2. Then, Cost is defined

mathematically as

Cost
(
F̌ n
i , F̌

n+1
j

)
=| log2

F̌ n
i

F̌ n+1
j

| +w × 1

V n
i

, (3.3)

where V n
i is the confidence score of the ith “distinctive” F0 candidate of the nth

frame.

We use the Viterbi algorithm to find the minimum cost path, i.e., the path

that reduces the F0 jumps the most, while giving priority to the F0 candidates

with higher confidence scores. The optimal path is found for each voiced part in

the speech. The Praat algorithm also uses the Viterbi algorithm to choose F0 from

several F0 candidates for each frame. However, the F0 candidates of Praat are
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local maxima of the autocorrelation of each frame, which have the same confidence

score to be selected as F0. On the other hand, the F0 candidates in BaNa have

different confidence scores, and thus F0 candidates derived from noise spectral

peaks are less likely to be selected as F0. Therefore, the cost function of BaNa’s

Viterbi algorithm shown in (3.3) is different from that in the Praat algorithm.

The complete BaNa algorithm that describes the selection of the peaks and the

calculation and selection of the F0 candidates is given in Algorithm 3.

Algorithm 3 The BaNa F0 Detection Algorithm

1: // For frame n:

2: // Select harmonic peaks

3: select F̂ n: the p peaks with lowest frequencies

4: // Calculate F0 candidates

5: number of candidates K ← 0

6: for i =1 to p, j = i+ 1 to p do

7: ratio Rij = F̂ n
j /F̂

n
i

8: for m =1 to p, m′ = m+ 1 to p do

9: if Rij falls in the left table of Fig. 3.2 and close to m′

m
then

10: K ← K + 1, F̃ n
K ← F̂ n

i /m

11: end if

12: end for

13: end for

14: K ← K + 1, add spectral peak with the lowest frequency F̂ n
1 : F̃ n

K ← F̂ n
1

15: K ← K + 1, add Cepstrum F0: F̃ n
K ← Cepstrum F0

16: discard F̃ n that are out of the Fmin
0 to Fmax

0 range

17: K ′ ← number of remaining candidates F̃ n

18: number of “distinctive” candidates Dn ← 0
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Algorithm 4 The BaNa F0 Detection Algorithm (Continued)

19: while ∃F̃ n 6= null do

20: for k =1 to K ′ do

21: if F̃ n
k 6= null then

22: num. of “close” candidates of F̃ n
k : Uk ← 0

23: for l = 1 to K ′ do

24: if | F̃ n
l − F̃ n

k |≤ ξ Hz then

25: Uk ← Uk + 1

26: end if

27: end for

28: end if

29: end for

30: Dn ← Dn + 1, V n
D ← max Uk

31: “distinctive” candidate F̌ n
Dn ← F̃ n with max Uk

32: F̃ n with max Uk ← null

33: all “close” candidates of F̃ n with max Uk ← null

34: end while

35: // For all frames within a voiced segment:

36: // Choose F0 from “distinctive” candidates

37: for n =1 to number of frames Nframe do

38: for i, j =1 to Dn do

39: Cost
(
F̌ n
i , F̌

n+1
j

)
=| log2

F̌n
i

F̌n+1
j

| +w × 1
V n
i

40: end for

41: end for

42: return {pn} of min {PathCost} ← V iterbi (Cost), where path {pn} denotes

F0 for all frames
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For each frame, the time complexity to calculate K F0 candidates by calculat-

ing frequency ratios of p selected peaks is O (p2). The time complexity to calculate

D ‘distinctive’ candidates from K ′ remaining candidates is O
(
K ′3
)
, which is the

most complex process. The time complexity to use the Viterbi algorithm to choose

the final F0 from ‘distinctive’ candidates is O (D2).

3.4 Experimental Settings for BaNa F0 Detec-

tion For Speech

In this section, we present the speech and noise databases we use for F0 detection

performance evaluation, the error measurement metric, and parameter tuning of

the proposed algorithm.

3.4.1 Speech and Noise Databases

Noisy speech samples can be generated by adding noise recorded in noisy environ-

ments to clean speech samples. Using this approach, the ground-truth F0 values

can be obtained from the clean speech. An alternative approach is to use speech

samples directly recorded in real noisy environments, such as the SPEECON

database [88], where additive noise, reverberations, and channel distortions are

present. The ground-truth F0 values in the SPEECON database are derived by

manually F0-marked recordings from a close speaking microphone with relatively

little noise (clean speech). Several F0 detection algorithms use the SPEECON

database to evaluate their performance [89] [90] [91].

In this work, we use noisy speech samples generated from clean speech and

different types of additive noise.

The clean speech samples we use are taken from four English speech databases:

LDC [2], Arctic [92], CSTR [4], and KEELE [5]. Since female speakers normally
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have higher F0 values than male speakers, approximately an equal number of

speech samples from male and female speakers are chosen from these databases.

Also, since the frequency characteristics in speech differ from person to person,

we select speech samples from all the available speakers within these databases.

Table 3.1 presents the specifications of these speech databases.

Table 3.1: Evaluated speech databases and their features. Parameters are tuned

using samples from the Arctic database.

Speech

databases

Emotion # of

speakers

# of se-

lected

samples

% of

voiced

frames

Has F0

ground

truth?

Arctic [92] neutral 4 10 54.2% No

LDC [2] various 7 20 50.4% No

CSTR [4] neutral 2 100 50.3% Yes

KEELE [5] neutral 10 10 50.4% Yes

The LDC database is the Emotional Prosody Speech and Transcripts Database

from Linguistic Data Consortium. It is chosen because it includes speech samples

with strong emotions such as hot anger and elation, for which the F0 values may

change dramatically even within a short utterance. In the BaNa algorithm, the

difference of F0 values for neighboring frames is taken into consideration by the

Viterbi algorithm. Therefore, the LDC database helps to investigate whether this

discontinuity in F0 values may influence the performance. The Arctic, CSTR

and KEELE databases all contain speech samples with neutral emotion. All the

speech samples used for the evaluation are included in the BaNa toolkit [93].

To test the noise resilience of the investigated algorithms, eight types of noises

are added to the original signals with different SNR levels. The noise database



70

we use is the NOISEX-92 noise database [94], in which we choose six different

types of real life background noise: speech babble (labeled as babble in the figures

for performance comparison), destroyer engine room noise (engine), destroyer

operations room noise (operation), factory floor noise (factory), vehicle interior

noise (vehicle), high frequency radio channel noise (highfreq), as well as two

common types of noise: white noise (white) and pink noise (pink). To generate

noisy speech with a certain SNR value, the signal energy is calculated only on the

voiced part, and the noise is amplified or attenuated to a certain level to meet the

target SNR value.

3.4.2 Error Measurement Metric

For the noisy speech data, if the detected F0 deviates more than 10% from the

ground truth value, it is counted as a gross pitch error. Otherwise, it is counted

as a fine pitch error. The Praat algorithm also uses the 10% deviation range in

their error measurement in [70]. Gross Pitch Error (GPE) rate is the percentage

of incorrectly detected F0 values in voiced speech segments. GPE rate has been

widely used as the error measurement metric for F0 detection [81] [83] [95]. Mean

and standard deviation of Fine Pitch Errors (FPE) are also used in this study.

FPE is calculated by the relative deviation of the detected F0 from the ground

truth F0, with the unit in percent, for any pitch that does not represent a Gross

Pitch Error [96] [97].

The F0 ground truth values for the CSTR and KEELE databases are pro-

vided, which are obtained from the simultaneously recorded laryngograph signals.

We downloaded the speech data and the ground truth values for the CSTR and

KEELE databases from the SAFE toolkit [98], and then shifted the ground truth

values in time as needed to line up with the F0 detected by all the algorithms

tested. For the LDC and Arctic databases with no F0 ground truth provided,

we use auto-labeled F0 values of the original clean speech as the ground truth F0
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values and the voiced/unvoiced delineation, since the original speech samples are

clean and with very little background noise. To best estimate the ground truth F0

values, we calculate the detected F0 values of three algorithms: PEFAC, YIN and

Praat, which all perform well in F0 detection for clean speech. For one frame, if

the detected F0 values from all three algorithms are within 10%, we assume that

this frame is voiced, and the auto-labeled ground truth is determined by averaging

the three detected F0 values. Otherwise, we assume that the frame is unvoiced

and do not detect F0 for that frame.

Fig. 3(a) shows an example of a clean speech recording of the utterance ‘three

hundred (and) nine’ along with the auto-labeled F0 values as the ground truth.

The word ’and’ in the middle is skipped and is not spoken. We can see that for

most of this clean utterance, the detected F0 values from the three algorithms are

very close. We use black solid dots to represent the ground truth F0 values, which

are calculated by averaging the detected F0 values from PEFAC, YIN and Praat.

We also note that the detected F0 values from these three algorithms differ at

frames corresponding to unvoiced stop consonants, i.e., ‘th’ in ‘three’ and ‘h’ in

‘hundred’, and discontinuities, i.e., the spaces between two words. Those frames

are regarded as unvoiced and are ignored. For some frames, no F0 value is shown

on the plot for Praat, since Praat has its own voiced/unvoiced frame detection, and

those frames are considered as unvoiced by Praat. The corresponding spectrogram

is shown in Fig. 3(b), in which the lowest dark red curve verifies the calculated

F0 ground truth in Fig. 3.3a. The frame length used to compute the spectrogram

is 60 ms.

The MATLAB code for the BaNa algorithm is available on the University

of Rochester Wireless Communications and Networking Group’s website [93].

Although the voiced/unvoiced speech detection is not within the scope of this

chapter, we provide one version of the MATLAB implementation of the BaNa



72

0 0.2 0.4 0.6 0.8 1
−0.4

−0.2

0

0.2

0.4

Time (s)

A
m

p
lit

u
d

e
 

 

waveform

0 0.2 0.4 0.6 0.8 1
0

100

200

300

Time (s)

D
e

te
c
te

d
 F

0
 (

H
z
)

 

 

PEFAC

YIN

Praat

Ground Truth

Thr − ee    h   −  un  −   dr − ed            n  −   i  −  n  −   e

(a)

(b)

Figure 3.3: For one clean speech utterance: a) speech waveform and the auto-

labeled ground truth F0 derived from three algorithms: PEFAC, YIN, and Praat,

and b) the spectrogram. The frame length used to compute the spectrogram is

60 ms.
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algorithm with an automatic voice marker [93]. The voiced/unvoiced speech de-

tector used in this version of the BaNa code is the one implemented in [76] as

the voiced/unvoiced speech detector for the Cepstrum F0 detection algorithm.

Frames with a dominant cepstrum peak, with an amplitude higher than the am-

plitude of the second highest peak by a certain threshold, are considered as voiced

frames. However, we have not evaluated the performance of this voiced/unvoiced

speech detector on noisy speech. Other voiced/unvoiced speech detectors are also

available in the literature [83] [89].

3.4.3 Parameter Tuning

The frame shift is set to 10 ms in order to obtain smooth F0 detection results.

The absolute value of the Fourier transform of the Hann windowed speech signal

is calculated, with the FFT size set to 216 = 65,536 to provide good frequency

resolution. Candidates that are within ξ = 10 Hz of each other are considered

to be “close” candidates. Since the F0 of human speech is normally higher than

50 Hz and can be as high as 600 Hz for children or female voices [99], we set the

lower limit and the upper limit for F0 of human speech to be Fmin
0 = 50 Hz and

Fmax
0 = 600 Hz, respectively.

There are several parameters in the BaNa algorithm that can be pre-tuned to

achieve a more accurate estimate of F0. The Arctic samples are used for the tuning

of these parameters, and the set of parameters that provides the lowest GPE rate

averaged over all levels of noise and all types of the NOISEX-92 noise [94] is chosen

as the parameter set used in this chapter.

The parameter settings are shown in Table 3.2. To obtain a stable estimate of

F0, the frame length is chosen to be at least three times the F0 period. Since the

minimum F0 we consider for both speech and music is 50 Hz, the frame length is

thus 1/50 × 3 = 0.06 s, i.e., 60 ms. We also list in Table 3.2 other frame length
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values that we have tested. Using the 20 ms frame length, which is one F0 period

at 50 Hz, results in a higher GPE rate. Although using the 90 ms frame length

can slightly reduce the GPE rate, the temporal resolution is sacrificed.

Parameters in the spectral peak selection process are also tuned, including the

number of spectral peaks p chosen to calculate the F0 candidates, the spectral peak

amplitude threshold and the threshold of the window width for smoothing, which

is the width of the smoothing function applied before spectral peak detection.

With these parameters being properly set, spectral peaks with low amplitudes

and small widths are not chosen. We tested the performance of BaNa by choosing

more or fewer spectral peaks, which means possibly more or fewer harmonics,

but we found that choosing 5 peaks provides good F0 detection performance.

Also, choosing more spectral peaks increases the complexity in calculating the F0

candidates.

Other parameters that are tuned are the tolerance range for the harmonic

ratios used in the left table of Fig. 3.2, and the weight parameter used in the cost

function in (3.3). Note that these parameters represent the optimal set across

all noise types and SNR values for the Arctic speech database; they may not be

optimal for a given noise type or SNR value or samples from other databases.

A user could, of course, optimize the parameters for specific noise conditions,

but we will show in Section 3.5 that using these tuned parameters provides good

performance without the need for tuning for specific noise environments. Note

that for all the other F0 detection algorithms, we choose their default parameters

in the evaluation.

To evaluate the parameter sensitivity of the BaNa algorithm on new types of

noise, we use another widely-used noise database [3] with eight types of common

ambient noise, including airport, babble, car, exhibition, restaurant, street, sub-

way, and train noise. This noise database was used to construct the AURORA
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Table 3.2: Optimal values of tuned parameters, and other values of the parameters

for which BaNa algorithm is tested.

Parameters Optimal value Other values tested

Frame length 60 ms 20 ms, 90 ms

Number of chosen spectral

peaks p

5 3, 4, 6, 7

Spectral peak amplitude

threshold in peak selection

1/15 of the highest

peak

1/25, 1/20, 1/10 of the

highest peak

Window width for smooth-

ing in the frequency domain

in peak selection

50 Hz 40 Hz, 60 Hz, 70 Hz, 80

Hz

Tolerance range for har-

monic ratios

Numbers shown in

Table I

Narrowed range, ex-

tended range

Weight w in the cost func-

tion in (3.3)

0.4 0.05, 0.1, 0.2, 0.3, 0.5,

0.6, 0.7, 0.8, 0.9

noisy speech database [100] for speech recognition. Note that the AURORA noise

database is only used for this parameter sensitivity test. All the remaining perfor-

mance evaluations in this chapter are performed on noisy speech and noisy music

generated using noise samples from the NOISEX-92 noise database [94].

We compare the performance of BaNa on the LDC database [89] by using

1) the set of parameters provided in the chapter, that are tuned on the Arctic

database and the NOISEX-92 noise database [94], and 2) the parameter sets that

are individually optimized on a specific type of noise from the the AURORA noise

database [3] that yields the lowest GPE rates for the LDC database, averaged over

0 dB, 5 dB, 10 dB, 15 dB, and 20 dB SNR values.

As shown in Fig. 3.4, the difference in the performance when using the in-
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dividually optimized parameter sets and when using the parameter set selected

in the chapter is relatively small for most noise types. These results show that

the performance of BaNa is not very sensitive to the specific parameters chosen.

Thus, we can trade a slight drop in the GPE performance of BaNa for the benefit

of not needing to optimize the parameters for a specific type of noise environment.

airport babble car exhibitionrestaurant street subway train
0

5

10

15

20

25

Type of noise

G
ro

s
s
 P

it
c
h

 E
rr

o
r 

R
a

te
 (

G
P

E
) 

(%
)

 

 

Optimal set

Selected set

Figure 3.4: GPE rates of BaNa for the LDC database [2] with eight types of

AURORA noise [3] averaged over all SNR values, using individually optimized

parameter sets that provide the lowest GPE rates for a specific type of AURORA

noise, and using the tuned parameter set selected in the chapter. Detected F0

deviating more than 10% from ground truth are errors.
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Figure 3.5: GPE rate of the different algorithms for the LDC database [2], av-

eraged over all eight types of noise. Detected F0 deviating more than 10% from

ground truth are errors.

3.5 F0 Detection Performance For Speech Sig-

nals

In this section, we compare the F0 detection performance of the proposed BaNa

algorithm with that of several classic and state-of-the-art algorithms on speech

signals in various noisy environments and for a wide range of SNR values. Seven

algorithms are considered due to their popularity or good performance: YIN, HPS,

Praat, Cepstrum, PEFAC, SAFE, and Wu. These algorithms have been described

in Section 3.2. The source code for YIN, Praat, Cepstrum, PEFAC, SAFE, and

Wu are from [101], [102], [76], [103], [98], and [104], respectively. We implement

the HPS algorithm based on the algorithm described in [69]. F0 detection in eight

different types of noise environments are evaluated, where noisy speech samples are

generated by adding background noise to clean real speech samples with different

noise power levels to achieve different SNR values.

Note that in our study, we only detect F0 when only one speaker is speaking
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Figure 3.6: GPE rate of the different algorithms for the CSTR database [4],

averaged over all eight types of noise. Detected F0 deviating more than 10% from

ground truth are errors.

or only one instrument is played. If multiple people are speaking or multiple

instruments are played at the same time, multiple F0 values coexist. Multiple

F0 detection, as studied in work such as [105] [106] [107] [108], is not within the

research scope of this work.

3.5.1 F0 Detection Performance for Speech

We test all the F0 detection algorithms on each one of the speech databases men-

tioned in Section 3.4.1, except the Arctic database, which was used for tuning the

BaNa parameters. The GPE rate is evaluated as a function of SNR value, where

the GPE rate is averaged over all types of noise for each SNR value.

For the LDC database with emotional utterances, Fig. 3.5 depicts the results,

which shows that the BaNa algorithm achieves the best F0 detection accuracy, i.e.,

the lowest GPE rate, among all of the algorithms for 0 dB SNR and above 0 dB

SNR. PEFAC performs slightly better than BaNa at -5 dB SNR and -10 dB SNR.
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Figure 3.7: GPE rate of the different algorithms for the KEELE database [5],

averaged over all eight types of noise. Detected F0 deviating more than 10% from

ground truth are errors.

BaNa achieves the lowest GPE rate of 20.6%, which is obtained by averaging over

-10 dB, -5 dB, 0 dB, 5 dB, 10 dB, 15 dB, and 20 dB SNR levels. Similar to the

BaNa algorithm, the HPS algorithm is also based on the ratios of the potential

harmonics. However, in real speech, the harmonics are not integer multiples of

F0, which may greatly affect the F0 detection performance. We can also see that

the BaNa algorithm has a very high resilience to severe noise, as it only wrongly

detects 23.7% of F0 values with noise at 0 dB SNR.

For a more stringent evaluation, we have also tested all algorithms on the LDC

database using the GPE rate with a 5% deviation range. BaNa performs slightly

better than PEFAC for above 5 dB SNR, while PEFAC performs slightly better

than BaNa for below 5 dB SNR. The GPE rate for BaNa with a 5% deviation

range is 30% at 0 dB, averaged over all 8 types of noise. The mean and standard

deviation of Fine Pitch Errors (FPE) are also evaluated, using a 10% deviation

range. The mean and standard deviation of FPE for BaNa are both 1.9% at 0 dB,

which are only about 0.5% higher than the mean and standard deviation of FPE
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Figure 3.8: GPE rate of the different algorithms for the LDC database [2] for

speech with babble noise. Detected F0 deviating more than 10% from ground

truth are errors.

for PEFAC and HPS.

Since the SAFE algorithm is only trained to detect F0 for speech with babble

noise and white noise, we show its performance for these two types of noise at the

end of this section, where we also present Wu’s results, since it is unclear how to

run Wu’s code on long speech samples. Therefore, we only test the Wu algorithm

for the LDC database. Since the -10 dB SNR and -5 dB SNR scenarios are very

severe noisy environments, we present the rest of the F0 detection results for noise

conditions with SNR greater than or equal to 0 dB.

The GPE rates for speech with neutral emotion are shown in Figs. 3.6 and 3.7

for the CSTR and KEELE databases, respectively. Similar results are obtained

for the proposed BaNa algorithm and the five other algorithms, with the main

difference being that PEFAC at 0 dB SNR performs slightly better than BaNa for

the CSTR database. With noise at 0 dB SNR, the GPE rate of BaNa is 35.4%

for the CSTR database, and 20.3% for the KEELE database. However, since
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Figure 3.9: GPE rate of the different algorithms for the LDC database [2] for

speech with white noise. Detected F0 deviating more than 10% from ground

truth are errors.

the ground truth F0 values for the CSTR and KEELE databases are based on the

laryngograph signals, we checked the ground truth values for a few speech samples

and found that there are many spikes and discontinuities in the ground truth F0

values found by using the laryngograph, especially on the boundaries of voiced

and unvoiced frames. We can see from Figs. 3.6 and 3.7 that even at 20 dB SNR,

the lowest GPE rate for all algorithms is still greater than 5%. While the ground

truth for these databases may include several unvoiced frames and less reliable

data, we present these results for the CSTR and KEELE databases in Figs. 3.6

and 3.7 in order to facilitate comparison with other F0 detection algorithms that

use these databases.

Babble noise and white noise are the most common types of noise in speech

processing. Since the SAFE algorithm is only trained on babble noise and white

noise, we only compare the results of SAFE for these two types of noisy speech.

The KEELE database is used for training of SAFE, as in [83], and the LDC

database is used for testing. We also show the performance of the Wu algorithm
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proposed in [82]. The detected F0 value is considered to be an error if it deviates

more than 10% from the ground truth value, and again we use GPE rate as the

error measurement metric. Figs. 3.8 and 3.9 present the GPE rate of the different

algorithms for the LDC database for speech with babble noise and white noise,

respectively. We can see that the F0 detection for speech with babble noise is

more difficult than F0 detection for speech with white noise. Results show that

BaNa, YIN, and PEFAC provide the lowest GPE rate for F0 detection for speech

with babble and white noise.

Speech with noise at 0 dB SNR is a challenging scenario for F0 detection. For

a head to head comparison, we present the performances of the BaNa algorithm

and the closest competing algorithms, PEFAC and YIN, using the LDC database

for eight different types of noise at 0 dB SNR in Fig. 3.10. We can see that BaNa

has the lowest GPE rate for four out of eight types of noise. For the babble noise,

which is a very common type of noise in real life scenarios, the BaNa algorithm

achieves a 41.5% GPE rate compared with PEFAC’s 42.9% and YIN’s 54.3%,

even when the speech is only slightly audible by the human ear. We can also see

from Fig. 3.10 that the babble noise and the destroyer operations noise cause the

worst degradation in the F0 detection performance. By investigating the spectrum

of several noisy speech samples, we found that the high spectral peaks of these

two types of noise concentrate in the same frequency range as the spectral peaks

of speech. On the other hand, the high spectral peaks of high frequency noise,

vehicle noise and white noise are distributed in the frequency range, which is quite

different from the spectrum of human speech, making it easier to differentiate

speech spectral peaks from noise spectral peaks. Therefore, the GPE rate for

speech with these types of noise remains at a relatively low level even at 0 dB

SNR.
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Figure 3.10: GPE rate of BaNa, PEFAC and YIN for the LDC database [2] with

eight types of noise at 0 dB SNR. Detected F0 deviating more than 10% from

ground truth are errors.

3.5.2 Breakdown Analysis of the BaNa Algorithm

As we can see from the above F0 detection performance for speech, the proposed

BaNa algorithm has the most advantage at 0 dB SNR across almost all speech

databases. To provide additional insights to understand the core design of this

noise-resilient algorithm, as well as the differences between BaNa and other algo-

rithms, we provide a breakdown analysis of BaNa here:

• BaNa only considers the frequency ratios among the lower-order harmonics,

and also Cepstrum is included as one of the F0 candidates, thus BaNa is less

affected by octave errors than Schroeder’s frequency histogram.

• Harmonic summation methods use the amplitudes of spectral peaks to weight

the frequency histogram, which is not a noise-resilient approach, since noise

peaks with high amplitudes are likely to be chosen as F0 after the harmonic

summation. The BaNa algorithm, on the other hand, only uses the peak

amplitude information to choose the spectral peaks, but the F0 candidates
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calculation is solely based on the frequency ratios of the chosen peaks. No

peak amplitude information is used at this point, as it may be severely

corrupted by noise.

• By providing a tolerance range for these frequency ratios, our algorithm is

able to combat the frequency drift of harmonics and shape distortions of

harmonic peaks caused by the noise.

• Post-processing using the Viterbi algorithm in BaNa considers the F0 con-

tinuity, which helps to choose the F0 candidates more accurately.

• Since the F0 candidates calculated from peak frequency ratios are only based

on lower-order harmonics, adding the Cepstrum as an additional candidate

helps to capture the general period information for all spectral peaks.
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Figure 3.11: GPE rate of BaNa, BaNa without the Cepstrum candidate, BaNa

without the lowest frequency candidate, BaNa without both added candidates,

and BaNa without post-processing for the LDC database, averaged over all eight

types of noise. Detected F0 deviating more than 10% from ground truth are errors.
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To show the effectiveness of using the Cepstrum candidate and the spectral

peak with the lowest frequency as two additional F0 candidates, and using the

Viterbi post-processing, in Fig. 3.11 we plot the GPE rates for the BaNa algorithm,

BaNa without the Cepstrum candidate, BaNa without the lowest frequency can-

didate, BaNa without both added candidates, and BaNa without post-processing

for the LDC database. BaNa without post-processing means that we choose the

F0 candidate with the highest confidence score to be F0 for each frame. We can

see that using the two added candidates and using post-processing are effective to

reduce the GPE rate. We can see that the GPE rate is as high as 20% when SNR

is 20 dB without using both added candidates. This is because for some frames,

only the F0 peak’s amplitude is high enough to be detected. Therefore, no F0

candidates are derived from calculating frequency ratios.

By comparing the results for BaNa without post-processing with the results in

Fig. 3.11 for the two algorithms that have no post-processing, HPS and Cepstrum,

with the results in Fig. 3.5, we can see that BaNa without post-processing still

achieves a lower GPE rate. Thus, from the breakdown analysis we conclude that

the post-processing is helpful, but it is not the most critical step in determining

the performance of BaNa.

3.6 BaNa F0 Detection Algorithm for Music

In this section, we extend the BaNa algorithm to enable F0 detection of music

signals in noisy environments.

3.6.1 Modifications on BaNa for F0 Detection for Music

Since speech and music have different frequency characteristics, the BaNa algo-

rithm needs to be slightly modified for F0 detection in music. In Section 3.3.2,



86

when detecting F0 for speech, the p peaks with the lowest frequencies are selected.

However, music signals can have high F0 values, thus the low frequency region can

be dominated by noise peaks. Thus, if we still choose the p peaks with the lowest

frequencies, noise peaks are chosen incorrectly. Therefore, for music F0 detec-

tion, we select the p peaks with the highest amplitudes in the frequency range

considered. We show the benefit of this change in Section 3.6.4.
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Figure 3.12: GPE rate of BaNa and BaNa music for a piece of violin music with

eight types of noise at 0 dB SNR. Detected F0 deviating more than 3% from

ground truth are errors.

3.6.2 Experimental Settings for F0 Detection for Music

Due to the variety of spectrum characteristics for different musical instruments, to

show the performance of the F0 detection algorithms for musical instruments, sam-

ples from four instruments are used: violin, trumpet, clarinet and piano. These

music pieces are selected and downloaded from [109], which were all recorded in

a quiet environment. These music pieces include a piece of 3.7 s long violin with
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Figure 3.13: GPE rate of the different algorithms for a piece of violin music with

eight types of noise. Detected F0 deviating more than 3% from ground truth are

errors.

9 notes, a piece of 12.9 s long trumpet with 12 notes, a piece of 5.3 s long clarinet

with 4 notes, and a piece of 7.8 s long piano with 8 notes. All the music samples

used are also included in the BaNa toolkit [93]. The additive noise is from the

same noise database as in Section 3.4.1.

For F0 detection in music, we use hand-labeled ground truth F0 values, which

are determined by manually inspecting the spectrum and locating the F0 peaks

for each frame. Due to the large F0 range in music, we use a more stringent F0

deviation criteria for error measurement. The difference between two neighboring

key frequencies is 2
1
12 , which is approximately 6%. Thus, we use half of this

number, i.e., 3%, as the F0 deviation criteria, which is also called the musical

quarter tone [110]. Thus, detected F0 values that deviate more than 3% from the

ground truth values are counted as errors. This error measurement metric is also

used by other studies [110].
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3.6.3 Parameter Tuning

According to the music F0 range specified in [67], the lower and the upper limit

for F0 of music are set to Fmin
0 = 50 Hz and Fmax

0 = 4,000 Hz, respectively. It is

set to 50-4,000 Hz for these competing algorithms as well for a fair comparison.

The other parameters are the same as those in Table 3.2, and are not further

optimized using music signals.

3.6.4 BaNa vs. BaNa Music

To show the effectiveness of the changes made to the BaNa algorithm to be suitable

for F0 detection in music, we plot the GPE rate in Fig. 3.12 for a piece of violin

music using both the original BaNa algorithm and the customized BaNa music

algorithm with eight different types of noise at 0 dB SNR. The F0 detection range

is set to be the same for the original BaNa algorithm and the customized BaNa

music algorithm, i.e., Fmin
0 = 50 Hz and Fmax

0 = 4,000 Hz. We can see that

the modifications in the BaNa algorithm for music F0 detection are necessary,

and can greatly reduce the GPE rate for almost all types of noisy music. Note

that throughout this section, we just use ‘BaNa’ to represent the BaNa music

algorithm.

3.6.5 F0 Detection Performance for Music Signals

In this set of experiments, we compare the BaNa algorithm with other algorithms

for music F0 detection. Within the evaluations of the SAFE algorithm in [83],

there are no detection results for music. Therefore, we are not able to run the

SAFE algorithm here due to the lack of noisy music training data. Also, according
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Figure 3.14: GPE rate of the different algorithms for a piece of trumpet music

with eight types of noise. Detected F0 deviating more than 3% from ground truth

are errors.

to the authors of PEFAC [79], PEFAC is not suitable for F0 detection in music,

hence we do not include that here. Also, it is unclear how to use the code for the

Wu algorithm [82] to process long audio samples. Therefore, we only compare the

proposed BaNa algorithm with YIN, HPS, Praat, and Cepstrum. Figs. 3.13-3.16

show the GPE rates of the different algorithms for violin, trumpet, clarinet, and

piano, respectively, averaged over the eight types of noise. Results on all these four

instruments show that the BaNa algorithm achieves the lowest GPE rate among

all the algorithms. At 0 dB SNR, BaNa achieves the lowest GPE rates, which

are 36.1%, 28.1%, 58.3%, and 35.3% lower than the closest performing algorithm,

HPS, for violin, trumpet, clarinet, and piano, respectively.

From the above results, we can see that BaNa, HPS, and YIN provide the

overall best F0 detection performance in noisy music. Praat and Cepstrum do

not provide consistent or satisfying results. Therefore, we choose BaNa, YIN, and

HPS for detailed comparison using the violin piece with eight different types of

noise at 0 dB SNR. In Fig. 3.17 we can see that BaNa has the lowest GPE rate
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Figure 3.15: GPE rate of the different algorithms for a piece of clarinet music

with eight types of noise. Detected F0 deviating more than 3% from ground truth

are errors.

for seven out of eight types of noise, especially for the speech babble noise.

3.7 Implementation Issues

With an increasing number of speech-related smartphone apps emerging in the

market, and due to the fact that speech captured by smartphones are usually

affected by different types of noise, it is important to discuss the challenges in

implementing the BaNa F0 detection algorithm on a mobile platform. To explore

these issues, we implemented BaNa as an app on an Android platform1. Since the

F0 candidates and their confidence scores can be calculated separately for each

frame, as explained in Section 3.3.2, we can take advantage of multithreading to

speed up the implementation. Single-core and multi-core devices can both benefit

from multithreading through an increased utilization of the processor(s). When

all threads finish the calculation of F0 candidates for their own assigned frames,

1Code for the Android implementation of BaNa is available at [93].
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Figure 3.16: GPE rate of the different algorithms for a piece of piano music with

eight types of noise. Detected F0 deviating more than 3% from ground truth are

errors.

the Viterbi post-processing can go through all the frames to determine F0 for each

frame.

To test the speed of the BaNa F0 detection implementation, we ran tests

with different parameter settings and speech sample lengths on a Google Nexus

7. The specs of the device are: Nvidia Tegra 3 quad-core processor clocked at

1.2GHz, 1GB of RAM. Of course, the speed of the algorithm highly depends on

the capabilities of the mobile device. Table 3.3 shows the elapsed time to process

a 1.3 s long speech sample with sampling rate of 22,050 Hz. All the parameters

for the BaNa algorithm are set to be the same as those in Table 3.2. For a more

reliable measurement, the elapsed time for each test is averaged over 10 trials.

We can see that the BaNa F0 detection algorithm runs roughly 8 times faster by

using the 213 FFT size than using the 216 FFT size, though using the 213 FFT

size still provides a reasonable frequency resolution of 22, 050/213 = 2.7 Hz per

sample. Also, we can see that multithreading helps to further reduce the elapsed
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Figure 3.17: GPE rate of BaNa, YIN and HPS for a piece of violin music with

eight types of noise at 0 dB SNR. Detected F0 deviating more than 3% from

ground truth are errors.

time.

We show in Table 3.4 the elapsed time for F0 detection for speech samples

with different lengths. For this test, we choose the setting that provides the

fastest speed, i.e., the number of threads is set to 4, and the FFT size is set to 213.

These results show the possibility to turn the BaNa algorithm into a real-time F0

detector even on mobile devices.

3.8 Conclusions

In this chapter, we presented BaNa, a noise resilient hybrid F0 detection algorithm

for speech and music. BaNa was designed to detect F0 in a noisy environment,

for example on a smartphone. This would enable the wide deployment of speech-

based applications, such as the ones that use emotion detection. Evaluations show

that BaNa achieves the lowest GPE rate for most cases among the algorithms
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Table 3.3: Elapsed time (in seconds) for F0 detection using the BaNa algorithm

implemented on an Android platform with a different number of threads and FFT

sizes. The speech file is 1.3 s long.

FFT size

Number of threads 216 215 214 213

1 11.05 5.16 2.52 1.42

2 6.85 3.15 1.49 0.85

3 5.93 2.67 1.28 0.92

4 5.89 2.67 1.25 0.80

Table 3.4: Elapsed time (in seconds) for F0 detection using the BaNa algorithm

implemented on an Android platform for speech samples with different lengths.

Length of speech sample (s)

Number of threads FFT size 2 4 6 8 10

4 213 0.91 1.61 2.39 3.05 3.82

investigated from the literature including YIN, HPS, Praat, Cepstrum, PEFAC,

SAFE and Wu for different types of background noise, and under different SNR

levels from -10 dB to 20 dB. Even for the very noisy scenario of 0 dB SNR, the

GPE rate of BaNa averaged over all types of noise is only about 20% to 35% for

speech for the different databases evaluated. The GPE rate for music at 0 dB

SNR is 12% to 39% for different instrument pieces. Additionally, we implemented

the BaNa algorithm on an Android platform, and implementation issues such as

delay and multithreading are discussed. Tests on a real device show that the

implementation is fast enough to provide for real-time F0 detection applications

in the future.



94

4 Mobile Cloud Computing - A

Survey

4.1 Introduction

While energy efficiency of the devices themselves and analysis of data in noisy en-

vironments are both important features of energy efficient sensing and computing

systems, where to perform the computation of data analysis is also an important

design consideration. Computing can be performed locally on the node, or, for

more intense applications, computing can be off-loaded to external computing

resources, such as cloud-based resources. Recent developments in mobile com-

puting have truly empowered human users, as mobile computing can augment

cognitive capabilities dramatically, e.g., through voice recognition, natural lan-

guage processing, machine learning, augmented reality, and decision-making [1].

With recent advances in mobile devices, coupled with the technological advances

in wireless and cloud technologies, computationally intensive applications such as

the emotion classification application described in Chapter 1 may run on devices

with limited resources such as tablets, netbooks and smartphones using the cloud

remotely as an additional computational resource.

Although different definitions exist in the literature [111,112], we define mobile-

cloud computing as the co-execution of a mobile application within the expanded
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mobile/cloud computational platforms to optimize an objective function. A typi-

cal objective function is the application response time, where the goal is to mini-

mize the objective function. Expanding the application computational resources

beyond the mobile is necessary for applications where the objective function can-

not be minimized sufficiently by the mobile platform alone (e.g., real-time face

recognition), as well as for applications that rely on data not stored on the mo-

bile device. In mobile-cloud computing, it is crucial to provide the user seamless,

transparent and cost-effective services as mobile devices rent computing, storage,

and network resources from the cloud in order to process and store a vast amount

of data [113–115].

We define application cost as an example objective function that quantifies

the fees charged by Cloud operators, such as Amazon Web Services, during the

execution of the application. For example, Amazon charges for compute-usage per

hour per CPU instance, which implies increasing application costs as the required

amount of computation increases. Similarly, cloud operators charge for the usage

of database instances, such as Microsoft SQL Server. Table 4.1 shows some exam-

ple mobile-cloud applications and their computational/storage demands, as well

as their application response-time sensitivity. While applications requiring higher

computational and storage resources might cost more during operation in a Cloud

platform such as AWS, certain response-time sensitive applications, such as the

Battlefield application described in Table 1, might tolerate this increased cost due

to their need for low response time. Notice that Cloud operators charge less for

compute-resources with lower response time guarantees. Specifically, while AWS

charges nothing for Micro instances with no response time guarantees, it charges

a small amount for the Small instance, and significantly higher for the Large in-

stance, which is a dedicated CPU instance. By the preparation of this document,

the AWS pricing for these instances ranged from $0.10 to $0.40 per core per GHz

per hour [113], where the unit price decreased with a higher core-count commit-
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ment (i.e., number of cores available to an instance). This implies a rich variety of

options when executing mobile-cloud applications. The choice of the Cloud CPU

instances depends on the application priorities listed in Table 4.1.

Table 4.1: Cloud-based applications and their resource requirements. Each appli-

cation has a significantly different response time requirement and resource utiliza-

tion tolerance to reduce costs while still keeping the functionality within expected

bounds.

Application Description Database Compute Time

Size Resources Sensitivity

Battlefield Assist soldiers in the battlefield through real-

time object recognition

HIGH HIGH HIGH

Natural

Language

Processing

Perform real-time speaker or speech recogni-

tion

LOW MEDIUM MEDIUM

Airport Conduct real-time face recognition of known

criminals

HIGH HIGH HIGH

Fire

Fighting

Assist fire fighters with disaster in real time MEDIUM MEDIUM MEDIUM

Medicine Accelerate medical research (e.g., recognizing

DNA sequences in real time from a microscope

while research is in progress)

HIGH MEDIUM MEDIUM

Archeology Recognize archeological structures in real time

while researchers are at the archeological site

HIGH LOW LOW

Surgery Recognize diseases (e.g., tumors) in real-time

from a cloud-based database while surgery is

in progress

HIGH MEDIUM HIGH

Amber

Alert

Identify criminals by searching through the

FBI database for match to a photo taken by

cameras

LOW LOW MEDIUM

Social

Network

Profiling online users by searching through the

database for marketing purposes

HIGH LOW LOW

The primary focus of this chapter is to elaborate on the techniques that enable

these mobile-cloud applications to achieve the goals listed in Table 4.1. Although

the demands of these applications will not change from that shown in this table,
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achieving certain goals might never become possible by using mobile-only or even a

mobile-cloud combination. This is due to the limited computation and storage on

a mobile device, which does not permit the processing or storage of large amounts

of data locally, as well as the high network latencies connecting the mobile and

cloud, placing a lower bound on application response times when utilizing the

cloud for processing and storage of large amounts of data. Later in this chapter,

we will describe how the required application response times may be achieved by

using an edge-server device called a “cloudlet”, creating a mobile-cloudlet-cloud

platform.

This chapter is organized as follows. In Section 4.2, the technological chal-

lenges and the state-of-the-art in computational and storage capabilities of mobile

devices and the network latencies are studied. Issues related to energy efficiency

and security are also explored, followed by a brief study of the aforementioned

intermediate layer cloudlet and its function in the mobile-cloud computing en-

vironment. Existing architectural designs as well as performance enhancement

techniques proposed in the literature for mobile-cloud as well as mobile-cloudlet-

cloud computing are surveyed in Section 4.3 and Section 4.4. Section 4.5 concludes

the chapter with discussions on future research areas.

4.2 Technological Challenges in Mobile-Cloud

Computing

Running the resource-intensive applications enumerated in Table 4.1 far exceeds

the capabilities of today’s mobile devices. The constraints on mobile devices in

terms of weight, size, battery life, ergonomics, and heat dissipation limit the re-

sources available in mobile hardware, including the processor speed, memory size,

and storage capacity. Given these challenges, mobile computing benefits tremen-
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dously when combined with cloud computing that can offer virtually limitless

computing power and storage space, as well as access to up-to-date databases,

only available in the cloud.

There are, however, several technical obstacles to enabling mobile devices to

benefit from cloud computing resources, including the compute capability and

storage capacity available at the mobile, network connectivity and latency chal-

lenges, the need for energy-efficiency at the mobile device, and security concerns.

As each one of these constraints affect mobile-cloud computing in a unique way,

they will be individually detailed in the following subsections.

4.2.1 Compute Capability and Storage Capacity

Despite an order of magnitude higher computational power of today’s mobile de-

vices compared to the ones from just a few years ago, the relative computational

power ratio of a non-mobile and a mobile device is likely to stay approximately the

same in the foreseeable future. This is due to the architectural and technological

state-of-the-art advances being applied to mobile platforms as well as non-mobile

platforms simultaneously by different market leaders such as Intel for desktop

platforms and ARM for mobile platforms. The most important metric, computer-

power-per-Watt (also defined as GFLOPS-per-Watt) has almost reached equal

levels in both mobile and desktop platforms. For example, a Tegra3-based mobile

phone incorporating an ARM CPU and an Nvidia GPU at the core can deliver

approximately 10 GFLOPS/Watt [116]. Alternatively, a desktop platform com-

posed of an INTEL Core i7 CPU and an Nvidia Geforce 600 GPU [117] nearly has

the same power efficiency metric, delivering around 10 GFLOPS/Watt compute

power. This is due to the significant recent advancements in mobile processors:

almost every power efficiency technique employed in desktop CPUs is now being

incorporated into mobile CPUs, with the most important being the ability to ar-
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chitect the CPU with multiple cores, which is known to have a dramatic energy

reduction advantage [118].

The storage technology is slightly different in that the widespread use of Solid

State Disks (SSDs) allowed mobile devices to be built with storage capacities

that are currently around 64GB to 128GB. This is currently an order of magni-

tude less than that for desktop platforms, which enjoy inexpensive hard disks in

the multiple-TB range. This means that mobile-cloud applications that require

significant local data storage in the mobile are not feasible.

4.2.2 Network Connectivity

A primary concern in the use of mobile-cloud computing is the non-negligible

latency over the WAN (Wide-Area Network) between the mobile and the cloud,

which hurts the user experience in mobile-cloud computing. Interactive applica-

tions that constantly engage the users are likely to suffer the most from long delay,

jitter and jerky and sluggish processing. Studies [1] show that the quality of client

performance becomes highly variable with long latency.

In order to measure latencies over WAN connections, we ran a simple program

that sends ping packets from a client computer to servers in cloud datacenters

in January and February 2012. The client computer was located in Rochester,

New York, in the United States, and we used the five datacenters available in

AWS [113], which are all located in geographically different regions, namely in

Virginia and Oregon in the United States, Ireland in Europe, Sao Paulo in South

America, and Singapore in Asia.

Table 4.2 and Table 4.3 show the mean and standard deviation of these laten-

cies for the AWS datacenters when being accessed by the client computer from

wired and wireless networks. This data clearly indicates the challenges in running

a mobile-cloud application that uses the AWS datacenters as cloud servers. The
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Table 4.2: Average and standard deviation of latencies over wired connections (in

ms).

Measuring Time Weekend

Datacenter VA OR Ireland Sao Paolo Singapore

Mean 122 322 294 389 580

Std Deviation 124 525 201 166 242

Measuring Time Weekday

Datacenter VA OR Ireland Sao Paolo Singapore

Mean 42 223 196 389 546

Std Deviation 18 41 25 166 34

response time of such an application will be lower-bounded by the mean latency

of the communication to the datacenter it is using as cloud servers. Alternatively,

the predictability of the response time will be determined by the standard devi-

ation of the latency. While there have been significant improvements in network

throughputs over the past decade, allowing users to enjoy such high-speed connec-

tions with 50 Mbps downstream bandwidth (e.g., DOCSIS3 cable standard [119]),

network latencies have not improved nearly at the same rate.

Although the network latencies might improve in the future, this is expected to

be at a much slower pace, potentially keeping the latencies observed in Table 4.2

and Table 4.3 approximately the same in the foreseeable future. For example, an

application requiring a 200 ms response time (close to what can be described as

real-time) is not a candidate to run on cloud servers residing across international

boundaries with 300 ms to 1100 ms latencies. This presents a dilemma in mobile

applications in that the particular emphasis should be placed on latency, not
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Table 4.3: Average and standard deviation of latencies over wireless connections

(in ms).

Wireless Connections Wi-Fi

Datacenter VA OR Ireland Sao Paolo Singapore

Mean 253 389 293 434 697

Std Deviation 470 635 520 704 1278

Wireless Connections 3G

Datacenter VA OR Ireland Sao Paolo Singapore

Mean 930 817 798 872 1061

Std Deviation 595 710 915 1079 2060

the throughput, when developing an application. Alternatively, any intermediate

device, such as the cloudlet that will be described later, should be targeted to

reduce the negative impact of this high latency.

4.2.3 Power and Energy Consumption

Today’s mobile devices incorporate significantly sophisticated power management

circuitry [116,120]. This, combined with power consumption demands that change

drastically in sudden peaks imply a sophisticated power consumption pattern from

the mobile device based on the activities being performed (i.e., talk, compute, or

run applications). Power consumption could change between sudden peaks of

mW and a few W. While the power consumption is in fact an irrelevant mea-

sure in terms of battery life, the energy consumption is the relevant measure in

determining the battery life.

To quantify the utility of mobile-cloud computing, one must take into account

the energy demands of computation and communication separately. Analyzing
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these two activities separately will shed light onto the balance that must be main-

tained between computation and communication via efficient scheduling. In the

following two subsections, we study the power and energy demands of these two

activities.

Computation Power and Energy Consumption

Since the computation energy is the only relevant metric for determining battery

life, we analyze the amount of energy required to execute an identical task in a

desktop and mobile platform. The energy efficiency metric, defined as GFLOPS-

per-Watt describes how many Watts of power is consumed to while delivering 1

GFLOPS of computational output. This metric is 10 GLOPFS/Watt in a modern

mobile processor such as Tegra 3 [116], while it is almost in the same range for

a modern CPU/GPU-based desktop computer [117]. Alternatively, a mobile de-

vice operates at around one Watt average power consumption, whereas a desktop

platform could reach 200-1000 Watts of power consumption.

Although a given computational task (e.g., face recognition) may consume

more power and execute in a shorter amount of time on a non-mobile platform

(e.g., PC), it will consume less power on a mobile platform (strictly due to the

aforementioned constraint on peak power), and is, therefore, expected to complete

in a longer time period. However, due to the fact that approximately the same

amount of computational energy is required for the same task, the mobile platform

will take two to three orders-of-magnitude longer to execute the same task, since

its peak power output is nearly two to three orders-of-magnitude lower.

Communication Power and Energy Consumption

The energy efficiency of Wi-Fi and 3G are significantly different. As the data

provided by [121] indicates, 3G requires much higher energy levels due to its
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inability to transfer large amounts of data, while Wi-Fi can transfer almost an

order-of-magnitude more data within the same power envelope. According to their

experiments, 3G connections require 2,762 mJ per 100KB (i.e., 27.62 µJ/B). Al-

ternatively, Wi-Fi requires around 5 to 10 µJ/B, making it more energy efficient.

These different energy profiles suggest that, when determining optimum algo-

rithms that partition computation and communication, the energy patterns of

both must be considered. As an example, assume that an algorithm has a choice

among different computation vs. communication options as presented below:

Case 1: Front-loading In this case, most of the computation is done on

the Tegra 3 mobile device that has a 10 GFLOPS compute-capability, and a 10

GFLOPS/W energy efficiency, and 3G is used for communication. For the Case 1

algorithm, 20 GFLOP of computation and 100KB of data transfer are necessary.

Total energy consumption is 2,000 mJ (i.e., 20 GFLOPS / (10 GFLOPS/Watt)

= 2 Watt * 1 second = 2J = 2,000 mJ) for the computation (based on the afore-

mentioned 10 GFLOPS/W for Tegra 3) and 2,762 mJ for the 3G communication

(according to the data from [121]), yielding a total energy demand of 4,762 mJ

for the entire task.

Case 2: Back-loading Assume now that the same algorithm can be modified

to perform more of the computation in the cloud at the expense of increased data

transfer via 3G. In this Case 2, the computation in the mobile will be halved to 10

GFLOP at the expense of doubled data transfer size to 200 KB. This will create a

compute-energy demand of 1,000 mJ and a communication demand of 5,524 mJ,

resulting in a total energy demand of 6,524 mJ, clearly an unfavorable choice.

Case 3: Back-loading on a faster communications link Back-loading on

a faster communications link: If we consider Case 2 on a faster Wi-Fi link (e.g.,

576 mJ/100KB as shown in Figure 1), the energy demand for the front-loading
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and back-loading cases are (2,000+576=2,576 mJ) and (1,000+1,152=2,152 mJ),

respectively, making back-loading a better alternative for faster Wi-Fi links, al-

though the decision is the reverse for 3G links.

4.2.4 Security

When considering outsourcing the computational tasks of a mobile application

to the cloud, an important issue arises for certain applications: the security of

the data being transmitted/received by the application. Depending on the appli-

cation, the security of the data carries a varying importance. For example, for

online games being played by a few gamers through the mobile device, the security

factor is negligible, while for remote health assistance applications, it is of utmost

importance.

Due to the emergence of applications using wireless sensors with built-in low-

power microcontrollers and the sudden spike in interest for concepts such as

Internet-of-Things [122], the security of the data being transported by the appli-

cation has become one of the most important concepts to consider. Additionally,

emerging tele-medicine applications also emphasize the importance of security and

data privacy [123] within the mobile-cloud platforms [124–126]. The concern for

data security is of great importance for mobile devices with powerful processors

with a 1 W power budget (e.g., NVIDIA Tegra3), but it is particularly chal-

lenging for embedded processors with only a mW power envelope, such as the

Microchip 32-bit microcontroller family [127]. This is due to the fact that the

encryption of the data using standard Advanced Encryption Standard (AES) en-

cryption [128,129] is compute-intensive and strains the computational resources of

the underlying computational platform unless specialized crypto-accelerators are

used. However, as most of today’s devices have AES hardware acceleration built-

in, the encryption time and energy is typically less than the transmission energy



105

Table 4.4: The major differences between the cloudlet and the conventional cloud

[1].

Cloudlet Cloud

State Only soft state Hard and soft state

Management Self-managed; little to no professional attention Professionally administered,

24/7 operator

Environment “Datacenter in a box” at business premises Machine room with power con-

ditioning and cooling

Ownership Decentralized ownership by local business Centralized ownership by

Amazon, Yahoo, etc.

Network LAN latency/bandwidth Internet latency/bandwidth

Sharing Few users at a time Hundreds to thousands of users

at a time

of the data, thereby making encryption widely available with minimal impact on

cost and energy.

4.2.5 Cloud and Cloudlet: Addressing these Challenges

With the help of the cloud, mobile devices may be able to offload the computationally-

intensive parts of their applications. The enormous resources of the cloud may

minimize the time and energy cost of the mobile applications on those computa-

tions. However, as described in the Microsoft MAUI project (Cuervo et al., 2010),

some applications might never be feasible from mobile devices, due to the high la-

tency mobile-cloud connection. Adding a cloudlet, a local device that provides 100

to 1000 times higher computational power than the mobile device with minimal

latencies, creates possibilities for running latency sensitive and computationally-

intensive applications from a mobile device [1]. The notion of a cloudlet was in-

troduced as a means to overcome some of the technical obstacles described above.

The main idea is to provide the abundant resources needed at mobile devices not

from distance clouds, but from a nearby cloudlet.
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As Satyanarayanan et al. point out, the key differences between the cloudlet

and a conventional cloud are listed in Table 4.4. Note that soft state refers to

cache copies of data or code that are available elsewhere (e.g., mobile device or

the cloud), whereas hard state refers to sole copy of data or code. Since a cloudlet

only contains soft state, the loss of a cloudlet is not catastrophic. Cloudlets allow

offloading a portion of the tasks as well as a re-shaping of the network traffic

by aggregating network packets. With proper task management algorithms, a

cloudlet may be able to leverage the power of distant cloud servers to maximize

the performance while minimizing the impact of long network latency.

In the following section, different approaches will be presented that use the

cloudlet as a buffering layer to either speed up the computation or to reduce the

negative effect of the communication latency to the cloud.

4.3 Architectural Design

As stated in the previous section, in mobile cloud computing, there is a clear need

for a mechanism to handle the interoperations between the mobile device and the

cloud servers in order to improve the performance. Depending on whether or not

cloudlets are used, the current research on the design of mobile-cloud architectures

can be categorized as cloudlet architectures and non-cloudlet architectures. Many

of the technologies being used in non-cloudlet architectures can also be adapted to

cloudlet architectures. In this section, we introduce the state-of-the-art for these

mobile-cloud and mobile-cloudlet-cloud architectures.

4.3.1 Platforms Providing Cloud Services

The “cloud” may consist of commercial servers like the Amazon Web Services

[113], Microsoft’s Windows Azure [114], and the Google Cloud Platform [115], or
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it may be created ad hoc from available computing resources, as shown through

recent studies [130]. While ad hoc clouds have been conventionally created from

high-end servers or desktop platforms, recently mobile platforms have been ex-

plored as a source for the computing resources.

For example, Hyrax [131] demonstrated the concept of using smartphones as

a cloud of computing resources. Marinelli developed a mobile-cloud computing

system named Hyrax by porting Hadoop Apache, an open-source implementation

of MapReduce, to Android smartphones. Hyrax allows computing jobs to be

executed on networked Android smartphones. However, the performance of Hyrax

was poor compared with Hadoop on traditional servers, not only because the

smartphones were much slower at that time, but also because Hadoop was not

originally designed, nor optimized, for mobile devices.

The GEMCloud [24] we proposed in Chapter 5 is another example of using

mobile devices to create an ad hoc cloud of computing resources. By utilizing

distributed mobile devices to cooperatively accomplish large parallelizable com-

putational tasks, we envision that such approaches can make use of the massive

amount of idle computing power that is potentially available to the public. More

importantly, we show that a mobile computing system like GEMCloud has signif-

icant advantages in energy efficiency over traditional desktop cloud servers when

the overall system is considered, rather than each individual computational device

(e.g., CPU and GPU). The details of the design and development of GEMCloud

are described in Chapter 5.

Other examples of ad hoc cloud systems are NativeBOINC [132] and BOINC

Mobile [133], Android platform (Android, 2012) equivalents of the BOINC vol-

unteer computing platform originally designed for PCs and game console plat-

forms [134]. Since the physical devices that build up the cloud determine the

cloud’s characteristics such as computing power, energy efficiency and network la-

tency, it is important to profile the cloud servers and take this into account when
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Figure 4.1: A generalized mobile-cloud architecture.

designing the mobile-cloud computing system.

4.3.2 Mobile-Cloud Architectures

Mobile-cloud computing has been investigated since shortly after the concept of

cloud computing was introduced in mid-2007, and it has attracted great interest in

the research community [111]. Some important implementations of mobile-cloud

computing, including MAUI [121], CloneCloud [135,136] and Virtual Smartphone

over IP [137,138] employ cloud servers to process application partitions offloaded

by the mobile device. As discussed previously, the cloud servers may be located

in a commercial cloud or an ad hoc cloud.

Although architectural details may vary in different mobile-cloud computing
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implementations, some common components are often included on top of the

operating system and hardware layers as shown in Fig. 4.1:

• A Partitioner that analyzes the application and determines which part(s) of

the application can be offloaded to the cloud. Depending on the technique

being used, the partitioning granularity may be application-level, thread-

level, method-level or even line-of-code-level. For applications that cannot

be partitioned, the Partitioner is not necessary.

• A Profiler that collects the mobile device’s system measurements to identify

the performance status, resource status and other contextual information.

The performance measurements may include network condition (e.g., type

of network being used, signal strength, bandwidth, computing power and

response latency of various cloud services, etc.), screen brightness, CPU,

memory and storage usage. The resource status may include remaining

battery, available computing power (derived from CPU, memory usage), and

the resources required by the application (or method, thread, depending on

the granularity offered by the Partitioner). Other contextual status may

include location, acceleration, temperature, date and time, etc.

• A Solver that gathers information from the Partitioner and the Profiler to

decide how to offload the partitions to the cloud based on an optimization

algorithm.

• A User Agent on the mobile device and a Coordinator on the server that han-

dle the authentication and security. The Coordinator may also interact with

the server database that stores the mobile device users’ profiles (e.g., device

specifications, user configurations, subscribed services, contextual data) and

activity logs. The Coordinator allocates the resources on the cloud server

for the mobile users.
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In general, MAUI [121], CloneCloud [135, 136] and Virtual Smartphone over

IP [137, 138] architectures all have the above components or components with

similar functionalities.

4.3.3 Cloudlet Architectures

As described in Section 4.2, cloudlets can be used as intermediaries between mo-

bile devices and cloud servers. One of the first implementations of a cloudlet

architecture was a prototype mobile-cloudlet computing system named Kimber-

ley [1], developed by Satyanarayanan et al. The authors envisioned a cloudlet as

a “data center in a box” widely dispersed throughout the Internet. Unlike the

cloud, the cloudlet is self-managed with decentralized ownership, maintains only

soft states, is connected to the mobile over a LAN, not a WAN, and is accessed by

only a few users at a time. As a proof-of-concept implementation, the Kimberley

system utilizes a local server as a cloudlet to process application partitions. The

authors show that in some cases, a local server is able to provide enough com-

puting power to boost the execution speed of a mobile application, while in other

cases, the computing resources provided by a local server may not be enough and

a cloud has to be used to fulfill the computation and storage requirements of the

mobile application. Figure 4.2 elaborates the cloudlet architecture in compari-

son with the direct mobile-cloud architecture. The major role of a cloudlet in a

mobile-cloudlet-cloud network is task management. It may also help the mobile

with some intermediate processing.

The MOCHA (MObile Cloud Hybrid Architecture) architecture was created as

a solution to massively-parallelizable mobile-cloud applications [6,139] by Soyata

et al. In MOCHA, mobile devices such as smartphones, touchpads, and laptops are

connected to the cloud via a cloudlet, a dedicated device designed from commodity

hardware supporting multiple network connections such as 3G/4G, Bluetooth,



111

Figure 4.2: The Mobile-Cloud computing and Mobile-Cloudlet-Cloud computing

architectures: mobile devices directly interact with a cloud or via the cloudlet

and use dynamic partitioning to achieve their quality of service (QoS) goals (e.g.,

latency, cost).
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and WiFi. The cloudlet determines how to partition the computation among

itself and multiple servers in the cloud to optimize the overall quality of service

(QoS) based on continuously updated statistics of the QoS metrics (e.g., latency,

cost) over the different links/routes. The authors demonstrate the concept of

MOCHA via a mobile-cloud application demanding real-time response, such as

face recognition [6] and simulate the same architecture in a battlefield application

where the response time is of primary importance [139].

Similar to the characteristics of cloudlets assumed by the Kimberley [1] and

MOCHA [6] architectures, a two-level architecture is introduced by Ha et al.

(Ha et al., 2012). This two-level architecture leverages both today’s unmodified

cloud infrastructure (Level 1) and a second level data center, named 1WiFi, at the

edge of the Internet (Level 2), servicing currently-associated mobile devices. The

Level 2 data centers are powerful, well-connected and safe cloudlets that only have

cached soft state from Level 1 data centers or buffered data from mobile devices.

Trust issues and speed of provisioning are the new challenges to this architecture

and must be investigated before it can be widely deployed.

In some scenarios such as an office building, multiple cloudlets may be lo-

cated closely to each other and may be connected in a peer-to-peer fashion. In

this case, routing among the cloud servers, the cloudlets and the mobile devices

has to be considered. In [140], Fesehaye et al. propose two types of routing

schemes, namely distributed and centralized routing. In distributed routing, the

routing table is constructed and maintained by the cloudlets. The cloudlets pe-

riodically broadcast their presence information to the neighboring nodes and the

other cloudlets. When a mobile user hears a broadcast message from a cloudlet,

it records the latest cloudlet ID into its cloudlet table. Each mobile user also

periodically broadcasts its ID to let the cloudlet in range register this user and

forward it to other cloudlets. In centralized routing, the central server is responsi-

ble for constructing and maintaining the routing table. The cloudlet periodically
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sends the IDs of its mobile users, its own ID and its neighboring cloudlets’ IDs

to the central server. The central server then computes the routing table for each

cloudlet and installs the forwarding tables into the cloudlets.

Simulations were conducted to evaluate the performance of this architecture.

In the simulations, distributed routing was chosen as the routing scheme for the

cloudlet architecture. The results show that the cloudlet-based approach has lower

data transfer delay and higher content delivery throughput than the cloud-based

approach. The results were under the assumption that the WiFi transmission

range is larger than 250 m. Therefore, the author suggests using the latest tech-

nologies such as Flashlinq [141] or by using Wi-Fi repeaters to achieve a desired

coverage. Since there are no performance comparisons with the centralized rout-

ing, questions still remain as to which routing scheme has better performance.

4.4 Task Management Among Mobile, Cloudlet,

and Cloud

The goal of developing a cloudlet-assisted mobile-cloud computing system is to

improve the performance (e.g., latency, energy efficiency, monetary cost) on the

mobile device. One important approach for improving the performance is to of-

fload partial or full execution of the application to the more resourceful cloudlet

or the cloud [142]. Shifting the computation load to a communication load may

lead to substantial gains in performance. The computation offloading approaches

are based on virtual machine technologies and can be viewed as middleware de-

signs. Besides the middleware that enables the code offloading, task distribution

algorithms and control policies are needed to improve the performance to its best.

In this section, we will introduce both the middleware designs and the task dis-

tribution algorithms that enhance the performance of mobile computing.



114

Computation Offloading Approaches Despite the advances in mobile device

technologies, the processing and storage capabilities of mobile devices are still

not comparable to those of servers (or the cloudlet) and will continue to lag

in the near future. In order to run computationally-intensive applications, the

mobile can offload some of the computation to servers while the mobile device

computes only lightweight parts of the application. A virtual machine (VM) can

support individual processes or a complete system running on flexible hardware

platforms, thereby providing the feasibility to migrate partial or full applications

from the mobile device to more powerful cloudlet/cloud servers without major

modifications to the application. Therefore, the application processing time can

be shortened while the energy consumption on the mobile device is reduced. Yet

this approach poses several technical challenges. First, how can we identify and

partition the compute-intensive or energy-hungry parts within the mobile appli-

cation automatically? Second, what strategy should a mobile device employ for

partitioning and offloading with the goal of minimizing computation time and

maximizing energy savings? Third, how can we implement such a system from a

practical point of view?

In this subsection, we provide an overview of the state-of-the-art VM-based

techniques for mobile-cloudlet/cloud computing. These include 1) an approach

employed by the Kimberley system [1] that demonstrates the feasibility of VM

synthesis using VirtualBox, 2) an approach used in MAUI [121] that provides

both full and fine-grained remote execution using the .Net framework, 3) the

technique in CloneCloud [135, 136] that supports thread granularity partition-

ing using Dalvik VM, 4) an approach by Chen et al. [137, 138] that enables

offloading on non-customized Android devices also using Dalvik VM, and 5) an

OSGi approach by Verbelen et al. [143]. Table 4.5 compares these five approaches

discussed in this subsection.
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Virtual Box in Kimberly

Satyanarayanan et al. implemented a VM for the Kimberley architecture [1] pro-

totype using a technique called dynamic Virtual Machine synthesis that employs

transient cloudlet customization. A small VM overlay is delivered by a mobile

device to the cloudlet infrastructure, which creates and launches the VM using

a base VM plus the delivered VM for the application. The prototype was im-

plemented on a Nokia N810 tablet running Maemo 4.0 Linux, and the cloudlet

infrastructure was implemented using Ubuntu Linux. Kimberley uses VirtualBox

as the VM manager and a tool called “Kimberlize” to create VM overlays and

synthesize those overlays with base VMs to create a launchVM. Both the mobile

and the cloudlet run the Kimberley Control Manager (KCM) to support the tran-

sient binding between themselves using a TCP tunnel established between these

two KCMs.

The authors used VM overlay sizes and the speed of the synthesis process to

evaluate the system performance. The VM overlay sizes were 100-200 MB for a

collection of Linux applications. These sizes were an order of magnitude smaller

than the full VM size (8 GB). The speed of synthesis ranged from 60 to 90 sec-

onds. These results are acceptable for an unoptimized proof-of-concept prototype,

and there is plenty of room for improvement through further optimization. For

instance, a high-bandwidth short-range wireless network can reduce overlay trans-

mission time, parallelism on the cloudlet can decrease decompression and overlay

application times; caching as well as prefetching can be used to eliminate VM

synthesis delays. The deployment challenges are also discussed, including 1) the

business model (bottom-up versus top-down), 2) the sizing of cloudlets, i.e., how

much processing power and storage capacity a cloudlet should provide, and 3)

trust and security.
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Remote Execution in MAUI

MAUI [121] was originally motivated by the assumption that battery technology

will be a major bottleneck for the future growth of smartphones. MAUI consists

of three main components. First, program partitioning uses the Microsoft .NET

Common Language Runtime (CLR) to enable developers to annotate methods

that may be performed remotely, to extract methods that may be performed re-

motely using reflection (Richter, 2010), and to identify the state of the application

using type-safety and reflection. MAUI generates two proxies on both the mo-

bile device and the server that handle control and data transfer to implement

decisions on which methods to run remotely and which to run locally. Second,

the MAUI profiler and solver will characterize the device and the program, then

determine the methods to be executed remotely. On the server side, there is a

MAUI coordinator handling the authentications and resource allocations.

The mobile part of MAUI was implemented on an HTC Fuze smartphone

running Windows Mobile 6.5 with the .NET Compact Framework v3.5, and the

MAUI server was implemented on a desktop with a dual-core 3 GHz CPU and

4 GB RAM running Windows 7 with the .NET Framework v3.5. The main re-

sults measure energy consumption and execution time for three applications-face

recognition, 400 frames of a video game, and 30 moves in a chess game. The

results show that using remote execution on MAUI saves 5-12 times the energy

compared to the smartphone only case and reduces the execution time by more

than a factor of 6.

CloneCloud Utilizing Dalvik VM

CloneCloud [135, 136] allows a smartphone to partially offload its application to

the phone’s clone in the cloud. It migrates a modified version of the original appli-

cation executable to a virtual machine in the cloud. This algorithm allows thread
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granularity migration, and therefore the User Interface (UI) or other essential

components can remain to be executed at the mobile. Additionally, native meth-

ods can execute at both the mobile device and its clones in the cloud/cloudlet.

One drawback of the CloneCloud approach is that local threads need to block

unless they are independent from the migrated threads.

Chun et al. developed a dynamic profiler to analyze the execution time and

energy cost of each method on a mobile device, which are then used by an opti-

mization solver to decide which method(s) should be migrated to the clone. The

profiler and optimization solver were implemented on a modified Dalvik VM on

Android, and this requirement may limit the scope of its application. CloneCloud

is tested on an unlocked HTC G1 Android phone and a server with a 3.0 GHz

Xeon CPU running the Android x86 virtual machine via VMware ESX 4.1. Three

applications - a virus scanner, image search, and privacy-preserving targeted ad-

vertising - were tested on the CloneCloud prototype. The results show that for the

tested applications, when connecting to the CloneCloud via Wi-Fi, the execution

time is shortened by 2.1x-20x and the energy consumption is reduced by 1.7x-20x.

When connecting to the CloneCloud via 3G, the execution time is shortened by

1.2x-16x and the energy consumption is reduced by 0.8x-14x.

Virtual Smartphone Over IP Utilizing Dalvik VM

Chen et al. [137, 138] introduce a framework that allows heavy backend tasks on

an Android phone to be offloaded to an Android virtual machine in the cloud.

Unlike MAUI or CloneCloud, the authors built an Android OS on an x86 cloud

server on which a virtual smartphone is executed. Two frameworks are proposed:

the first framework [138] offloads an entire application to the virtual smartphone

and controls the application through remote desktop sharing; the second one [137]

offloads only the compute-intensive components to the cloud. The former offers

heightened security and data leakage prevention as the entire application and
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resulting data do not physically reside on the mobile, while the latter offers fast

GUI responsiveness and offline execution.

The major advantages of using this approach over MAUI and CloneCloud are

1) no use of additional APIs in the source code is required, and 2) no modifications

to the mobile device’s OS or root access are required. Note that these features

are useful for system deployment. To achieve the above features, the authors

replace the AIDL (Android Interface Definition Language) tool with a helper tool

so that the compiler automatically creates service wrappers that are offloaded to

the cloud by a service offloader. Offloading decisions may be made according to

the time and energy consumption required to perform a task. Once offloading is

done, the user needs to wait until the task is completed before the service offloader

re-evaluates the time and energy metrics.

OSGi Approach

In [143], Verbelen et al. introduced a different definition of a cloudlet. In their

cloudlet architecture, the unit of deployment is a component. Components are

managed by an Execution Environment that runs on top of an operating system

(OS). The OS is installed on a node that is either virtualized or real hardware,

and managed by a Node Agent. A cloudlet is a group of nodes (either mobile

devices and PCs or elastic cloud servers) that are physically proximate to each

other. A Cloudlet Agent optimizes the performance by deploying or configuring

the components within the cloudlet.

The proposed cloudlet framework is implemented on top of the OSGi frame-

work [144], allowing components to be installed, started, stopped, updated, and

uninstalled without a reboot. The authors use an OSGi bundle named R-OSGi

[145] to facilitate the distribution of components across different OSGi instances.

In other words, the R-OSGi allows components to be executed on different plat-

forms. The authors implement an augmented reality application to evaluate the
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cloudlet framework. Results show that with components being offloaded to a local

laptop computer, the application on the mobile device can be improved to satisfy

the performance requirements. The experiment results also show that when the

cloudlet is running in a distant cloud, the performance decreases to an unsatis-

factory level due to the increased latency.

4.4.1 Other Middleware Designs

The above describes approaches that allow mobile devices to offload computational

tasks to the cloudlet/cloud. In general, these approaches can be categorized as

middleware that lies on top of the operating system and provide services to the

applications. More specifically, the offloading approaches described above enable

the communication and management of data and code between the client and the

cloudlet/cloud. Besides supporting code migration, a middleware framework may

also provide generic interfaces to handle the communication and input/output

functions, which will facilitate the design of software for these mobile-cloud and

mobile-cloudlet-cloud architectures.

One example of such a middleware framework design is given by Flores et

al. [146]. In their paper, a generic middleware framework named Mobile Cloud

Middleware (MCM) is introduced. MCM enables interoperability between the

mobile and the cloud/cloudlet. In MCM, a mobile application first sends an HTTP

or XMPP request to MCM, which processes this request and forwards the request

to the MCM manager. An interoperability API engine within the manager then

decides which API set to use to interact with the cloud/cloudlet. When the process

running on the cloud/cloudlet is finished, a notification is sent to the mobile device

using the push notification services (C2DM-Cloud to Device Messaging [147] for

the Android platform and APNS-Apple Push Notification Service [148] for the iOS

platform). This request-notification mechanism is processed asynchronously, so

that the mobile device can perform other tasks while waiting for the notification.
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For some applications, it is important for the cloud/cloudlet to have the ca-

pabilities to dynamically capture and utilize contextual information from mobile

devices to improve QoS. Such contextual information may involve user profiles,

session quality, network conditions and environmental conditions such as temper-

ature, humidity, and location. In [149], Hoang et al. summarize the functions

that context-aware middleware is expected to incorporate, including 1) intelligent

monitored data analysis that preprocesses raw sensor data to improve its quality

and to update context repositories, 2) network auto-switch that monitors network

latency and automatically chooses the best network, and 3) energy consumption

management that aims to minimize energy consumption at the device level, the

communication level, or the collaborative level. This middleware layer constructs

a communication bridge between the data acquisition layers on both the mobile

and the cloud service ends.

4.4.2 Task Distribution Algorithms

With the support of middleware, the mobile devices are able to offload their

computationally-intensive application components to one or multiple of the resource-

rich cloudlets or cloud servers. In order to fully maximize the benefits of utilizing

the cloud resources, task distribution algorithms must be developed.

In the MAUI approach, a MAUI profiler is used to estimate the characteristics

of the device’s energy consumption, the program’s runtime and the resource needs,

as well as the characteristics of the wireless network such as bandwidth, packet

loss rates and delay. Then, the MAUI solver determines which methods can

be remotely executed based on the information computed by the MAUI profiler.

The solver uses integer linear programming (ILP) to solve an optimization problem

whose objective function is to maximize the energy savings given constraints about

latency penalty and methods that may be computed remotely. A similar profiler

and a similar solver were used by CloneCloud to determine the migration point.
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When the network connectivity is intermittent, extra latency will be intro-

duced if the optimization algorithm uses the current communication condition

to determine the migration point, such as being used in CloneCloud. In Cirrus

Cloud [150], Shi et al. introduce an offloading algorithm that recursively chooses

the optimal migration points from the root of the profile tree of an application.

At every node within the tree, the algorithm computes the completion time to

decide whether to execute the entire subtree locally, migrate it to the cloud en-

tirely or migrate only parts of it. When migrating parts of the subtree, the same

algorithm is iteratively applied to all the children of this node. With the compu-

tation and future network connectivity accurately known, the algorithm is able to

find the optimal partitioning of the application and minimize the execution time.

In reality, it is obvious that future network connectivity is not known ahead of

time. However, using historical statistics may help to predict the connectivity and

therefore achieve a close-to-optimal code migration.

The above approaches consider the code offloading from one mobile client to

one server. In the cases when multiple servers may be used, the latency of each

individual server must be considered. As indicated by Table 4.2, the response

latencies of different cloud servers have significant variations. This diversity of

connectivity creates the potential for gains through the smart selection of cloud

servers for the offloading of computation. Motivated by this potential, the authors

of MOCHA developed two task distribution algorithms, namely the fixed and the

greedy algorithms, to optimize the mobile-cloud computing performance in terms

of result response time [6].

The fixed algorithm is used to evenly distribute the pending tasks to the cloud

servers (and the cloudlet if there is one). On the other hand, the greedy algorithm

continuously sends the next pending task to the server (or cloudlet) that is able

to return the result in a minimum amount of time. This process is repeated until

all the pending tasks are assigned. The authors conduct Monte-Carlo simulations
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to analyze the effects of using the fixed algorithm and the greedy algorithm on a

mobile-cloud network with a cloudlet or without a cloudlet. In the simulations, a

computational job consisting of 5 identical and independent tasks is distributed

among available cloud servers (and a cloudlet) with varied processing capabilities

and communication latencies. As shown in [6], the greedy algorithm reduces the

overall response time by 50% over the fixed approach using the cloudlet, while

only a 20% gain is achieved without the cloudlet. The results demonstrate the

benefits of using the greedy task distribution algorithm as well as the benefits of

using the MOCHA architecture.

While the above approaches all try to maximize the performance of the mobile

device side, in [151], Hoang et al. introduce an admission control policy that stands

on the cloud server’s side. The authors propose an optimization model based on

a semi-Markov decision process to maximize the reward (e.g., revenue of service

provider) of the resource usage in the cloudlet under resource and bandwidth

constraints while meeting the QoS requirements (i.e., mobile users’ service requests

accept rate). The optimization model is transformed into a linear programming

model and can be easily solved by a standard linear program solver. In the paper,

the authors consider that the offloaded application partitions will be processed in

the cloudlet rather than forwarded to the cloud. Therefore, the bandwidth and

resource limitations at the cloud are not included in the model. According to the

model, the control policy decides whether the service request from a user should

be accepted or blocked. In the performance evaluations, the authors assume a

circumstance where two classes of users, i.e., members with higher priority and

non-members with low priority, are using the cloudlet. Two services with different

bandwidth and resource requirements are considered. The results show that using

the proposed control policy, under the bandwidth and resource constraints, the

cloudlet is able to satisfy the members’ QoS requirements while maintaining high

resource utilization rate.
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4.5 Conclusions and Future Research Directions

In this chapter, we provided an extensive survey of the state-of-the-art mobile-

cloud computing techniques, some of which utilize cloudlets as the middle layer.

We provided a summary of the existing architectural designs and compared dif-

ferent approaches that enhance application performance via cloud-based execu-

tion. We also highlighted the research and technological challenges in different

approaches presented in the literature. While much work has been done to date,

mobile-cloud computing is still in its early research stages. Especially, the cloudlet

is a new topic in the cloud computing world. Before these mostly theoretical pro-

posals for the cloudlet find their place in practical applications, many research

challenges have to be overcome. In this section, we summarize the most impor-

tant challenges.

• Cloudlet design. Two main components of the cloudlet are its hardware

architecture and software management mechanism. In the literature, many

envision to extend a Wi-Fi access point into a more intelligent machine

equipped with cloudlet functionalities [1, 6, 139, 140, 152]. To support this

vision, a determination must be made as to what is a reasonable amount

of compute power and storage capacity that can be incorporated into the

cloudlet without exceeding the power consumption and equipment cost con-

straints. For example, a cloudlet that costs as much as a desktop PC and

consumes as much power is unlikely to be adopted by the masses. Alter-

natively, a cloudlet that does not have sufficient compute power will not

augment the mobile devices’ capabilities enough to make an impact on the

overall performance. Therefore, ideal cloudlet architecture parameters lie

between these two extremes. Such questions are closely related to the de-

ployment strategy that centers on the business model with incentives.

The primary questions regarding software are 1) support for a variety of
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applications, 2) self-managing environments, and 3) efficient resource man-

agement. The system software environment should be generic enough so that

different kinds of applications can execute without major modifications; the

cloudlet resources should be managed automatically with minimal human

involvement; and the resource (processing, storage, and networks) usage

should be optimized so that cloudlet computation can support as many ap-

plications as possible at a given time and the overall execution time can be

minimized. We envision cloudlets incorporating modern processors, such as

GPUs [117].

• Task assignment. Current implementations such as MAUI [121] and

CloneCloud [135] have utilized offloading algorithms, where the code in

the mobile device runs in a virtual machine (VM) and the execution can be

migrated between the mobile and the cloud in real-time. However, there still

remain many techniques that can be explored for further performance im-

provements by migrating the execution across multiple cloud servers, pipelin-

ing the transmission of application partitions to hide the transmission delay,

and caching the reusable partitions to reduce the transmission load. As dis-

cussed previously, multiple cloud service providers or ad hoc cloud servers

may be employed for computational or storage resources. This increases

the complexity of the task distribution problem. Although the authors of

MOCHA consider the computation power and network latency of different

cloud servers when assigning the tasks [6, 139], it is necessary to develop

more generic task distribution algorithms that take into consideration the

resources and the constraints of the mobile devices, cloudlets and the cloud

servers. Using a more comprehensive cost model, such as the one shown in

Figure 4, is needed to develop better dynamic optimization algorithms to

further enhance the performance and robustness. With sufficient computa-

tion power, a cloudlet is a proper candidate to optimize the task distribution
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Figure 4.3: The cost model of mobile cloud computing (adapted from [7,8]).

decision dynamically.

• Security and privacy. As many mobile devices and the cloudlet/cloud

collaborate and share data, security and privacy is always an important

issue. While WPA2 [153] and IPsec [154] provide layer-2 encryption of

the data, layer-6 encryption is still a requirement for some applications.

For example, layer-6 encryption is critical for pharmaceutical applications

such as those involving bioinformatics or computational chemistry that are

executed remotely on rented/commercial cloud platforms [113–115]. Homo-

morphic encryption can allow the computation to be performed without ever

decrypting the data, providing additional layers of security. Future work is

required to determine how layer-6 encryption, including homomorphic en-

cryption, can be applied when passing data between the mobile, cloudlet

and cloud.
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• Energy efficiency. As more hand-held mobile devices are equipped with

sensing capabilities, collaborative sensing applications have become a real-

ity. These applications often require thousands of participating smartphones

that do opportunistic sensing with little user involvement. Since this oppor-

tunistic sensing may deplete the battery rather rapidly, it is crucial to imple-

ment effective resource management strategies to maximize the battery life

of these phones. We should consider interactions between mobiles and the

cloud as well since heavy communications consume large amount of battery

power. We can model this as an optimization problem for optimal resource

management and compute the best strategy for a given network topology,

battery power, and network conditions.

• Support for mobile developers. Developer tools such as software li-

braries with clearly defined APIs will increase the development productivity

of mobile-cloud computing systems. The libraries will also help improve the

system performance, efficiency, and compatibility while reducing the chances

of faulty design and implementation. These APIs and libraries should be

easily extensible, easy-to-use, and transparent to users so that users do not

have to have knowledge about implementation details.
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5 Energy Savings for Mobile

Cloud Computing

5.1 Introduction

Cloud computing provides an approach to accessing shared computing resources

as a service. In our sensing and computing system, cloud computing plays an

important role in saving energy on a mobile device. Traditionally, the cloud is a

group of powerful computers, e.g., servers, workstations, personal computers, etc.

However, the traditional cloud computing system usually focuses on performance

rather than energy efficiency. As the use of energy resources has raised global

concerns, looking for more energy efficient approaches to providing computing

power is an urgent task for researchers.

Nowadays, mobile devices such as smartphones and tablets are becoming in-

creasingly powerful and rising quickly in popularity. According to International

Data Corporation (IDC)’s statistics [9], 1 billion smartphones were sold worldwide

in 2013, more than three times of the 315 million total sales of PCs. From 2012

to 2013, the sales of smartphones still have an annual growth of 39%, with ex-

pected continued increases in sales in the future. Tablet device sales are also rising

sharply, jumping from 19 million in 2010 to 217 million in 2013, getting closer to

the sales of PCs. These comparisons are illustrated in Fig. 5.1. With the contin-
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uous growth of annual sales and the evolution of technology, it is reasonable to

expect that in the near future there will be enormous amount of computing power

available from tablets and smartphones all over the world.

In addition, unlike personal computers, mobile devices are rarely powered off,

even when the owners are sleeping, which translates into hours of unutilized com-

puting resources. There is great potential if we can make use of these idle comput-

ing resources. However, the approach to utilizing mobile devices for cloud com-

puting has not been researched extensively, leaving the question as to whether a

mobile computing system can be powerful and energy efficient at the same time.

In this chapter, we investigate and develop a system named GEMCloud (Green

Energy Mobile Cloud) that uses mobile devices to provide distributed computing

services to support computationally-complex and parallelizable applications. Be-

sides the implementation, our focus is on the evaluation of the computing capa-

bility and the energy efficiency of the system.

Figure 5.1: Computing device sales comparisons. Data are from [9].
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The rest of this chapter is organized as follows. In Section 5.2, we review the

current state of the art in the area of mobile computing. Section 5.3 introduces

our mobile computing system followed by performance evaluations in Section 5.4.

Finally, Section 5.5 concludes the chapter and discusses future directions for this

research.

5.2 State of the Art

We propose an energy efficient cloud computing system that provides computa-

tional resources from distributed mobile devices to the users. The idea of applying

distributed computing and cloud computing to mobile devices has been developed

in recent years. However, limited by the traditionally low processing speed and

small storage space, the focus of much of this research has been on reducing the

computational burden of mobile devices.

One method of reducing the computational burden of mobile devices is to set

up an agent between the mobile devices and cloud computing resources to provide

mobile devices access to the cloud. For example, the Mobile Cloud Middleware

(MCM) [146] introduces a middleware framework that manages the connections

and communications between mobile phones and clouds. The MCM also provides

an asynchronous server-phone communication mechanism that specifically benefits

the mobile phone users.

Another approach to reducing the burden of mobile devices is to offload the

computationally-heavy executions to the cloud computing resources. For example,

CloneCloud [136] is a system that allows a smartphone device to partially offload

its application to the phone’s clone (an application-level virtual machine) in the

cloud. The authors test CloneCloud on an HTC G1 Android phone. Results

show that the CloneCloud approach provides savings in execution time and energy

consumption on the mobile devices. A similar idea was also investigated by Cuervo
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et al. [121]. Another example from Chen et al. [137] introduces a framework that

allows heavy back-end tasks on an Android phone to be offloaded to an Android

virtual machine in the cloud.

Both of the above approaches require the computations to be executed in the

cloud, which is composed of dedicated computers. However, the mobile devices

themselves could be the source of computing power, too. Recent technological

advances have greatly improved the performance of smartphones/tablets in terms

of CPU/GPU speed, memory size, and storage space. As an example of one of the

fastest tablet on the market, the Asus Nexus 7 [155] is equipped with a 1.2GHz

quad-core CPU with 1GB RAM plus 8GB/16GB storage. A smartphone or tablet

similar to the Asus Nexus 7 can provide a considerable amount of computing power

that may be even comparable to the computing power of a desktop computer.

Hyrax [131] has demonstrated the concept of using smartphones as computing

resources. The author developed a mobile cloud computing system named Hyrax

by porting Hadoop Apache, an open-source implementation of MapReduce, to

Android smartphones. Hyrax allows computing jobs to be executed on networked

Android smartphones. However, the performance of Hyrax was poor compared

with Hadoop on traditional servers, not only because the smartphones were much

slower at that time, but also because Hadoop was not originally designed, nor

optimized, for mobile devices.

The NativeBOINC for Android project [132] is another example of utilizing

mobile devices as computing resources. BOINC (Berkeley Open Infrastructure

for Network Computing) [134] is an open-sourced volunteer computing software

originally developed for PC users to contribute their computing powers to scientific

projects. The NativeBOINC for Android project implemented a BOINC client

for Android devices that supports six BOINC projects so far. On the mobile

phone client, the user may select several projects to attend and start or stop

computing on demand. Eastlack [133] ported BOINC to 4 development boards
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with various ARM-based mobile processors and compared their performances with

Intel processors. The results indicate that mobile processors have energy efficiency

advantages over desktop processors. However, this work does not consider system-

level performance comparisons. In this chapter, we develop a working prototype

of GEMCloud, a system that exploits the energy efficiency of mobile devices for

processing computationally-complex, parallelizable applications.

While the possibility of utilizing mobile devices as computing resources has

been demonstrated by researchers, designing and developing a system specific to

mobile devices is challenging and must take into account the characteristics of

mobile devices in terms of their relatively slow and unstable processing speed,

limited battery life, constrained and costly wireless bandwidth and dynamic net-

work topology, among others.

5.3 The GEMCloud System

In this chapter, we design and develop a mobile computing system prototype,

namely GEMCloud, that utilizes distributed mobile devices to cooperatively ac-

complish large parallelizable computational tasks. The main purpose of designing

such a system is to find a green approach to making use of the massive amount of

idle computing power that is potentially available to the public. In addition, in

this chapter we show that a mobile computing system has significant advantages

in energy efficiency over traditional desktop computing systems, and, therefore,

distributed computing on mobile devices should be explored through prototype

implementations.
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Figure 5.2: The mobile computing system architecture.

5.3.1 System Architecture

Fig. 5.2 shows the system architecture we utilize to create a distributed mobile

computing system. The system consists of a network with users who need com-

puting power, a server that is in charge of the organization of the entire network,

a database that records the mobile clients’ information and task information, and

multiple clients of mobile devices that are the computing resource providers.

The role of the server is to organize the entire network and to coordinate mobile

clients to perform computational tasks. The server also maintains a database that

stores client information such as each client’s unique identification, IP address,

hardware capabilities, the tasks each client is performing, project data stored on

the device, etc. The server may assign the tasks based on the clients’ information.

For example, the size and number of tasks assigned to a mobile device may be

based on the speed and the number of CPU cores on the mobile device.

The clients are mobile devices that connect to the server via the internet and

provide computing resources to perform the tasks requested by the user. In our

prototype implementation, we use Android [156] smartphones and tablets as the
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Figure 5.3: The server-client protocol flow chart.

mobile client devices. One of the most important reasons of choosing Android as

our development platform is its multi-tasking ability, which is lacking in the iOS

platform. Multi-tasking allows an application for mobile devices (i.e., an app) to

execute in the background without interfering with the device’s other function-

alities, which is especially beneficial as multi-core mobile devices are becoming

increasingly popular these days. Another important reason to choose the Android

platform is that the developer has more control of the mobile device. For exam-

ple, it is easier to set the percentage of CPU allowed to be used for distributed

computing in Android than in iOS.
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5.3.2 Server-Client Protocols

In our prototype, the clients follow the server-client protocol flow chart described

in Fig. 5.3. Before connecting to the server, the mobile client’s application checks

the device’s status and decides if it should connect to the server and offer its

computing resources. For example, if the device is running other applications

that consume CPU and memory more than a preset threshold or if the battery is

low and not charging, the device will not connect to the server. Such preferences

are designed to avoid interfering with the mobile device’s normal usage.

After connecting to the server, the client will wait for a response from the

server. The server checks the database to determine whether the client’s applica-

tion needs an update. For each mobile client, the server’s database stores an entry

with a unique client identification, its IP address and other information such as

CPU speed, the tasks each client is performing, project data stored on the device,

etc. For the prototype we have developed, we are focusing on the evaluation of

its computing capability and energy efficiency. Therefore, database management

and clients’ information that may be used for task distribution are not of concern

for now.

Following the updating process, the server assigns tasks to the clients. In

our prototype implementation, the server simply assigns the next task on a pre-

determined list to the next available mobile device. Again, since our current

focus is not on task assignment mechanisms, we do not attempt to optimize task

distribution in this chapter.

In our prototype, the user’s application is a CPU-intensive computing job,

which can be split into multiple independent tasks. The user sends a request to the

server to complete a job. The server splits the job into small tasks and distributes

them to multiple clients. When there are more active clients to provide computing

power, the server assigns to each client fewer tasks, which means less time is
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Figure 5.4: The prototype screen shot from an Android phone.

required for each client to finish the assigned tasks. Therefore, the turnaround

time for the job is reduced when more clients contribute to the computation.

Upon reception of the task assignment, the mobile client performs the compu-

tation and sends the results back to the server in a compressed file. The server

aggregates all the results and sends them back to the user once all the tasks are

completed.
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5.4 Performance Evaluations

The main motivation of developing a mobile computing system in this chapter

is its potential advantage in energy efficiency. In this section, we evaluate the

energy efficiency and computing power of mobile devices and compare them with

conventional workstations.

5.4.1 Experimental Setup

In the energy efficiency tests, we evaluate the performance of both the mobile de-

vices and workstations in executing a computationally-complex application. The

application used for testing was a protein structure prediction algorithm written in

C++. The same algorithm and tasks are used to test on both the mobile devices

and the workstations. The mobile devices we tested all use the Android operating

system. Since Android applications are written in Java, we use the JNI (Java

Native Interface) to execute the native C++ code on the Android devices. The

testing code running on the workstations are directly compiled from the C++

code. This may cause the application for the Android platforms to be slower

than that for the workstations due to the overhead of Java and JNI integration.

However, this is unavoidable when porting C/C++ applications to mobile plat-

forms and thus represents a realistic situation. We used 3 mobile devices and 3

workstations for testing. Their specifications are listed in Table 5.1.

We measure the power consumed by the mobile devices or workstations using

the “Watts up? PRO ES” power meter [157]. According to its specifications,

the meter has an accuracy of ±1.5% in terms of wattage measurement. We set

the recording interval to the lowest value of 1s. This provides a good sampling

rate for our measurements as the test application takes at least 40s even on the

fastest workstation. We run the same task 10 times on each device and average
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Table 5.1: Device specifications (Note: “* 2 (4)” means there are two (four)

physical CPUs in the workstation).

Device CPU Memory Release Date

Xiaomi

Mi-One

(MO)

Qualcomm

Snapdragon S3

Dual Core 1.5GHz

1GB 2011

Asus Nexus 7

(N7)

Nvidia Tegra 3

Quad Core 1.2GHz

1GB 2012

Samsung

Galaxy S3 (GS3)

Qualcomm

Snapdragon S4

Dual Core 1.5GHz

2GB 2012

Workstation1

(WS1)

Intel Xeon E7505 * 2

Single Core 3.06GHz * 2

8GB 2003

Workstation2

(WS2)

Intel Xeon X5355 * 2

Quad Core 2.66GHz * 2

24GB 2006

Workstation3

(WS3)

AMD Opteron 6276 * 4

16-Core 2.33GHz * 4

192GB 2011

the energy consumption readings. For multi-core devices, we run the same task on

multiple threads to evaluate the time and energy performance. For mobile devices,

we measure the device’s energy consumption while the screen is off. For the

workstations, we only measure the power consumption of the main unit without

the monitor.
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5.4.2 Experimental Results

The experimental results are shown in Tables 5.2 - 5.7, corresponding to the

Xiaomi Mi-One (MO) Android phone, the Samsung Galaxy S3 (GS3) Android

phone, the Asus Nexus 7 (N7) Android tablet and the three Linux workstations

(WS1, WS2, WS3).

Our first interest on the mobile devices is the computing power they can pro-

vide. As expected, the mobile devices are slower than the workstation competitors.

The GS3 is equipped with a dual-core CPU and is able to finish 2 tasks in 217.1s.

This means, on average, the GS3 has a computing power of 33.2tasks/hr. With

the quad-core processor, the N7 has the best computing power among all the mo-

bile devices. It is able to complete 4 tasks within 312.4s, which translates into

46.1tasks/hr. This performance is close to the WS1’s 51.1tasks/hr, showing that

mobile devices now may have computing power comparable to some existing desk-

tops and workstations. The WS1 serves as a convenient benchmark for processing

speed. We ran the same task on the Amazon Web Services (AWS) and found that

each CPU of the WS1 is roughly equivalent to the AWS m1.small instance, which

has 1 EC2 Compute Unit. The very high-end WS3 can accomplish 64 tasks within

50.1s. In other words, it is able to complete 4598.8tasks/hr, which is about 98.8

times faster than the N7. The times required to complete the same number of

tasks for all devices are shown in Fig. 5.5.

When the devices are idle, the GS3 has the lowest power consumption (0.001W )

while the MO and N7 consume 0.6W and 0.5W , respectively. As for the worksta-

tions we tested, the WS1 has the lowest idle power consumption of 118W , while

the other two workstations consume over 350W even when idle. The idle power

is an important factor when considering energy efficiency because the power con-

sumed in this period of time is not used for anything productive and is wasted
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Figure 5.5: Comparison of computing time.

energy. Therefore, in the cases of light utilization, the mobile devices can save a

significant amount of energy thanks to their low power consumption when idling.

Due to the fact that mobile device manufacturers build various user interfaces

(UIs) on top of the Android platform, the power management strategies vary

depending on the device and the manufacturer. For example, the N7 limits the

CPU clock while using 4 cores when the screen is turned off. Therefore, we observe

a significant increase in the amount of time (25% per core) needed to complete

1 task when all 4 cores are occupied. It is important to consider this power

management factor in our future work, as we cannot expect every mobile device

to allow applications to run in full speed when the screen is turned off.

As for the energy efficiency, the mobile devices have a clear edge over the

workstations. With only 1 task to compute, the GS3 has the best energy efficiency

among all the tested devices. It only consumes 288.5J to complete a task, while
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Figure 5.6: Comparison of energy consumption.

the most energy efficient workstation WS3 requires 16, 322J to process the same

task, 57 times the energy required by the GS3. The WS1 and WS2 consume 75.8

and 92.5 times the energy required by the GS3. In other words, the GS3 saves

more than 98% of the energy required by the workstations when a single task is

computed.

Both the workstations and the mobile devices have their best energy efficiency

when their CPUs are fully loaded. Fig. 5.6 shows the amount of energy required

for each device to complete a certain number of tasks. All the mobile devices we

tested have better energy efficiency than the workstations. More specifically, to

complete 64 tasks, the GS3 only requires 15, 001.6J , or 234.4J per task, which is

the least among all the tested devices. The N7 and MO require 17, 110.4J and

21, 648J , respectively. As for workstations, the WS3 requires 32, 981.2J in total,
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which is 515.3J per task, 2.2 times what the GS3 requires. The WS1 and WS2

consume 877, 721.6J and 273, 075.2J respectively, which is 58.5 and 18.2 times

what the GS3 consumes. In other words, the GS3 saves 98.3%, 94.5% and 54.5%

of the energy required by the WS1, WS2 and WS3, respectively, when the CPUs

of each device are at full load.

In cases where the computing job can be split into multiple independent tasks,

the energy efficiency is a performance metric more important than the computing

speed, as we can increase the system computing speed by recruiting more devices

to work cooperatively on the job. However, there is no easy way to improve the

energy efficiency. For example, if a job consists of 320 tasks similar to the ones

used in our test, a WS3 takes 250.5s to complete the job and consumes 164, 906J

in total. If we use the computing resources of 160 GS3, each processing 2 tasks,

the total amount of time required to complete the job is 217.1s while the energy

consumed is only 74, 992J , 45.5% of that consumed when using WS3.

It should be noted that the WS3 represents a class of high-end worksta-

tions/servers with significant hardware acquisition cost, which is rarely seen in

commercial cloud computing service offerings. The WS1 and WS2, which uses

58.5 and 18.2 times the energy of what the GS3 costs, respectively, are more

representative of servers deployed as part of cloud computing infrastructure. Fur-

thermore, the energy efficiency gap widens quickly as the device utilization level

decreases, which is due to the fact that, when being idle, workstations consume

hundreds of times more energy than do mobile devices. Therefore, using mobile

devices as a green computing resource alternative to a conventional server-based

cloud is promising and feasible.
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Table 5.2: Performance results of the Xiaomi Mi-One (1 CPU, 2 Cores)

Idle
1 Core 2 Cores

1 Task 2 Tasks

Power (Watt) 0.6 1.8 2.9

Computing Time (Sec) N/A 235.0 236.1

Total Energy (Joule) N/A 424.1 676.5

Energy per Task (Joule) N/A 424.1 338.3

Table 5.3: Performance results of the Samsung Galaxy S3 (1 CPU, 2 Cores)

Idle
1 Core 2 Cores

1 Task 2 Tasks

Power (Watt) 0.001 1.3 2.2

Computing Time (Sec) N/A 214.4 217.1

Total Energy (Joule) N/A 288.5 468.7

Energy Per Task (Joule) N/A 288.5 234.4

Table 5.4: Performance results of the Asus Nexus 7 (1 CPU, 4 Cores)

Idle
1 Core 2 Cores 4 Cores

1 Task 2 Tasks 4 Tasks

Power (Watt) 0.5 2.1 2.8 3.3

Computing Time (Sec) N/A 233.7 234.3 320.7

Total Energy (Joule) N/A 492.3 661.8 1069.4

Energy Per Task (Joule) N/A 492.3 330.9 267.4

5.5 Conclusions

In this chapter, we introduce GEMCloud, a mobile cloud computing system that

provides computing resources to the user from energy efficient mobile devices. We
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Table 5.5: Performance results of the workstation 1 (2 CPUs, 2 Cores)

Idle
1 Core 2 Cores

1 Task 2 Tasks

Power (Watt) 118.0 156.4 195.8

Computing Time (Sec) N/A 139.8 140.1

Total Energy (Joule) N/A 21,864.4 27,428.9

Energy per Task (Joule) N/A 21,864.4 13,714.4

Table 5.6: Performance results of the workstation 2 (2 CPUs, 8 Cores)

Idle
1 Core 2 Cores

1 Task 2 Tasks

Power (Watt) 362.6 377.9 393.0

Computing Time (Sec) N/A 70.6 70.6

Total Energy (Joule) N/A 26,687.8 27,755.1

Energy per Task (Joule) N/A 26,687.8 13,877.6

4 Cores 8 Cores

4 Tasks 8 Tasks

Power (Watt) 423.5 482.2

Computing Time (Sec) 70.6 70.8

Total Energy (Joule) 29,917.4 34,134.3

Energy per Task (Joule) 7479.4 4266.8

provide the design of the system and implement a prototype for testing. Our con-

tribution is mainly focused on the evaluation of the energy efficiency of this system

by providing comprehensive tests on the mobile devices. We provide performance

comparisons among various mobile devices and workstations. The results show

that the smartphones and tablets have lower individual computing power but
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Table 5.7: Performance results of the workstation 3 (4 CPUs, 64 Cores)

Idle
1 Core 2 Cores

1 Task 2 Tasks

Power (Watt) 395.6 407.8 420.3

Computing Time (Sec) N/A 40.0 40.0

Total Energy (Joule) N/A 16,322.0 16,824.4

Energy Per Task (Joule) N/A 16,322.0 8412.2

4 Cores 8 Cores 16 Cores

4 Tasks 8 Tasks 16 Tasks

Power (Watt) 438.7 466.9 506.4

Computing Time (Sec) 40.1 40.2 40.6

Total Energy (Joule) 17,586.8 18,751.1 20,538.4

Energy per Task (Joule) 4396.7 2343.9 1283.7

32 Cores 64 Cores

32 Tasks 64 Tasks

Power (Watt) 588.8 658.1

Computing Time (Sec) 41.0 50.1

Total Energy (Joule) 24,150.8 32,981.2

Energy Per Task (Joule) 754.7 515.3

much higher energy efficiency. The lower computing power can be made up by

recruiting more devices, while the energy efficiency is harder to improve given the

same type of devices.
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6 Volunteer Computing on

Mobile Devices

In Chapter5, we have demonstrated that using mobile devices as computing re-

sources in a cloud may provide adequate computing power while achieving higher

energy efficiency compared with traditional workstations. To form a mobile cloud,

the devices may be from the employees in a corporation, or the devices may be

from the crowd. In this chapter, we investigate the latter, using crowd-sourced

mobile devices for computing, namely, mobile volunteer computing.

6.1 Introduction

Volunteer computing is a form of distributed computing that utilizes an inter-

connected network of devices volunteered by public participants to cooperatively

complete computationally complex tasks. Traditional cloud computing usually

costs either a significant amount of money for the construction and maintenance

of the infrastructure or a subscription fee for using commercial cloud services. Vol-

unteer computing provides an alternative inexpensive approach, as the computing

resources are usually donated by volunteers. Since many of these devices are un-

derutilized, when properly designed, volunteer computing platforms are able to

harvest idle computing power without interfering with volunteers’ normal usage

of their devices.
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Projects in physics, mathematics, molecular biology, medicine, chemistry, as-

tronomy and many other fields have taken advantage of existing volunteer com-

puting platforms such as JXTA [158], XtremeWeb [159], Berkeley Open Infras-

tructure for Network Computing (BOINC) [134], and GEMCloud [160]. Usually,

these projects require a large amount of computing power and are able to be split

into smaller tasks in order to be assigned to different volunteered devices. Among

the volunteer computing platforms, BOINC is the most successful one with more

than 200,000 volunteers and more than 400,000 computers active at the time of

writing this article [161]. Approximately 8000 PetaFLOPS of computing power

per day is contributed to the scientific projects supported by BOINC.

With the advances in semiconductor technology, mobile devices are becoming

more and more powerful. Some of the flagship smartphones such as Samsung

Galaxy S5 are equipped with 2.5GHz or higher frequency quad-core CPUs [162].

With 64-bit processors appearing on smartphones [163] and tablets [164], mobile

devices are getting closer to PCs in terms of computing capabilities. According

to IDC, over 1 billion smartphones and 70 million tablets have been shipped in

2013 [165] [166]. Since smartphones and tablets are usually idle rather than turned

off when they are not being used, these devices form a huge pool of idle computing

resources that could be potentially harvested for volunteer computing.

While volunteer computing projects have been successful on personal comput-

ers, there are only a few projects exploring the utilization of mobile devices as the

source of volunteer computing, such as [167] [168] [133] [132]. Currently, there are

only a few volunteer computing platforms running on Android devices that can be

publicly downloaded through the Google Play Store, including BOINC and two

re-packaged versions of BOINC: HTC power to give [169] and Samsung Power

Sleep [170], and GEMCloud [160].

Motivated by a desire to better guide future design and development of vol-

unteer computing platforms utilizing mobile devices, we have conducted a pub-
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Figure 6.1: The architecture of the GEMCloud platform.

lic study using GEMCloud, a mobile volunteer computing platform described in

Chapter 5. The goals of the study included: 1. Analyze the participants’ avail-

ability for volunteer computing on mobile devices; 2. Analyze the participants’

behavior when using different types of devices; and 3. Analyze the factors that

impact mobile device users’ participation in volunteer computing.

The rest of this chapter is organized as follows. In Section 6.2, we briefly re-

view the design and development of the GEMCloud mobile volunteer computing

platform (for a full description of the GEMCloud architecture, see Chapter 5).

Section 6.3 describes the set-up of the public study. Section 6.4 provides anal-

ysis of the study participants’ availability for volunteer computing. Section 6.5

analyzes the behavior of the participants. Several factors in the mobile volunteer

computing system that have impact on the volunteers’ normal usage of the devices

are analyzed in Section 6.6. Finally, Section 6.7 concludes the chapter.
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6.2 GEMCloud Platform

We use GEMCloud (described in Chapter 5) as the mobile volunteer computing

platform for this study. The GEMCloud system architecture is shown in Fig.

6.1. There are three roles in the system: task provider, task distributor, and

task executor. A task provider is the one who needs computing resources for

a distributed computing project. The project must be parallelizable, such that

it can be divided into smaller pieces of tasks that will be uploaded to the task

distributor. Each task should be properly sized so that it can be finished by a

mobile device within a reasonable amount of time. A task distributor is a set of

programs running on a server that continuously listen for task requests. The tasks

will be distributed to mobile clients (task executors) that have announced their

availability and requested tasks.

To minimize interference with mobile device users’ normal usage of the device,

GEMCloud provides preference settings to the users to customize when and how

they want GEMCloud to utilize their devices’ computing resources. The settings

include:

• Whether the GEMCloud app can communicate with the server using cellular

data or only WiFi (default: WiFi only).

• Whether GEMCloud can perform computation while the mobile device is

operating on battery (and the minimum battery charge level) or only when

plugged in to wall power (default: Only when plugged in).

• The number of CPU cores that may be used for computation (default value:

1) and the total CPU capacity that must be retained (default value: 65%)

• The maximum storage that can be used by GEMCloud (default value:

160MB).
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• The maximum value of phone temperature (to prevent overheating) (default

value: 38◦C).

• Motion detection that allows GEMCloud to reduce its CPU usage temporar-

ily when detecting motion of the device, which may indicate that the user

has started using the device (default: enabled).

The default settings as shown above only allow the app to run computation

while charging and communicate with the server under Wi-Fi connection, which

minimizes interference to the normal device usage. However, users with larger

battery life devices (e.g., tablets) or those who do not care about the resource

usage can dedicate more computing time to the project by modifying the settings

to fit their preferences. There is also a resource tab to allow users to monitor

GEMCloud’s usage of the battery, CPU, memory, and data traffic.

Besides preference settings, another potential concern for volunteers is the

energy cost for participating in the volunteer computing and performing the com-

putation. It has been shown that using smartphones and tablets for distributed

computing can perform the same computing tasks as on PCs with better energy

efficiency compared with high performance workstations in Chapter 5. For each

volunteer, the extra electricity for performing the computing costs very little. A

common scenario for mobile volunteer computing is when the mobile device user

is sleeping, the device is plugged in to the wall charger and performing volunteer

computations. For a Samsung Galaxy S3 smartphone, once the phone is charged,

the power consumption for performing computation without turning on the screen

is 1.3W when using 1 core (at its full capacity) and 2.2W when using 2 cores. As-

suming the extra energy cost for doing the computation while charging the battery

has negligible difference compared with when the battery is fully charged and still

plugged in, the total energy used for 8 hours of volunteer computing per night is

10.4Wh for 1 core and 17.6Wh for 2 cores. According to the U.S. Energy Informa-
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tion Administration, the national average electricity price in the United State for

residential usage in 2013 was 12.12 cents/kwh [171]. Using this rate as a guide,

the total electricity cost for participating in volunteer computing on a Galaxy S3

smartphone is only 0.13 cents/night when using 1 core and 0.21 cents/night when

using 2 cores. Therefore, the monetary cost for each volunteer to participate in

the mobile volunteer computing project is very low and should not be a factor

that discourages volunteers.

6.3 Volunteer Computing on Mobile Devices Study

Details

As we have discussed in Section 6.1, the massive number of underutilized mo-

bile devices can potentially provide a significant amount of computing power for

volunteer computing projects. However, it is not known whether people will em-

brace this concept and join volunteer computing projects in their daily lives. It

is also crucial for volunteer computing project designers to understand how the

volunteers may behave and what is important to retain the volunteers’ loyalty. To

evaluate the feasibility of using mobile devices for volunteer computing, and to

analyze the behavior of the volunteers and the factors that impact their behavior

while participating in the volunteer computing project, we conducted a public

study using the GEMCloud platform.

6.3.1 Study Set-up

Using flyers as our main approach for soliciting volunteers, we attracted volunteers

from among the students, staff and faculty at the University of Rochester to

run the GEMCloud app on their Android mobile devices. Others who learned

about the study from family or friends and did not have any affiliation with the
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University of Rochester also participated in the study. For each participant, we

asked them to respond to a pre-study survey when the participant joined the

study and a post-study survey after participating in the study for one month. We

awarded a $20 Amazon gift card to each participant who finished both surveys

and successfully installed the GEMCloud app and created an account using the

same email address as the two surveys. The prize was provided to award the

participants for their time and effort on filling out the surveys and providing their

feedback. To associate the survey data with the volunteer computing results, we

asked each participant to create an account within the app using the same email

address as that used to complete the surveys. However, there is no requirement for

a participant to finish any computing tasks in order to be awarded the gift card.

Hence, we expect to collect computing results based on participants’ volunteering

activities.

6.3.2 Task Distribution

The computing tasks used for the study are protein structure prediction tasks.

The algorithm to perform the computation is installed along with the GEMCloud

app. There are three different types of tasks. According to their sizes, we name

them as small, medium and large tasks. As a reference, a Samsung Galaxy S3

can finish a small task in 170 s, a medium task in 280 s and a large task in 469 s.

Each type of task requires a set of files that will be transmitted from the server to

the mobile device the first time the mobile device receives the type of task. These

files do not need to be transmitted again if the mobile device receives the same

type of task again. For each type of task, a task description file that includes

a sequence of atoms will be sent to the mobile devices. For this study, when a

mobile device requests a task, a randomly selected type of task (small, medium

or large) was sent.
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6.3.3 Data Collection

We gathered information from the devices of the participants (e.g., processor ca-

pabilities, type of wireless connections used) as well as requesting participants to

complete surveys that informed us of their expectations (pre-survey) and experi-

ences (post-survey) with having GEMCloud on their Android mobile devices. For

all the participants, there were at least 30 days between when they filled out the

pre-survey and when they received the post-survey, and we continued collecting

data from the participants even after they completed the post-survey. The first

participant joined the study on Oct. 31, 2013. The last date that a participant

filled out our post-study survey was on Mar. 17, 2014. We set the last day of

data collection to be Apr. 17, 2014, the day our last participant had been partic-

ipating for a month after completing the post-survey. Therefore, although each

participant joined the study on a different day, we have collected data from each

participant for at least 60 days. In the later analysis, when we analyze the in-

dividual behavior of the participants, we use the first 60 days of data for each

participant in order to have comparable data for each participant.

6.3.4 Participant Demographics

As of Apr. 17, 2014, 132 participants finished the pre-study and post-study sur-

veys as well as installed the app since the study started on Oct. 31, 2013. The

majority of the participants were students, who account for 60% of the total

participants. University employees account for another 11%. 28% of all the par-

ticipants were not affiliated with the University of Rochester. In terms of the age

distribution of the participants, 86% of the participants were between 18 to 29

years old. The participants for this study were generally a representation of the

university community. The details of the participant demographics are shown in
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Figure 6.2: Participant affiliations.

Figure 6.3: Participant age distribution.
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Fig. 6.2 and Fig. 6.3.

6.4 Participants’ Availability

One of our goals for conducting this study was to verify the feasibility of using

mobile devices for volunteer computing. From the survey, only 8 out of the 132

participants (6%) indicated they were not willing to contribute the idle time of

their devices for volunteer computing to support scientific discovery and medical

research. As shown in Fig. 6.4, among the 132 participants, 120 or 91% of the

total participants finished at least 1 task during their first 60 days of participation

in the study. 94 or 74% of the participants finished more than 100 tasks. 12

participants, or 9% of the total, however, did not complete any tasks. This means

they uninstalled the app before completing any tasks. In total, 322,689 tasks

including 189,814 small tasks, 95,095 medium tasks and 37,780 large tasks have

been completed by the participants. These equal to a total of 68 days of full

running on an Amazon EC2 large instance. Given the duration of this study and

the number of participants, the completed results indicate a significant amount of

computing power provided by each participant.

6.4.1 Geographical Distribution of Participants

We only advertised the study on the University of Rochester campus through

flyers. However, through social networks and word of mouth, participants from

all over the world learned about the study and installed the GEMCloud app and

contributed their computing resources. Based on the IP address from which each

task result was sent, we were able to approximately localize where the result was

from by using the GeoIP web service provided by MaxMind Inc. [172]. Fig. 6.5

shows a Google map with all the task results pin pointed on their approximate
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Figure 6.4: Histogram of the number of tasks finished by each volunteer during

the first 60 days.

locations. Task results from similar locations are grouped together. As of the

last day of data collection, we received results from 13 different countries all over

the world. It should be noted that the task results here also include those that

were not generated by the study participants, i.e., from participants who did not

complete the surveys.

6.4.2 Active Participants During the Study

Fig. 6.6 shows the numbers of daily active participants since the study began on

Oct. 30, 2013 until Apr. 17, 2014, a month after the last participant received

the prize. We define a daily active participant as a participant who successfully

returns at least one task result back to the server on that day. As we can see

from Fig. 6.6, after 27 days, the number of daily active participants reached its

peak value of 53 active participants per day. Since day 36, the number of daily

active participants started to decrease. As shown in Fig. 6.7, the number of task
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Figure 6.5: Map showing where volunteer computing users are located.

results all participants returned each day is in general consistent with the number

of active participants per day. The drop in the number of active participants is

after the first group of participants received their prizes, an indication of the role

of the prize as one of the motivations for participants volunteering their devices

for scientific computing. In Section 6.6, we will provide detailed analysis of the

effect of prizes in our volunteer computing study.

6.4.3 Active Duration of Participants

We are interested in how long each participant may engage in a volunteer com-

puting project similar to GEMCloud. Therefore, we analyze the active duration

of each participant starting from the day he/she joined our study. As Fig. 6.8

indicates, on the first day after each participant joined the study, there are 120

active participants. This number drops to 82 after 5 days of participation, since

there is no requirement for participants to continuously uses the GEMCloud app.

After that, the number of active participants decreases at a slower rate. After 30
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Figure 6.6: Number of active participants since the study started.

Figure 6.7: Number of daily task results returned since the study started.
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Figure 6.8: Number of active participants since joining the study.

days, there are still more than 50% of the participants who remain active.

Since every participant may join the study on a different day, the total partici-

pation duration of each volunteer is different. In order to compare the behavior of

each participant, we analyze the active ratio of the participants during the first 60

days of their participation. Fig. 6.9 shows a histogram of this active ratio, which

is defined as the number of days of active participation out of the first 60 days

of participation. As we can see, 35 participants or 26.5% of all 132 participants

have an active ratio lower than 20% during their first 60 days of participation.

On the other end, 13 participants or 9.9% of all 132 participants were active for

more than 90% of the days during their first 60 days of participation. 52 partici-

pants or 39.4% of all participants, have an active ratio of more than 50%, showing

again that a significant portion of the participants stay active for at least a month

during their participation.
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Figure 6.9: Active ratio for the first 60 days.

6.5 Analysis of Participants’ Behavior

According to our surveys, among all 120 participants who have successfully re-

turned at least one task result, 112 of them claim to have at least 1 Android

smartphone and 40 of them claim to have at least 1 Android tablet. Based on

the task results we collected, there were 134 devices used by these participants to

provide computing resources, 111 of them are smartphones and 23 are tablets.

In general, mobile devices are different than desktop devices such as PCs or

workstations, as mobile devices are almost always on and are powered by batteries

when they are carried around, and will be charged periodically or at their owners’

convenience. Since mobile devices have limited battery lifetime, it is usually not

desirable to the device’s owner to sacrifice the device’s battery life for volunteer

computing. The GEMCloud app is designed with preference settings allowing

the user to decide when GEMCloud can perform computing tasks. The default

settings only allow GEMCloud to request and process tasks when the device is
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charging and connected to WiFi so that running GEMCloud will not utilize bat-

tery energy and will not utilize mobile data. On the other hand, the user may

change the default settings to allow the app to run when the device is using cel-

lular data or when the device is operating on battery power. Obviously, allowing

the device to run volunteer computing projects on battery and use mobile data

will improve the availability of the device. We are interested to see how many

participants were willing to use their device for volunteer computing on battery

or with cellular data.

6.5.1 Comparing Smartphone and Tablets Use

Smartphones and tablets have both different hardware and different uses/purposes.

For example, smartphones usually have cellular connectivity and have battery life-

times of less than a day, while tablets usually only have Wi-Fi connectivity and

may last longer than one day on a fully-charged battery. The participants may

use a smartphone or tablet in our study, and the type of device affects the usage

behavior. Our survey data show different usage styles among the smartphone

users and the tablet users. Specifically, from the survey data shown in Table 6.1,

Table 6.2 and Table 6.3, the smartphone users tend to use the devices longer ev-

eryday and, due to the more limited battery life, charge them more frequently.

This is very important to volunteer computing, as in general, volunteer computing

is aimed at harvesting free computing cycles without interfering with the mobile

device users’ normal activities.
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Table 6.1: Survey Stats: Daily usage time of smartphones and tablets

Daily Usage
Smartphones Tablets

# of

participants

% of

participants

# of

participants

% of

participants

<1 hour 6 5% 11 28%

1-3 hours 39 35% 17 43%

4-6 hours 39 35% 11 28%

7-10 hours 19 17% 0 0%

>10 hours 9 8% 1 3%

6.5.2 Usage Patterns for Smartphone and Tablet Devices

We collected the model name of each device along with the returned task results.

Based on the model of the device, we can classify the type of that device, i.e.,

smartphone or tablet. We analyze the numbers of tasks completed per minute

according to the time of day by smartphone users and tablet users. As shown in

Fig. 6.10 and Fig. 6.11, the behaviors of smartphone users and tablet users are

different. The number of tasks completed by smartphone users reaches its peak

during the night (03:00 - 07:00) and falls to its minimum during the afternoon

(14:00 - 20:00). Since most participants set the GEMCloud app to run computa-

tions only when the device is charging and connected to WiFi, it is expected that

participants charge their devices during the night and use the devices off battery

throughout the day. On the other hand, for tablet users, the tablet devices don’t

always need to be charged on a regular basis as the battery lives for tablets are

usually longer than a day. Therefore, we do not see any peak hour in the tablet

users’ data.
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Table 6.2: Survey Stats: Charging frequency of smartphones and tablets

Charging

Frequency

Smartphones Tablets

# of

participants

% of

participants

# of

participants

% of

participants

Multiple times

per day
29 26% 4 10%

Once per day 76 68% 15 38%

Once every 2 days 7 6% 10 25%

Twice a week 0 0% 7 18%

<= Once a week 0 0% 4 10%

6.5.3 GEMCloud Preference Settings

People use smartphones and tablets for their everyday purposes. The intention of

volunteer computing on mobile devices is to make use of these mobile devices’ free

computing cycles without interfering with their original usage. To accomplish this

goal, we set the default setting of the GEMCloud app to only allow task processing

when the device is charging and connected to WiFi, so that the GEMCloud app

will not consume any battery energy or cost any cellular data to its user. We also

allow the user to change the settings according to their preferences. We collect

the preference setting data so that we can understand more about what settings

meet the most users’ needs. Since one participant may use multiple devices for

volunteer computing, we analyze preference settings per device rather than per

participant. In total, we have collected preference data from 134 unique devices

from 120 participants.

The first thing we are interested to see is how frequently GEMCloud users

change their devices’ preference settings. As shown in Fig. 6.12, 47% of all the

active devices have preference setting changes on the first day the app is installed.
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Table 6.3: Survey Stats: Charging time of smartphones and tablets

Charging

Time

Smartphones Tablets

# of

participants

% of

participants

# of

participants

% of

participants

Morning 25 22% 9 23%

Afternoon 25 22% 9 23%

Evening 42 38% 20 50%

Overnight 87 78% 25 63%

After the first day, the percentage of devices that change the preference settings

drops to less than 10% per day.

The survey responses indicate that before starting the study, 96% of the par-

ticipants would be willing to contribute the idle time of their devices when the

devices are being charged, while 71% of the participants would be willing to use

their devices for volunteer computing while operating off battery, including 26%

that specified the battery usage limits. After 30 days, the number of participants

who are willing to use their devices for volunteer computing when the devices are

being charged reduces to 93%, and those who are willing to use their devices when

they are operating off battery reduces to 61%, including 29% of whom specified

the battery usage limit.

Fig. 6.13 shows the number of devices that allow GEMCloud to run tasks when

they are on battery and the number of devices that allow GEMCloud to run tasks

only when charging. At the beginning of joining the study, 34% of smartphones

and 35% of tablets allow the GEMCloud app to run tasks on battery. 66% of

smartphone and 65% of tablets only allow the app to run tasks when the device

is charging. As time goes on, the percentage of active devices that run tasks on
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Figure 6.10: Smartphone users usage pattern.

battery gradually reduces to 15% for smartphones and 20% for tablets on the 60th

day since the device joins the study. These results indicate that although in the

survey, 61% of participants specified their willingness to contribute their devices’

idle computing cycles when they are on battery, however, in practice, using mobile

devices for volunteer computing on battery is not desirable for most participants.

As for network connectivity, before joining the study, 94% of participants were

willing to contribute the idle time of their devices when connected via WiFi, while

56% of participants were willing to contribute when their devices are connected

via cellular network, including 18% who specified the cellular data usage limit.

After 30 days of participation, the same 94% of participants remain willing to

contribute their devices’ idling time when connected via WiFi, while the number

of participants who are willing to contribute when their devices are connected

via cellular networks drops slightly to 51%, which includes 13% who specified the
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Figure 6.11: Tablet users usage pattern.

cellular data usage limit.

According to the collected preference data, at the beginning of their participa-

tion, 84% of active devices 82% of smartphones and 96% of tablets allow GEM-

Cloud to run tasks only when the device is connected to WiFi, while only 8% of

smartphones and 4% of tablets allow GEMCloud to run tasks when the devices

are connected through cellular networks. As time goes on, the percentage of active

devices that allow GEMCloud to run when connected to WiFi rise slightly to 89%

of smartphones and 100% of tablets. These results indicate that, in practice, most

participants prefer not to use cellular data of their mobile devices for volunteer

computing.
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Figure 6.12: Number of preference changes per device.

6.6 Factors that Impact a Volunteer’s Behavior

One of the goals of our study is to analyze the factors that impact users’ behaviors

while participating in the volunteer computing projects. In this study, we identify

three important factors that influenced the behavior of participants.

6.6.1 Prizes

The first factor is the prizes. Although in the consent form that participants

needed to sign before participating in our study we clearly stated that the vol-

unteers do not need to complete any task in order to be qualified for the prizes,

we still observed a large difference in the number of active users and completed

tasks before and after the prize was awarded. As we can see from Fig. 6.15 and

Fig. 6.16, where the data are aligned according to the day each volunteer receives

the prize, clearly there is a drop in the number of active users and daily completed
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Figure 6.13: Number of devices that allow computing on battery vs. charging

only.

tasks on the day that the volunteers receive the prizes.

6.6.2 Negative Impacts to Volunteers’ Devices

In the post-survey, we asked the volunteers if they have noticed that the GEM-

Cloud app brought any negative impact to their normal usage of the device. As

we may expect, if the volunteer allows GEMCloud to run tasks when the device is

on battery, the battery life will be noticeably shortened. Aside from battery drain,

there are other negative impacts that may be noticeable to volunteers, including

the following.

• When a device is continuously running CPU heavy tasks, even while it is
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Figure 6.14: Number of devices that allow computing on cellular data vs. Wi-Fi

only.

charging, its temperature may rise higher than its normal charging temper-

ature when no CPU heavy task is running continuously. Therefore, the time

for the device to be fully charged may take longer.

• The device may become sluggish if the volunteer uses it while it is running

CPU heavy tasks, especially when using all of its CPU cores. GEMCloud has

a mechanism to allow GEMCloud to adjust its computing load adaptively

(e.g., reduce the tasks’ CPU load by pausing the task thread(s) for a short

period of time) in order to guarantee the percentage of idle CPU according

to the user’s preference settings. However, this may not totally avoid some

users finding their device sluggish when GEMCloud was running tasks.

• In the early version of GEMCloud, when a device’s battery condition was

changed from charging to discharging, GEMCloud would continue to finish
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Figure 6.15: Number of daily active volunteers according to the day the users

received the prizes.

the current task regardless of the preference setting being that GEMCloud

is permitted to work on battery or not. This will cost a small amount of

battery energy depending on the device’s specifications.

To some volunteers, some of the above negative impacts may be noticeable.

We are interested to see whether any negative impacts were perceived by the vol-

unteers and how the negative impacts influence the behavior of those volunteers.

We identify 46 volunteers who only used GEMCloud when their devices were

charging and 74 volunteers who have completed tasks on battery. The volunteers

who have never completed any tasks on battery finished 1840 tasks on average.

The volunteers who have completed tasks on battery finished 2266 tasks on aver-

age, 23% more than the former. This is possibly because compared with volunteers

who only use their devices for volunteer computing while charging, volunteers who

are willing to use their devices for volunteer computing on battery have stronger

motivation and therefore are able to contribute more. Allowing volunteer com-
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Figure 6.16: Number of tasks finished each day according to the day they received

the prizes.

puting on battery may also lead to longer duration per day for each device to

contribute.

Within these 46 volunteers who have never completed any tasks on battery,

volunteers who did not notice any negative effect have many more active days

(29 vs. 20 days) and have completed many more tasks (2150 vs. 960 tasks)

than volunteers who noticed some negative impacts, as shown in Table 6.4. This

indicates that the volunteers who are not willing to use their devices’ battery

for volunteer computing projects probably care more about their mobile devices’

performance and therefore negative impacts to the device play an important role

in determining the amount of the volunteers’ contributions.

For the remaining 74 volunteers, each of them has finished at least 1 task while

their devices were operating on battery. Since the default settings do not allow

GEMCloud to run tasks when the device is operating on battery, this means that

these 74 volunteers have changed that setting at some point in the study and

are possibly aware of the battery drain resulting from GEMCloud operating on



172

Table 6.4: Volunteer performance with regard to negative impact

Only when charging On battery

Negative impact No Yes No Yes

Number of volunteers 34 12 50 24

Avg. active days 29 20 28 31

Avg. computing hours 269 128 221 427

Avg. completed tasks 2150 960 1845 3144

Hours per day 9.3 6.6 7.9 13.8

Tasks per day 74 49 66 102

Tasks per hour 8.0 7.5 8.4 7.4

battery. Within these 74 volunteers, 24 of them noticed that GEMCloud had

some negative impacts to their devices and 50 of them did not notice GEMCloud

had any negative impacts to their devices. The volunteers who noticed negative

impacts from GEMCloud to their devices had an average of 31 active days during

their first 60 days after joining the study in comparison to 28 active days for vol-

unteers who did not notice any negative impacts. The users who noticed negative

impacts completed 3144 tasks on average, 70% more than the users who did not

notice any negative impacts, who finished 1845 tasks on average. It is possible

that to some volunteers who are willing to use their devices’ battery for volun-

teer computing projects, negative impacts to their devices’ performance are not

their concern or they have higher tolerance for the negative impacts. Therefore,

although some of them noticed the negative impacts, these volunteers were still

willing to contribute.



173

6.6.3 User-app Interaction Frequency

In the post-study survey, we also asked each volunteer how many times on aver-

age he/she interacted with the GEMCloud app. In the app, once the volunteer

has set up an account and modified the preference settings, they may leave the

app running in the background and the app will only perform computations when

it is allowed. This ensures that the app does not require any user intervention.

However, on the other hand, the volunteer may check GEMCloud’s activity log,

the number of tasks that have been completed and his/her ranking among all the

volunteers. The volunteer may also change the preference settings, as well as turn

the app on or off according to their need at the moment. These user-app interac-

tions may be related to the volunteer’s involvement with the volunteer computing

project. The more the volunteer interacts with GEMCloud may indicate higher

user involvement, which may lead to longer participation. We correlate the sur-

vey responses with task results in order to understand the relationship between

user-app interaction and the user’s contribution for volunteer computing.

Table 6.5: The impact of user-app interaction frequency

User-app interaction frequency < Once per day > Once per day

Number of volunteers 39 81

Average active days 25 29

Average computing hours 195 301

Computing hours per day 7.7 10.3

Average completed tasks 1459 2413

Tasks Per Day 57 83

The results, shown in Table 6.5, clearly demonstrate that volunteers who inter-

act with the GEMCloud app more than once per day have 15% more active days

and finished 65% more tasks within the first 60 days after joining the study com-



174

pared with volunteers who interact with the app less than once per day. This indi-

cates a connection between high user-app interaction frequency and high volunteer

computing performance in terms of more active days and more tasks completed.

The reason could be that people who interact with the app more frequently are

more involved with the app and therefore stay in the volunteer computing study

longer and donate more computing power. Or it could be that people who truly

want to contribute to volunteer computing projects have more user-app interac-

tion based on their interest in the project. If the former is true, designing the

volunteer computing app to allow volunteers to have more user-app interactions

may prolong volunteers’ participation and the number of finished tasks. If the

latter is true, then improving the user experience will benefit those who truly

want to contribute to volunteer computing projects and therefore may prolong

their duration of participation and the number of completed tasks.

6.7 Conclusions

Volunteer computing on mobile devices not only provides inexpensive computing

resources to solve complex computing projects in addition to volunteer computing

on PCs, but also saves energy, which helps to reduce greenhouse gas emissions due

to the generation of electricity from fossil fuels and therefore could potentially

benefits the environment [160].

We have shown that people, at least from within the university community,

are willing to participate in volunteer computing projects and provide a significant

amount of computing power from their mobile devices. Participants’ behaviors

with using the volunteer computing app vary based on the device type and their

personal preferences. The user experience with the volunteer computing app may

have a significant impact on volunteers’ participation and should be one of the

most important things to consider when designing and developing volunteer com-
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puting platforms for mobile devices. In addition, monetary prizes can be used

for attracting more volunteers. This could introduce a different model compared

with traditional volunteer computing.



176

7 Conclusions and Future

Directions

7.1 Conclusions

This dissertation envisions an energy-efficient sensing and computing system.

Health-monitoring and emotion-recognition applications were introduced as ex-

amples to demonstrate the potential practical value of such a system. To address

the challenges in the design and development of such systems, we propose the

WISP-Mote passive radio wake-up sensor device to reduce the energy consump-

tion of wireless sensors, the BaNa pitch detection algorithm to improve the pitch

data accuracy for emotion classification, and the GEMCloud platform to provide

energy efficient cloud computing resources. To evaluate the feasibility of using

mobile devices for cloud computing purposes and to guide future design of a mo-

bile cloud computing system, we also conduct a public study using the GEMCloud

platform.

The main contributions of this dissertation can be summarized as follows:

1. We develop WISP-Mote, a passive radio wake-up sensor node. WISP-Mote

can be put into sleep mode for ultra low energy consumption and can be

awakened remotely by a wake-up transmitter only when necessary. The

performance evaluation of a network of WISP-Mote sensor nodes is provided.
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Comparison of a WISP-Mote network and a network with traditional sensor

nodes with different duty cycles shows using WISP-Mote can provide at

least 4 times better energy efficiency with other performance metrics similar

or better than a 0.5% duty-cycling network. Simulations of two example

applications are also provided to show the benefits of using WISP-Mote in

specific scenarios.

2. We develop BaNa, a noise resilient hybrid F0 detection algorithm for speech

and music. Evaluations on both speech and music data show that BaNa

achieves the lowest GPE rate for most cases among the algorithms inves-

tigated for different types of background noise, and under different SNR

levels from -10 dB to 20 dB. An implementation of the BaNa algorithm on

Android is also provided. The tests of the BaNa Android app show that it

is possible to use BaNa for real-time pitch detection on a mobile platform.

3. An extensive survey of the state-of-the-art mobile-cloud computing tech-

niques is provided with summarization of the existing architectural designs.

Different approaches that enhance application performance via cloud-based

execution are compared. Research and technological challenges in different

approaches are also highlighted.

4. We design and develop a mobile volunteer computing platform named GEM-

Cloud. We evaluated the energy efficiency of using GEMCloud by providing

comprehensive tests on various mobile devices and compared with the re-

sults of traditional workstations. The test results showed that using mobile

devices as computing resources results in higher energy efficiency while pro-

viding similar computing power if enough devices can be harvested.

5. A public study on mobile volunteer computing using the GEMCloud plat-

form is conducted. We showed the feasibility of using mobile devices for vol-

unteer computing and studied volunteers’ behavior based on the device type
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and their personal preferences. Our study also showed that user experience

is crucial for retaining the user loyalty and should be carefully considered

when designing a mobile volunteer computing system. Monetary prizes can

be used for attracting volunteers and in a different model of crowd-sourced

computing system.

7.2 Future Directions

While several important technical challenges have been addressed in the disserta-

tion, there are a few research directions that may lead to additional benefits for

energy-efficient sensing and computing systems.

7.2.1 Passive Wake-up Radio

The range of the WISP-Mote wake-up radio is short, which limits its potential

applications. Multiple energy harvesters or different types of energy harvesting

techniques can be used to increase the wake-up range for wake-up radio sensor

nodes [173, 174]. In addition, as mentioned in Chapter 2, a directional antenna

and use of beam forming may also improve the range of passive wake-up radios.

On the protocol side, in this dissertation, we introduced a simple but effective

CSMA-based MAC protocol. According to the application scenario, a different

MAC protocol may be needed in order to provide better performance.

7.2.2 Mobile Volunteer Computing

In a volunteer computing system, due to the heterogeneity of all the volunteered

devices, to maintain a high quality of service is challenging. Depending on the

requirements of the task provider, the task results may be needed in a timely

manner. When assigning tasks to devices, the task scheduler needs to consider the
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computing power and availability of the devices and the latency of the networks.

With this information, a cost model may be built and used to determine the

optimal strategy to assign tasks to volunteer computing devices. In cases when

a task result may contain errors, a reliability control mechanism is needed. One

solution would be sending redundant tasks to multiple devices and collecting at

least two identical results before the system stops sending redundant tasks. The

number of copies of each task to be sent is an important parameter that needs to

be tuned ahead of time or on the fly in order to balance redundancy and reliability.

In cases where multiple client devices connect to the server via one device,

e.g., a local cloudlet providing Wi-Fi connection, data processing techniques can

be applied. One example is to use the cloudlet to buffer the returned results,

preprocess them and send them to the GEMCloud server as a bundle. The total

amount of time and energy cost to transmit all the results to the server may be

reduced by using this approach.

In addition, the security of the system must be investigated to protect the

privacy of mobile device owners and to guard against unauthorized access to

the computing data and results. Unlike traditional cloud systems, as a resource

provider, each individual mobile device in a volunteer computing system is not

shared by multiple users. Only the app has control of the computing and com-

munications. Therefore, similar to other available commercial apps, the volunteer

computing app developer must convince the users that the app is not harmful.

Making sure the app only has necessary accesses to the devices and making all

accesses as transparent as possible will be helpful. In terms of the security of

communications, strong encryptions and well-designed communication protocols

are important to guarantee the security of data transfer and must be considered

while designing the system.
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