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Abstract

Information, in the form of data and services, pervasivelides in the vast num-
ber of nodes in wireless ad hoc networks and sensor netwdik®btain these data
and services from the hosting nodes, two procedures, pseowdiry and data rout-
ing, are executed. Nodes that contain desired data/seraredfirst discovered through
peer discovery. After revealing the identity of these pedasa routing transports the
data/service from these peers to the requesting node. Assnodd hoc networks are
generally constrained in resources such as energy andgsingepower, it is essential
to maximize the efficiency of information discovery and ieatal.

While existing solutions mostly focus on improving the e#iecy for specifically
chosen application requirements, my thesis is that igeshi models of complex net-
works are needed to provide a better understanding of thergkfactors that contribute
to efficiency, and that analyzing these models can lead tdekgyn of much more ef-
ficient information discovery and retrieval schemes.

In the first part of the dissertation, we mathematically ma@tehoc networks to
find the optimal information discovery parameters such addkal number of search-
ing attempts and the searching radius of each attempt. Wetfudy a general scenario
where nodes are uniformly distributed and targets are icint/Ve then study a special
scenario where route caches cause nodes to be non-unifdistitiputed and create
non-identical targets. In the second part of the dissertative develop approaches
to improve the efficiency of data routing. For mobile ad hotwaoeks, we propose a
scheme that discovers routes with long lifetimes rathem thadom routes. For sensor
networks, we provide a general data routing model to evalddfierent sensor deploy-
ment strategies from the perspective of network lifetime monetary cost. Finally, we
look at a concrete peer discovery and service retrieval piaty designing a smart
document system using a peer-to-peer architecture.

By using the techniques developed in this dissertationymébion discovery and
retrieval will be much more efficient than what is possibldag enabling the real-
ization of ad hoc networks for important applications, sashreal-time audio/video,
sensor networking, and peer-aware systems of devices.
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Chapter 1
Introduction

Recent advances in microchip and wireless technology hawstéd the research in
wireless ad hoc networks to a new level. In wireless ad hogaorés, devices equipped
with wireless transceivers communicate with each otheragenize their own net-
works without the necessity of infrastructure support. Séhdevices generally have
limited energy reserves and limited processing capaslitBandwidth is also a scarce
resource, limited by the nature of the wireless medium aedfdbt that this limited
resource has to be shared by nearby devices. To improvercesosage efficiency,
nodes usually transmit using a low power to reach a shoramligt, saving energy
as well as enabling better channel spatial reuse. To préopag@rmation to reach
a farther distance than the transmission range, devicesfomusard packets for other
devices. Devices cooperate with each other in this mannatlda information to
spread within the network. Since information can be quiakbyained by setting up
new ad hoc networks, various types of information-basetiaons, such as military
communications, emergency communications and environmenitoring, can thus
be implemented through ad hoc networks.

To retrieve information from other devices in a network, fgrocedures are gener-
ally executed: peer discovery and data routing. Throughgliseovery, the nodes/peers
that contain the desired information are first discoverelrotligh data routing, infor-
mation is forwarded from the host nodes/peers to the remgesbde. Unlike wired
networks with infrastructure support, limited bandwidtidaenergy resources are the
main challenges for ad hoc networks. Therefore, improviregdverall network effi-



ciency becomes the primary design concern for ad hoc neswork

My thesis is that rather than inventing new schemes and exagitheir perfor-
mance through experiments and simulations, it is necessanpodel the peer discov-
ery and data routing problems, which enables us to analgzartpact of the essential
model factors that have the largest impact on the resolaighese problems. Since
modelling cannot cover every aspect of these complex n&syare use simulation to
verify the solutions and to discover how to micro-adjust slodutions to compensate
for any missing factors in the model.

In this dissertation, we describe several new ideas thathesabove approach to
improve the efficiency of information retrieval, i.e., ingping the efficiency of both the
peer discovery and the data routing procedures. Since guaekets, used to discover
peers, are generally broadcasted by intermediate nods;ing redundant query re-
transmissions becomes the major goal of our peer discowady.sOn the other hand,
discovering and applying good routes during data routintgpee from the individual
nodes’ perspective or from the global network’s view, aeertiajor goals for data rout-

ing.

1.1 Overview of Wireless Ad hoc Networks

The study of wireless ad hoc networks is not new. There has beeh research by
DARPA throughout the 70’s and into the early 80’s. In the mics9interest in and
research on ad hoc networks for personal or industrial egjpdins blossomed, thanks
to advances in micro-fabrication and wireless technol@pme of the applications of
wireless ad hoc networks include: military communicati(@stablish communications
among soldiers for tactical operations), emergency sys{establish communications
for rescue teams in disaster areas) and wireless sensasrkstw\Vireless sensor net-
works, as a branch of ad hoc networks, have attracted coabiéeresearch attention
recently. In these networks, a large number of low-cost@edsvices equipped with
wireless network interfaces are deployed to execute ceafgplications.

In general, an ad hoc network is comprised of mobile computievices that are
equipped with wireless tranceivers for communicationhatit support from a fixed
infrastructure (such as a base station in cellular networkaccess points in wireless



local area networks.) To support portability and mobildgvices tend to be battery-
powered and must transmit using a minimal power and thusirealy a short distance.
Data packets have to be forwarded in order to reach destimabdes that are further
away. Different applications and scenarios have otheemwfit assumptions as well.
For example, for mobile ad hoc networks, nodes move acogrdira certain pattern,
while for sensor networks, nodes are generally assumedstabe in position.

There are many challenges that need to be addressed dueinigsign of ad hoc
networks. The major areas undergoing research are: MediasddControl (MAC),
routing, multicasting, quality of service, self-orgartina, service discovery, and scal-
ability. For different applications, different criteriaay be stressed during network
design. These criteria include energy efficiency, fairndssoughput efficiency and
network latency.

1.2 Research Motivation

The top challenges for ad hoc network design are the limitmderenergy reserves
and the limited communication bandwidth. Due to the ad hdareaof this type of
network, network devices are often required to be battgegrated, and thus limited
in their energy supply. Bandwidth, on the other hand, is Behiby communication
through wireless channels in several ways. First, the battbws limited by the phys-
ical operating frequency of the wireless channel. In wiretlorks, bandwidth can be
doubled by adding another cable. This solution, howevanpisfeasible in the wire-
less territory. Second, wireless resources have to bedlhgrdevices in the vicinity,
and some resources have to be utilized to coordinate thesegede Finally, wireless
communications are unstable in nature. Packet retransmidge to packet failure fur-
ther reduces the already limited bandwidth. To compensatéhé resource scarcity,
improving efficiency unavoidably becomes the top issue foih@c network design.
Despite the variety of ad hoc network applications, themate purpose of an ad
hoc network, as with other types of networks, is to convegnmiation. Information,
which resides in devices as data and services, can be estrigvother devices. This
information retrieval procedure is generally composednaf phases: peer discovery
and data routing. Through peer discovery, the devicesgpbeat contain the desired



information are first discovered. Data routing is respdedidr finding routes between
the peers and transporting the information in the form chgaickets using these routes.

This dissertation focuses on improving the efficiency obiniation retrieval for
ad hoc networks. In other words, we strive to improve the iefficy of both the peer
discovery and the data routing procedures. We are espetigrested in answering
the following questions in terms of efficiency:

1. Peer discovery: How do we search for one specific peer ttimaains the desired
information? How do we discover several peers that confaiilag data infor-
mation or services? How do we take full advantage of nodeasatthachieve the
same goal while reducing the negative effects of stale iche

2. Data routing: How should data be efficiently routed from slource node to the
requesting node? Since mobile ad hoc networks and wiretessos networks
have different underlying networking assumptions, howustheve address data
routing in these networks differently?

In mobile ad hoc networks, data routing problem is studiednfthe per node
perspective, and we are interested in the following questi¢low is a wireless
link affected by node mobility, and how is a route affectedespondingly? How
much data routing overhead is brought by route discoveny,hemw much data
routing overhead is brought by excessive data forwardingatWjpe of routes
should we look for to reduce the data routing overhead froth peer discov-

ery and data forwarding? What is the major difference betvieese routes and
the traditional shortest-path routes? How can we discdwesd routes in a dis-
tributed manner, and how close to optimal are these routesf riluch routing

performance improvement can we achieve using these typesitals? What are
the benefits and drawbacks of these types of routes, and rakabff is involved

to achieve the desired improvement?

In wireless sensor networks, data routing in wireless semstworks is essen-
tially different from that in mobile ad hoc networks. Rathkam maintaining
energy efficiency for each individual node as in mobile ad hetworks, it is

more important to maintain a balance of power consumptisemsor networks
so that certain nodes do not die much earlier than othedinig& unmonitored



areas in the network. Therefore, our questions are: whataranon goal of a
typical sensor network? How can data routing be generaliz@dreless sensor
networks, and how can we determine the optimal data routthgrees? How
does the solution vary for different sensor network sc@saand deployment
strategies? How do we evaluate different strategies whey dhne all possible
solutions? What should be the general evaluation terms atttboh@ogy?

3. The application perspective: During the design of anrmittion/service discov-
ery and retrieval system, what should be the design goals®€§pmndingly, what
architecture should we choose for building this systemclieat/server architec-
ture or the peer-to-peer architecture? How can we improzestficiency of the
system when abundant resources are available to choos® fHow should we
implement these resource management modules, and where dtore them?
The answers to these questions will enable us to build beftamation retrieval
applications.

1.3 Research Contributions

This dissertation investigates information discovery agttieval in ad hoc networks
from the efficiency perspective. We will discover generahtts for common scenarios
of peer discovery and data routing through modelling. Spetiformation retrieval
cases will be studied after the factors that have the mosadtare discovered and
resolved. Specific contributions to the wireless ad hoc adtwesearch community
include:

e We formulate the single peer discovery and multi-peer disgoproblem based
on general ad hoc network assumptions. We demonstrate havanvapply this
model to find solutions in real applications. The optimalrsbeng strategies for
different scenarios are thereby proposed.

e We propose an adaptive local searching scheme for a popeé&rdiscovery
case: discovering a route towards a specific node when them@ate caches in
the network. This case is different from the previous casthat there may be
false route information returned unintentionally by notiest have stale routes



in their caches. This problem is also part of the data roypiredplem, and it is
worth a separate study.

e For data routing in mobile ad hoc networks, we propose aibiiged routing
scheme that discovers long lifetime routes. We demonsthateour routing
scheme is able to achieve better performance by effectrezlycing routing
overhead and maintaining efficiency during data forwardmtpout the need
for complex cross-layer designs.

e For data routing in wireless sensor networks, the goal shiftmaintaining a
balance of energy in the entire network so that the netwdekiine does not
degrade from early energy drain in some “hot spots.” We mtigeproblem and
provide a global formula that can determine the optimal dating method for
a given network deployment scenario. More importantly, wespnt a general
methodology to evaluate different sensor deploymentesiras from both the
lifetime and the monetary cost perspective.

o Finally, we design a smart document system that is compdsatihding devices
equipped with network interfaces that can communicate otitler devices in the
network through a peer-to-peer architecture. During thegueof this system,
we reveal which criteria should be considered for this ad4ype network and
how the design choices are made to meet these design reguitem

1.4 Dissertation Structure

Related work from the current literature is first presente@lvapter 2. Chapter 3 il-
lustrates how we determine the optimal peer discoveryegjies for general network
scenarios through modelling. In Chapter 4, we propose sooa¢ $earching strategies
that adapt to the current route caching conditions in ad lebeark routing. Chapter 5
tackles data routing in mobile ad hoc networks by proposidgtibuted routing dis-
covery scheme that can find long lifetime routes with shantedengths. An advanced
routing scheme based on these long lifetime routes is atgmoged. The results show
the effectiveness of our long lifetime routing scheme. In @b8a6, we propose an



optimal data routing scheme that maximizes sensor netvietinie for various sen-
sor network scenarios. Furthermore, we propose a genethbdwogy for evaluating
different sensor deployment strategies. The design of atstobaument system based
on the information retrieval structure is illustrated in @tex 7. The dissertation is
summarized in Chapter 8.



Chapter 2

Related Work

In this section, we review some of the work from current &tere that is relevant to this
dissertation. We start by introducing other peer discovagneworks and methods,
stressing the difference between these studies and ouog®dpmethods. We then
review existing data routing methods in both mobile ad hdwaogks and static sensor
networks. Since we implement a printing system based omtbemation retrieval and
peer-to-peer (P2P) networking framework, we also includeveew of P2P networking
and the topics of resource management.

2.1 Peer Discovery

Peer discovery is the starting procedure for nodes to desqoeers or target nodes that
contain the desired information. Peer/target discovembeadivided into two branches.
The first branch is to find at least one target from one or meltigrgets. The most
common use of this one-out-of-multi discovery is in routprgtocol implementations.
Typical examples are DSR [31] and AODV [52].

In DSR, when a source node needs to find a path to a destinatite) ndirst asks
its neighbors by broadcasting a query message. If any neigtdntains the route to
the destination, it simply replies to the query. If the seunode does not receive any
response after a certain amount of time, it learns that nghiverr knows a path to the
destination. Therefore, the source node floods its quergagesto the entire network,
and eventually it discovers a valid path to the destination.



In AODV, a source node also starts its search by queryingeightoors. However,
it doubles the searching radius instead of performing a oxt\tooding if it fails to
discover a route from its neighbors. This exponential iasesof searching radius con-
tinues until either the destination is discovered or the imar searching radius is
reached.

The other target discovery branch is a more general casehvidito find more
than one target from multiple members. Examples that reqaimandatory multi-
target discovery are NTP (Network Time Protocol) [43], ITliGtrusion Tolerance via
Threshold Cryptography) [65], sensor localization [4], @edsor information collect-
ing [46]. In NTP, three time references are required to dateuaccurate time at the
current location. Similarly in sensor networks, severablmn references are required
to calculate the location of the current sensor. Other ofasiens of the local area are
also often calculated based on the data obtained from sudnogi sensors. Thus, local
sensor information collecting inevitably requires mugiparget discovery.

Examples that require a multi-target discovery for robessnare NIS (Network
Information System) [61], NTP and any application requgrauxiliary backups. Ex-
amples that require a multi-target discovery for load thstion are peer-to-peer sys-
tems [48] and distributed computing systems [57]. Depeandim various application
requirements, different portions out of the total targeesta be found. For NTP, only
three servers are required. For temperature monitoringosaretworks, quite a few
sensors are required. For peer-to-peer systems or digttilmomputation systems, as
many as possible peers are usually preferred.

There are some target discovery problems that the prevensrgl target discovery
model cannot cover. Take DSR and AODV as an example. If thie reyply is returned
from the destination itself, the route contained in the eawply is the actual path to
the destination. If the route reply is returned from intedmée nodes instead of the
final destination, only a route cache is returned, and trebeanay be stale. Although
a destination can be exclusively specified by a node ID, roatdes in the network
make the problem more complex. Since caches are likely tagedalse information
when they are stale, treating this problem using a generloom-of-multi discovery
model becomes insufficient. Researchers generally resagitriiolations to study the
impact of route cache optimizations. We will separate thgstand initiate a new
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research topic on this problem.

In order to reduce the query overhead from the flood of quecketa using tradi-
tional broadcasting, two alternative query propagati@hmégues, gossiping and ran-
dom walk, have been proposed. In gossiping [38], a node falsva query with a
certain probability rather than automatically forwardiegery new query it receives.
Gossiping is able to achieve nearly full coverage with mwessloverhead compared
to broadcasting. To query all the nodes, only a portion ofesadeed to forward the
guery instead of having all the nodes repeat the query asadifig. Some variations
of gossiping have also been studied. It has been observeddimal gossiping often
terminates at an early stage of propagation. One soluti@vaal this is to use flood-
ing during the initial propagation phase and use a smallssigong probability during
later propagation. Another variation is to associate therdoding probability with the
number of neighbors. Obviously, this requires knowledgaefhbors, and the larger
the number of neighbors, the smaller the propagation piitityali he last variation is
to associate self gossiping behavior with the neighborsal®r. If enough neighbors
have forwarded the same packet, a node must refrain fronipijog$38].

Using random walk query propagation, a node only forwardgjtrery to one of its
neighbors instead of broadcasting to all its neighborsa# Ibeen shown that random
walk does not reduce the searching cost for a moderate gweedio [1]. There-
fore, random walk can only be used in some particular apydica rather than general
searching scenarios, and we do not consider random walkrimodel.

In this dissertation, we study the peer discovery problerateal general trends and
applicable strategies for most searching scenarios. Tdretesome particular search-
ing scenarios with special requirements are not coveredt, Eiur model deals with
either proactive data dissemination schemes from dataesusuch as SPIN [26], or
reactive data query schemes, such as general ad hoc routitarqs. It does not
cover certain hybrid data query schemes that combine botcpve and reactive com-
ponents, such as SHARP [54], SPAN [8], ZRP [24], TTDD [66], rumauting [3]
and expansion ring in data replica [37]. These solutionsllstequire extra hardware
such as GPS for topology setup. Also, these schemes havaltthérbalance point
between the proactive and reactive components. This paadter requires certain
global knowledge about the data/query ratio, or it requs@sie complex adaptation
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schemes. Second, our model only deals with one-shot queA#sough complex
gueries can be divided into multiple one-shot queries ahadandividually using our
model, it is more efficient to handle them together within guoery process. For a
complete overview of data querying and solutions for compjeeries, the reader is
referred to [58].

2.2 Route Discovery with Route Caches in Mobile Ad
Hoc Networks

As mentioned previously, route discovery with route cactemot be effectively cov-
ered by the general peer discovery study in the previousosecThis is because the
targets and returned peers are assumed to be identicalusteviorthy in the previ-
ous section, while routes returned from route caches maguJadid if the route cache
is stale. Considering that route discovery is a very impdnant of data routing, we
initiate a separate study on route discovery.

An on-demand routing protocol is composed of two phasedgerdiscovery and
route maintenance, both of which operate reactively anueiynton demand. In the
route discovery phase, taking DSR for example, a source fhoalts a Route REQuest
(RREQ) when it has a packet to send but has no route to the destimode. Upon
receiving the RREQ packet, intermediate nodes without roatdes for the target
attach their addresses in the RREQ packet and continue to fleogacket. If an
intermediate node has a cached route for the destinatidrealdstination is reached by
the RREQ packet, it unicasts a Route RESponse (RRES) followingeteesed route
back to the source node. After discovering a route and piaitim the cache table,
the source node switches into the maintenance phase. Iptiase, packets follow
the cached route instead of initiating a new discovery mecdf a packet fails to be
forwarded through one of the links indicated in the souregeapthe intermediate node
upstream of this broken link will unicast a Route ERRor (RERR) pattkéhe source
node, indicating the broken link. The source node then remal the route caches
that contain the broken link and initiates a new route discpyrocess for an alternate
route.

Caching strategies and caching designs for DSR are studi@®jn The authors
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achieved some optimal choices for timeout and route cagbescty through exhaustive

searching over specific scenarios. In our work, we not onlghsthe effects of caching,

but also the effects of performing a local search before bajlsearch. Furthermore,
our caching strategies based on modelling can be appliedrntergl scenarios, and we
use simulations mainly for validation purposes.

Some optimizations have been proposed and have been shdvendffective in
reducing stale caches and improving the performance oércathing [31]. Thesal-
vagingtechnique allows intermediate nodes to use an alternate oache of its own
when the attached route in the packet is broken. giagéuitous route repaitechnique
helps intermediate nodes to remove stale caches by pigkiylogtbe last route error in-
formation in the new RREQ packet. Theomiscuous listenintechnique takes advan-
tage of the broadcast property of the wireless medium amuslelerhearing nodes to
learn the network topology without directly participatimgthe routing process. Some
other proactive optimizations are proposed in [4Wider error notificationcan be
performed to further reduce the existence of stale cadNegative cachesan reside
in nodes to prevent them from adding invalid cach&daptive timeout selectioran
avoid removing valid caches by observing route stabilitd dgnamically choosing
timeout values. These schemes, although not taken intauat@o our analysis and
simulations, can cooperate with our routing strategiesatly. Their existence only
changes the caching availability conditions in the netwa#thile our routing strategy is
able to adjust itself adaptively based on the caching cmmditand achieve the optimal
performance.

Compared to the extensive studies on route caching, stutig isgarching localiza-
tion area is relatively lacking. Although LAR [36] is ableltacalize its querying area,
it requires geographical information, which we do not assumour study. In DSR,
thenon-propagating route request technigaeerformed by the source node to search
one-hop neighbors first before resorting to a network-wided! In AODV [52], an
expansion ring searching scheme is proposed. A source taxde & route discovery
process with an initial searching radius and increasessidueling radius linearly upon
each failure. A network-wide search is performed when tlaecteng radius exceeds a
predefined threshold. However, these two techniques apopeal without solid theo-
retical support. In [12], itis shown that when the existeoteaching availability in the
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network is weak (i.e., in networks with infrequent traffiaging one-hop local search-
ing has an only insignificant savings in overhead, while ttaeasion ring scheme has
more overhead than a simple network-wide flooding. When tiwtence of caching
is moderate, using one-hop local searching is likely to lbectmservative and a larger
searching radius can reduce the routing overhead even awsbown later in this dis-
sertation. When route caches are abundant, one-hop locahgeabecomes a good
scheme because there is no need to search farther for ranesca this case. Another
searching localization technique is also proposed in foltilizes prior routing histo-
ries but does not take route caches into account. Our schismetdizes prior route
histories, but in a different manner, and our work concéesran the joint effects of the
route caching and the local searching techniques ratharahly one of these. Also,
in contrast to the experimental study on cache validatich @ptimization schemes
in [47], our study exposes the underlying relationship leemvrouting overhead and
caching optimization methods through quantitative anglys

The authors in [60] studied the effects of DSR with both cagland local search-
ing, and they mentioned the possible ineffectiveness okpansion ring technique
under weak caching existence. They compared the perfoerafrane specific expan-
sion ring scheme with the one-hop local searching schemeaaalgzed when a node
should switch from one scheme to the other. Instead, we teally determine the
optimal local searching radius among all the possible @wic different scenarios and
propose a protocol to realize it. To the best of our knowledgs is the first study on
finding the optimal performance of on-demand routing prot®for general scenarios
with both techniques applied. Once peers are found, thenrd@ton/service must be
obtained through data routing, as discussed next.

2.3 Data Routing in Mobile Ad Hoc Networks

Shortest-path routing is the most common algorithm in egsad hoc routing proto-
cols [31, 52]. However, as pointed out by [15], using shan@sh routing is not good
enough for finding stable links, even in static multi-hopelsss networks. In mobile
ad hoc networks, links are even more fragile due to node iyl good metric to en-
able adaptive routing protocols, as suggested by [2], ksduration, or in other words,
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link lifetime.

Several methods have been proposed for link lifetime estiman different sce-
narios. In cellular systems, signal strength providesshiat node mobility patterns
and probable connection loss. If nodes are equipped with, GiHSlifetime can be
calculated from node distance and node speed. A theorétikdifetime prediction
method is proposed in [23]. This prediction method uses tineeat link age to predict
the residual lifetime. The lifetime distribution for vatie mobility patterns, which can
be used for link lifetime prediction, is achieved througlpesiments [42]. In our study,
we do not intend to invent new methods for link lifetime esdtian since extensive
research already exists. Instead, we focus on designingta discovery scheme that
can easily work with other lifetime estimation methods.

The idea of finding a “good route” rather than a random routeisnew. Several
routing protocols based on link stability have been progpsech as ABR [62] and
SSA [20]. They both determine a link to be good if it has exidtnger than a certain
period. The common idea behind these approaches is to gtafde links or strongly
connected links rather than transient links during routeseHowever, these protocols
place too much stress on link qualities and neglect the Feattd route quality is re-
stricted by the quality of its weakest link. Discovering t@siwith good quality is more
difficult than discovering good quality links due to the lamkglobal information for
discovery.

2.4 Data Routing in Sensor Networks

Data routing in sensor networks is different from that in mekbd hoc networks. In
sensor networks, sensors are deployed to achieve the satieatpn goal rather than
operating on their own. Unlike the distributed peer basatffitrin mobile ad hoc net-
works, the traffic model of a sensor network is likely to bevarge-cast to the same
base station, especially when the application is for moimi¢ppurposes. This charac-
teristic determines that the efficiency study of a sensovowt should be performed
from the network perspective rather than from the node petsfe. Since energy im-
balance due to the many-to-one traffic pattern causes thesradoise to the base station
to drain their energy much faster than other nodes, the nsgoe is to find a data rout-



15

ing scheme to balance the energy for the entire network aagept premature energy
depletion around the base station.

Early work assumed that forwarding data packets towardda siak over many
short hops is more energy-efficient than forwarding ovenalteng hops, due to the
nature of wireless communication. The problem of settimgngmission power to a
minimal level that will allow a network to remain connecteashbeen considered in
several studies [53,56]. Later, others noted that becalueecelectronics overhead
involved in transmitting packets, there exists an optin@il-aero transmission range,
at which power efficiency is maximized [9, 18]. The goal ofgbestudies is to find a
fixed network-wide transmission range for data routing. Eesv, using such schemes
may result in extremely unbalanced energy consumption grtio® nodes in sensor
networks characterized by many-to-one traffic patterngrdfore, in [28], the authors
attempt to optimize data routing for each sensor by adjgstim individual sensor’s
transmission range in a many-to-one wireless sensor nietwior [10], the authors
attempt to optimize data routing by assigning different amaf energy to nodes at
different locations.

Other schemes such as mobile data sinks and clustering lsaveesen proposed to
circumvent the design of complex wireless transceivere Use of mobile data sinks
for wireless sensor networks has previously been propas¢@6i, [59], [35], [33].
The basic idea of these schemes is to achieve better endegycbdy allowing a base
station to move within the network. Another approach to sshe hot spot problem is
clustering, an approach that is used in [25, 39, 68]. Withuateking architecture, data
aggregation can be performed at the cluster heads to redeeméergy consumed from
radio transmissions.

However, these strategies mostly focus on specifically @magpplication require-
ments. There lacks certain cross-comparisons among thegegses for situations
when multiple options are available. In our study, we filsttaoid by proposing general
models and terms, not only to investigate the performanceach individual strat-
egy, but also to provide a practical sensor deployment atialu method from both an
energy-efficient and a cost-efficient perspective.
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2.5 P2P and Resource Management

To obtain experience and insight into a full ad hoc informatiliscovery and retrieval
system, we have designed a smart document system, whichmigrised of a large
number of document machines equipped with networking défiedr Based on the
design requirements of such a system, we select a peeetdd2P) structure where
machines form clusters and allocate resources in an autmmmanner. A P2P system
has many features that match those of the smart documemnsysthese features
include resource aggregation, reliability, ad hoc coltation, transparency, increased
autonomy and the ability to exploit heterogeneity. To sifgghe integration of the
resource management module with the rest of the system,eowee utilize some
centralized concepts to facilitate the decision-makiracpdure, and thus we design a
hybrid P2P system. The idea of incorporating centralizattepts in a P2P system is
not new. A complete review on the design of a P2P structurdedound in [44].

Once the available resources are determined by the elekisigrcheads, how to
allocate these resources properly to complete the taskiescthe next research topic.
We categorize the problem into a job shop problem [14] amngesibtorrespondingly. In
this work, we focus on setting up the framework for futureagions. Therefore, we
choose linear programming as the general algorithm fordbeurce allocation module.
Through the implementation of such a system, we obtain d soiderstanding of the
procedures involved in information retrieval and disseation.



Chapter 3
Peer/Target Discovery

Retrieving information from other devices and dissemirgatiformation are the ulti-
mate goals of wireless networks. Before information can lopagated into the net-
work, the target peers, from which information is retriewgdo which information is
disseminated, first need to be discovered. This target\ksggroblem has extensive
applications in wireless ad hoc networks and sensor nesystich as route discovery
in several routing protocols [31, 52], sensor discovery iielgss sensor networks [30],
and service discovery in wireless ad hoc networks [64]. Uguquery packets are
propagated inside the network to search for the targets.tariget nodes will respond
upon receiving the query packets. Unlike most unicastiaffj¢r, the query process usu-
ally involves a costly flooding process. Therefore, chogsiproper searching strategy
is crucial in reducing the searching overhead.

The most straightforward searching strategy is to seareletitire interested area
only once. This strategy is usually considered over-sifigpliand some other solutions
are proposed to reduce searching overhead. In DSR [31]hopeteighbors are first
queried and the entire area is searched if the target is nohguthe one-hop neigh-
bors. In AODV [52], an exponential expansion ring schemgdiad, which is to start
searching from one hop and increase the searching radiosenpally upon each fail-
ure. However, a comprehensive study on these searchiriggés is lacking. Specifi-
cally, under what network conditions is one scheme prefleoker the other schemes?
Is there any other scheme that outperforms the one-hop grahertial expansion ring
schemes?

17
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The answers to these questions vary for different searat@ggirements. When
there is only one available target, we call the problem alsitayget problem. When
there are multiple available targets, we call the probleihmeeia one-out-of-multi target
problem or a multi-out-of-multi target problem, dependorgthe required number of
targets.

All these types of target discovery exist pervasively in ad hetworks. The single-
target discovery process is oriented for unique infornrmasach as the node ID in
routing protocols [31,52] or a unique service provided byeacHic service provider
[30,64]. The single-target discovery problem can easiip fato a one-out-of-multi
target discovery problem, e.g., when intermediate nodes haute caches for the re-
quired node 1D, or when there are several service providézsing the same services.
Multi-out-of-multi target discovery is also necessaryfimany applications to function.
For example, in NTP (Network Time Protocol) [43], the thréesest servers are needed
to synchronize a node’s clock. In sensor networks, a nodeneeag to find out the hop-
distance to the nearektanchors in order to perform location estimation [4]. Also in
sensor networks, a mobile host may need to collect, say hdarmture samples from
the nearby sensors to have an accurate overview of the lecglarature situation.
There may be some other applications that perform mulgetadiscovery in order to
distribute the load evenly throughout the network. For eplamin a peer-to-peer file
sharing network [48], a peer may locate a number of nearbysps®d distribute the
load among them. Another example is to discover an ensembfgegial nodes nearby
to distribute the computation among them. Distributingadat multiple sinks is an-
other example for sensor networks. Also, multi-target @iscy may be intentionally
performed for robustness. A simple example is to locate mereice providers than
necessary. When the primary service provider cannot fumetell, there will be some
backup to take the place to avoid interruption without &liting another search. For
security sensitive applications such as NTP [43] and NISW& Information Sys-
tem) [61], multiple-target discovery is almost a neces&ioth for security and robust-
ness concerns.

Despite the extensive existence and importance of thettdigmovery problem in
wireless networks, the study of this field is almost nontexis The schemes being
used are merely from intuition without analytical suppditiis chapter fills this gap by
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generalizing the problem and solving it both analyticalhgl @xperimentally. Practical
conclusions and suggestions on searching strategiesvaaad.

3.1 Multi-target Discovery in Infinite Networks: Mod-
eling and Algorithms

3.1.1 Problem modeling, assumptions and terminology

We assume a large number of nodes are placed randomly argkimdiently in a two-
dimensional spac&?. A source node wants to find at least one target within a uaé ar
of interest. Suppose that targets are distributed uniformly within this unit area.rOu
guestion is: what is the optimal scheme to search this ua# atith minimum cost? In
other words, how many searching attemptshould be performed and what should be
the searching area sdt™) = {A,, A,,--- , A, } for thesen searching attempts?

Using this model, the searching strategies mentionedee&din be exclusively ex-
pressed byd™. For example, the simplest searching strategy, which igéoch the
entire interested area only once, can be expresseti'as= {1}. The DSR search-
ing strategy, which is to query the one-hop neighbors first thien search the entire
area, can be expressed.4$) = {1, 1} if we denoteM as the maximum hop limit
allowed. For the exponential expansion ring scheme appliéDDV, the parameter
set becomesl(lee(M)1+1) — (1 20 & . 101 44 if we assume that the
searching area is on the order of the searching hop squared.

Here, we define the cost as the total area that has been sgaiidiie general as-
sumption does not contradict the traditional cost definiag the number of transmis-
sions. In ad hoc wireless networks, a node needs to forwarkiepafor other nodes,
and in order to search a certain area, the nodes within ths laave to forward the
gueries. Thus, the number of query transmissions to sear@rea ofA is propor-
tional to A by a constant coefficient determined by the forwarding mesna such as
flooding and gossiping. Also, by defining the cost directlyttees searching area, we
minimize the number of variables and simplify our analysithaut loss of generality.
The conclusions drawn from this definition can be specifiediftierent applications
simply by mapping the area to realistic application paramset
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Also, we ignore the potential increase of the packet lengththe cost it brings
during packet propagation. For simplicity, we also ignoogeptial packet collisions,
which can be effectively decreased by inserting a randoaydehe before forwarding.
We also ignore packet loss from unreliable wireless linkgeia node fails to receive
a packet only when all its neighbors’ query forwarding failsis is a very low prob-
ability event in well-connected networks. For example hvdtpacket loss probability
of 30%, if three neighbors forward the same query, the pniibafor a node to fail to
receive it is only(0.3)* = 0.027.

During our analysis, we assume we are studying a snapshbeafigtwork and
nodes are static during the analysis. However, even if nadesnobile, there are
several reasons that our analysis is still valid. First,ftbeding search time is short
and nodes will not move too far away. Second, since nodes akeng randomly
and independently, the number of nodes in a certain registaide and will not have
adverse effects on our analysis.

The model we are going to use in this section is based on thengs®n that the
source node is at the center of the searching area and tlolhsgpareas are concentric
circles within the unit area as shown in Fig. 3.1. This sifigai model expedites our
current analysis and is easy to extend for realistic sntallesnetworks, as we will
illustrate in Section 3.2. Another assumption, that teggat uniformly distributed
within the area, may be invalid for certain scenarios as.wéle will discuss other
possible target distributions in Section 3.3.

For quick reference, we use the terating as a strategy that nodes attempt at most
n times to discover the targets. Other notations are listdébie 3.1.

3.1.2 Finding 1 out ofm targets

Let us first look at the simplest case of multi-target discgvending only one target
out of a total ofm targets. The single-target problem can be seen as1, and we will
discuss it as a special case of the 1-outxoproblem. Let us restate this 1-out-of-
problem briefly. Now, there arex targets distributed randomly and uniformly in the
unit area. The source node located at the center wants totfledst one target from
thesem targets with the least cost by using the optimalearching attempts.
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Figure 3.1: The simplified model of target discovery. Thergeiag areas are concen-
tric circles. Both the target nodes (black dots) and nonetangdes (not shown) are
uniformly distributed in the searching area.

3.1.2.1 Atwo-ring approach

Suppose a two-ring approach is applied, and for the firstheay attempt, the search-
ing area isA;. For the second searching attempt, the searchingres, of course,
the entire area hence equals 1. As long as not alhthargets are located outside the
A; area, the target will be found within the first attempt. There, the probability
P, to discover at least one target in the first attempt and thefeothe first searching
attempt are
P=1-(1-A)", C,=4A (3.1)

However, if the first attempt fails, another search has todséopmed, and the total

searching cost for these two searchigss

Co= A1+ Ay = A +1 (3.2)

Note that if a second search needs to be performed, the twgaiscnot only just the

second searching area, but includes the cost from the mefaded searching attempt.
If a second search is required, it means that all.théargets are located in the

second ring outside thé, area, and the probabiliti, for this case to happen is

Py=(1-A)" (3.3)
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Table 3.1: Notations used throughout this chapter.

m the total nunber of targets

k t he nunber of targets to be found

n the nunber of attenpts perfornmed

cn cost of an mn-ring schene

D cost difference between two schenes
A; searching area of the ith attenpt
A || optimal searching set for n-ring search

Thus, the expected cost for a two-ring scheme to complete the 1-outroftarget
discovery is
C? = P Cy + PCy = (1 — (1 — Al)m)Al + (1 — Al)m(Al + 1)
= A + (1 — Al)m

(3.4)

It is easy to determine the minimu@¥ for A, € [0, 1] by solvingg—if = 0, which
results in
A =1—m w1 (3.5)

In Fig. 3.2, we show the optimal; calculated from equation 3.5 for different selec-
tions ofm. Also, the minimum cost calculated from equation 3.4 foradbeesponding
m andA; is shown in the bottom figure.

From this figure, we can see that when the number of existiggtsi increases,
the first searching area should decrease and the expectediecosases as well. This
is obvious since when more targets are available, it is mkedylto find a target by
searching a smaller area, resulting in a smaller cost.

3.1.2.2 Ann-ring approach

To aid the expression, let us define a virtual Oth attempicbefar the area o, = 0.
If the 7th search attempt succeeds, the total ¢§ss simply the cost summation of the
firsti attempts

C=3 4 (3.6)
j=1
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first searching area A and expected cost of the optimal 2-ring scheme
1« T T T T

0.8 i
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Figure 3.2: 1-out-ofx, the optimal two-ring scheme. The optimal first searchirepar
A; (top graph) and the corresponding costbottom graph). The values vary according
to the numberm of existing targets. The more targets available, the smdike first
searching area and the less expected cost are.

Similarly, in order to perform anth search attempt and complete the task, there
must be no targets in the arda_; and there must be at least one target in the drea
Thus, the probability?; for the task to be completed in thih attempt is

Therefore, the expected cdst for a generah-ring searching approach is
Ch=> PCi=) ((1-A4_1)"—1-4)"))_4)
i=1 i=1 j=1

- (3.8)
=) Apa(1-A)"
=0

The final equality above can be easily proven through matheaténduction. Due to
space constraints, we skip the intermediate steps.
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3.1.2.3 Single-target discovery

The single-target discovery, as a specific case with= 1, is briefly discussed here.
Whenm = 1, Equation 3.4 becomes

CP=A+(1-A) =1 (3.9)

The optimal cost equals 1 no matter the choicelof For a generah-ring approach,

it is easy to prove through mathematical induction that E8.i8 larger than 1 when
n > 2. This means that if there is only one target, the cost of amys®arching scheme
is exactly the same as the cost of searching the entire atgawce, and all the other
searching schemes can only perform worse. Although spexificoc network cases
may bring some cost saving as pointed out in [12], the coshgas so negligible that

the above conclusion drawn from the model still holds true.

3.1.3 Findingk out of m targets

Now, we can extend the study to a general case of finding dtid¢aggets out of a total
of m targets. Again, let us start from a two-ring approach.

3.1.3.1 A two-ring approach

Given the first searching are#;, the probabilityp; for exactly: nodes to be located
within the A, area is a binomial distribution

= O AL(1— A))™ (3.10)

In order to find at least nodes within the first attempt, there must be greater than
or equal tok nodes within the first ared,. The probabilityP; for this case to happen
is the summation of the probabilitiesfor : > k.

Y = Zoz i1 - Ay (3.11)
i=k
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The probability P, for the first attempt to fail is when there are less thamodes
within A4;.

k—1
Py=> CLA|(1— A)™ (3.12)
=0

To simplify the expression, we define

m

I(p;m,k) =Y Chp'(1—p)™" (3.13)

i=k
For a given(m, k) pair, we further simplifyl (p; m, k) asi(p).
Eventually, we can write the cost for a two-ring searchirfiesee in a simpler form
02 = PCy+ PCy = I(Al)Al + (1 — I(Al))(Al + 1)

(3.14)
=1+ A1 — I(A)

3.1.3.2 Ann-ring approach

In order to findk targets in théth searching attempt, there must be more théargets
within the areaA;. Also, there must be fewer thantargets within the area;_,, or
else the search would end in thie- 1)th attempt. The probability; for theith search
to complete the searching task is

P =I(4) — I(Ai) (3.15)

The cost of théth search, similar to the 1-out-of-case, is
Ci=> A (3.16)
j=1
Thus, we have the expected cost for a genenahg search

Cm =3 PG = ((I(A) = I(A:i1)(Y Ay))
2:_01 i=0 i=1 (3.17)
=" A (1 - I(4)
=0

Now, we have the searching cost in equations 3.8 and 3.1Thelnéxt section, we
will determine how to determine the optimal searching aega4§™ to minimize the
cost.
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3.1.4 Algorithms

We will examine two types of algorithms to minimize the cospdnding on when the
parameters are determined: pre-planned algorithms aneoalgorithms. For pre-
planned algorithms, the entire searching.4€Y is calculated before the first searching
attempt. The source node will refer to these precalculaddaeg during the searching
process. For online algorithms, the source node only catiesithe next searching area
right before the search. Online algorithms need less caatipat than pre-planned
algorithms since they only calculate when necessary. Hewdvey may perform less
than optimal due to the lack of global knowledge.

3.1.4.1 Brute force (BF)

Givenn, there aren — 1 searching area variables from to A,,_; (A4, is set to one).
BF tries every possible combination @f < [0, 1] and calculates the cost based on
equation 3.8 or 3.17. It picks the smallest cost as the optiost and the corresponding
area set as the optimal solution. During implementatioa,ititerval of [0,1] for each
A; is discretized. With a granularity of for each dimensiom;, the computational
complexity is on the order df})"~! for ann-ring scheme.

This scheme, although simple to implement, requires ekeessmputation time
and becomes infeasible whenincreases. Also, due to discreization, the results will
only be quasi-optimal. We perform BF offline just to provideembhmark on achiev-
able minimal cost for the other algorithms.

3.1.4.2 Ring-splitting (RS)

Since BF cannot find the optimal solution within tolerabledjrespecially when in-
creases and the granualityeduces, we attempt to find an alternative “good” algorithm
with fewer computations. One solution is to insert a newd@ag ring between exist-
ing searching rings to reduce the cost as much as possiblehare is no more cost
reduction by inserting new rings. We implement this ideahm Ring-splitting scheme
described as follows.

1. Start with the rind0, 1].
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2. For thenth calculation, the area set §f0, a;], [a1,as], - -+, [an_1,1]} already
exists. Check all these rings and find out the ring candidates that can be split
to further reduce the cost. (We will describe how to find oet¢andidates right
after the procedure description.)

3. Terminate if there are no more candidates. Else, go to&tep
4. Pick the candidate that will reduce cost the most and isp{&to back to Step 2.

Now, we discuss how we determine a ring candidate. Supposdready have an
n-ring scheme. Ann + 1)-ring scheme can be derived from thising scheme by
inserting another searching attempt with searching ardaetween théth attempt and
the (< + 1)th attempt. From equation 3.17, the cost differehcketween the ola-ring
scheme and the ne(m + 1)-ring scheme is

D=cC"—ct

(3.18)
= Aip1(1 = I(A)) — Aj(1 = I(Ay)) — Aia (1 — I(4))

Whether the ring betwee;, A, ;] should be split and become a candidate is a
maximization problem of) and is determined as follows.

1. By solving% = 0, we achieve the possible splitting poidt. Numerical
methods are required to findl,.

2. In order to reduce cost by insertint}, the splitting point has to be within the
ring and the cost difference should be larger than 0. Thezeftheck ifA; is
within [Ay, Aj44] first. Then, checkiD(A;) > 0. Only when both requirements
are satisfied, should; be a ring splitting candidate foA;, Ay1].

Since each splitting only adds two rings for calculationshi@ next step, the total
computation will be2n, — 3 if the algorithm stops at the, ring. The number of
comparisons ig — 1 for thei-ring scheme, and the total number of comparisons is
Yo(i—1)= W which is much fewer than that of the BF sche(gg™ .

Although RS does not guarantee the solution to be optimaditces the computa-
tion time dramatically compared with the BF scheme. Also,le/BF has to calculate
for eachn-ring solution separately, RS is scalable:tby providing the solution for all

n-rings within one sequence of calculation. The only questemaining about RS is
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how its performance is compared to that of BF. We will come ts issue right after
we introduce the ORS algorithm in the next section.

3.1.4.3 Online ring-splitting (ORS)

Both BF and RS are pre-planned algorithms. The optimal numlsgathing attempts
and the entire searching area set are determined beforagghedarch begins. ORS,
instead, calculates the searching area only for the nexrtisemht before the search
starts. In this algorithm, the source node always plans istfitne search within two at-
tempts by splitting the remaining area. Upon its failure, QieBorms another splitting
on the remaining unsearched area to find how far the nextlsshauld reach. This
process continues until either the target is found, or tielldoe no more cost saving
in splitting the remaining area.

ORS is very similar to RS. The only difference is that ORS can split the re-
maining unsearched area, while RS can split any of the egisitigs. This is because
ORS is performed online, while RS is performed before the sestarts and thus is
able to do the global splitting.

Here is how ORS splits the remaining searching area. Suppes®trce node has
already searched the areafyfandk, targets have been found. The new goal is to find
k — ko targets from the remaining. — k, targets in the remaining — S, area. If the
source node plans to finish the searching within two atterptssing A as the first
searching area, the new cost would be

Ce:I(A_So;m—kg,k—ko))A+(1—I(A_So;m—ko,k—kg))(A+1)
1—-5 1 -5 (3.19)
:1+A—I(A_S0;m—k:g,k—ko)
1— S

Again, some numerical methods are required to s%%e: 0. Also, the root4d
has to pass the following two checks to provide the maximust saving:A € [S;, 1]
andC, < 1. If the check fails, just usel = 1 to finish the last searching attempt.
Otherwise, usel to perform the next search.

As can be expected, ORS performs even less than optimal cethfaRS since it
can only split the remaining ring. However, it requires eless computation. There is
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only one computation for each additional searching atteemut the computation stops
as long as the searching goal is met.

Table 3.2: A comparison of different algorithms for findinglkout ofm = 3 targets.

Cost | n A Comput at i ons
BF | 0.560 | 4 {0. 251, 0. 594, 0. 851, 1. 0} 165, 667, 502
RS | 0.567 | 6 | {0.111, 0. 422, 0. 746, 0. 926, 0. 988, 1. 0} 9
ORS | 0.581 |5 {0. 422, 0. 746, 0. 926, 0. 988, 1. 0} 4

3.1.5 Numerical results
3.1.5.1 Algorithm evaluation

This section evaluates the performance of algorithms BF, RISORS. We will reveal
how many searching attempts are generally enough and hee #igorithms perform
compared to each other.

In Fig. 3.3, the expected costs for the solution of the 1ajut: problem calculated
by each algorithm are shown. The X-axis indicates the tatallver of available targets.
Let us first examine the the performance of the algorithms. BFRS have such close
performance that their curves overlap with each other. ORBmes at most 5% worse
than the other two algorithms. As mentioned earlier, thiseésause ORS is an online
algorithm and lacks global knowledge. However, its perfange is still very close to
that of the pre-planned schemes. For the pre-planned sshetieough a different
number of rings and different area parameters may be reafjtorachieve their own
optimal point (see column 3 in Table 3.2), these algorither$gsm nearly identically
in terms of cost (see column 2 in Table 3.2). The BF performahosvn in Fig. 3.3
is on a limited brute force search on up to 4-ring schemes avghanularity of 0.001.
BF uses over 165 million computations to achieve the costaf@.while RS achieves
a very close cost 0.567 using only 9 computations. From ties,\RS is much more
practical for realistic implementations.

Fig. 3.3 also reveals how many searching attempts are enmugbhieve near-
optimal performance. For 2-ring schemes, all the algor&iperform almost the same.
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Figure 3.3: The optimal expected cost of finding one targetefch algorithm and
the optimal 2-ring and 3-ring cost for each algorithm. Thaxis indicates the targets
available in the searching area. The y-axis indicates tpea®d cost. Although the
number of rings: to achieve the overall optimal cost is usually larger thah&pptimal
3-ring scheme already performs very close to the real optima

For 3-ring schemes, ORS performs a little worse than the [ar@apd algorithms, but
it is still close. Although the real optimal solution may ocat a larger value of, the
two-ring schemes have a major impact on the cost reductiorpaced with the 1-ring
scheme whose cost is 1, and the three-ring schemes onlyefugduce the cost by
around a trivial 2-5%. This informs us that it is very impatt#o find a good searching
area at the first attempt, and more than 3 attempts are ursagges

We also show the results for theout-of-m problem using #,k) pairs of (6,2),
(6,3), (6,4), (20,2), (20,10), (20, 18), (60,2), (60,3®M0,68). By investigating the
results of these discovery requests, we can have an ide& tfethd of the searching
cost and the searching radius for different total numbertaigjets and for cases of
searching few/half/most out of these targets.

Only the results from BF and RS are shown. For ORS, after finklirtgrgets, the
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cost: find k out of m
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Figure 3.4: The optimal expected cost ieout-of-m discovery by different algorithms.
The x-axis indicates the targets available in the searciieg. The y-axis indicates the
expected cost. Z3,m — 2 targets are to be searched for each algorithm.

goal of the next search is changed to finding &, out of m — ky. Therefore, the ex-
pected cost of ORS is dependent on each searching resulg hémbard to determine
analytically. The performance of ORS will be shown later tigio simulations.

As we can see from Fig. 3.4, the performance of these algosiik still very close
to each other and the curves overlap with each other. Therléng number of targets
that need to be found, the less the cost can be reduced. Alhine details are not
shown here, the 2-ring and 3-ring schemes are still domiimathie cost reduction and
more than 3-ring is unnecessary, which is the same condwsan the 1-out-ofxn
case.

In summary, the two-ring RS scheme can provide close to optiosaperformance,
and the three-ring RS scheme can further reduce the cost bysatG¥. More search-
ing attempts can only reduce the cost by a negligible amolleise than 1% and are
unnecessary. When only a few number of targets are to be foumhenk << m, the
cost saving is significant. When most of the targets are to bediothe cost is close to



32

the simple flooding searching scheme.

3.1.5.2 Model validation

Since our model is stochastically based, we experimenteuthalgorithms in a large-
scale network to verify that their cost performance matthesnalytical expected cost.
Also, we will examine how these algorithms affect the disggvatencies compared
to the one-ring searching scheme, which is not included mamalysis. Hence, we
place a large number of nodesy, in a disk area randomly and independently. Each
node has the same transmission rang&0énd the density is large enough to form a
well-connected network. The source node is located at theecef the unit area. The
targets are chosen randomly from thése nodes, and the number of targets <<
Nr. The source node controls its searching area by appendiegrehéng radius limit
on the query packet, and only nodes inside the distance \wHiforward the query
packet. Latency is defined as the round trip distance frorsdliece node to the target.
For example, for the source node to hear the response frotmotiger, the latency is
2x1=2.

We experiment on 3-ring BF, 3-ring RS and 3-ring ORS using tha se¢obtained
from analysis and record their cost and latency. The cosingpared to the expected
cost of the 3-ring RS scheme from analysis. In the top row of 8i§, we show the
results of the 1-out-ofn discovery, and on the bottom row, we show the results of the
% -out-of-m discovery. In both cases, the cost of these algorithms i alese to the
expected cost of 3-ring RS. This verifies our model and amalyBor latency, ORS
performs a little better than the other algorithms. Thisasduse it is more aggressive
in searching a larger area and tends to take fewer attemptsrplete the task. Thus,
the corresponding latency is smaller.

3.2 Practical Target Discovery in Ad Hoc Networks

In the previous section, we studied the target discoverplpro based on a simplified
model. When applying the proposed algorithms to realistib@networks, we need
to resolve several other issues. First, since hop limit egaly used to restrict query
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Figure 3.5: The average cost and latency performance foragorithm for geograph-
ical scenarios. The x-axis indicates the targets availialtlee searching area. The top
row shows the results of 1-out-af-discovery, and the bottom row shows the results of

% -out-of-m discovery.

flooding, we need to map the searching area4ét to hop values. Second, nodes
are located at different positions in the network insteathefcenter as assumed in our
model. We want to discover how this location variation afemur model and the cor-
responding area-to-hop mapping. Third, since it is moreyikhat nodes do not know
their locations, what should be the global searching hopesto save the searching
cost from the network perspective? Finally, we want to deiee the robustness of our
algorithms under erroneously estimated network paramseter
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3.2.1 Area-to-hop mapping

Note that the ared in our model indicates the portion of the total number of reidheat
should be queried. The problem of mapping the area to a haje valactually to find
the hop value that can be used to cover that portion of nodasist&s on the number
of nodes at different hop distances are required to help tq@mg procedure.

In [12], we proposed an empirical estimation method to deitee the number of
nodes at each hop distance for connected networks. Giveatdienumber of noded’
and the transmission randg, the number of node&-,mO at: hops away from a source
node can be estimated. Since nodes at different locatiores different views at the
network,z,, which indicates the distance between the node and theharderporates
this difference.

We show an area-to-hop mapping example for a node locatde: dtarder of the
network withxy = 0 in Fig. 3.6. The network contairi$00 nodes and the transmission
radius isR; = 0.1. The number of nodes at each hop distaﬁ@g is shown in the
uppermost plot, and the total number of nodég within hop distance is shown in
the middle plot. After we divid€; , by the total number of nodes in the network, 1000
in this casel; , indicates how much portion of nodes are within hiagf this specific
node. For example, about 50% of nodes are within its first s tamd around 75% of
nodes are within its 20 hops, as shown by the dot lines in tleli@iplot.

Now we can consult; for the area-to-hop mapping. Suppose the source node needs
to find 3 out of 20 targets. Using the two-ring RS scheme, we fiedarea set to be
AP = {0.489045,1.0}. For the first searching area 0.489045, we chgcht each
hop value: and find thatl}s,, = 0.48923 at hop 15 is the closest to the area value
0.489045. Thus, we choose 15 as our first search hop distBheesecond hop can be
chosen as any integer large enough to search the entirenke®yocombining the node
estimation methodV;_,, from [12] and the target discovery algorithm in this chapter
we can find the optimal searching hop values for each indalidaurce node.
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An example on how to find the matching hop limit
stepl: find Ni .
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Figure 3.6: An example on how to transform calculated aretshop limits. First,
N ., is estimated. Second, normalizégd,, is determined. Finally, hop limits can be
found by matching the areas wiih .

3.2.2 Global searching parameters

Note that given a specific target searching requirementatba set calculated using
our algorithm is always the same. The variation of node looat, only varies the hop
choices during area-to-hop mapping by using differzé:ff};0 values. In other words,
nodes should choose different searching hop values basiiomwn locations.
However, in general, nodes do not know their locations imttgvork and thus can-
not perform]\?'i,x0 estimation. Instead of choosing their own searching hopeslall
the nodes have to apply the same searching values. The gklbak should minimize
the expected searching cost for the entire network rattaer fibr each individual node.
We limit our scope to the two-ring RS searching scheme sinedhtee-ring RS
scheme does not bring significant cost improvement. Thiglasion is drawn from
the model, and we believe that it is also valid for hop-basst@dvarks. For now, there
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is only one parameter we need to determine: the first seaytiup/,,.
First, we can prove that for a uniformly distributed netwdtie Probability Distri-
bution Function (pdf) of a random node locatiemway from the border is

fx(@)=2(1-2) 0<z<1 (3.20)

Given a node located at we can reverse the earlier area-to-hop mapping to deter-
mine the searching area vald¢h,,, =) for the searching hop,,,.

Alhgys; @) = Ty = Y Nig (3.21)

PuttingA(hsys, ) into equation 3.8 or 3.17, we can obtain the searching@Qst,;, x)
for the node at: using the searching hop limit,,;. Considering nodes can be at any
location with the pdffx(x), the system-wide expected searching cost can be expressed
as

1 3
Csys<hsys) - \/0 fX (x)c(hsy& ZL’)d?L’ ~ Z fX(i(S)C(hsyw 25) (322)
=1

Here is how we determine the systematic searching hop ugin@.22. For each
possible hop value df less than the estimated network diametérwe sampler from
[0,1] using sampling intervad and determine the correspondingh,z). We then
use equation 3.22 to calculate the system €Qgf(%), and determine the optimal first
searching hofh,,, where the minimal’;, is obtained. This computation only needs
to be done once, and the optimal searching hgpwill be applied by all the nodes in
the network.

We tested the above global first searching hop procedure &tvaork with 1000
nodes. We first investigate the effect of the sampling iralef\on the accuracy of the
first hop limit and the computational complexity. From taBI&, we find that when
9 decreases as the sequek6el, 0.05,0.02,0.01,0.05}, the hop limit of the 2 out of
20 task is always 7, and the hop limit of the 10 out of 20 taskli§ 15, 14, 13, 13}.
Although a small interval may lead to more accurate hop ceaitdulation, the im-
provement is restricted since the hop limit must be chosemasteger. Since compu-
tation increases linearly wit%l, we believe that the interval of 0.1 is good enough for
use, and we apply = 0.1 for the rest of our simulations. The for the 18-out-o0f-20
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Table 3.3: The impact of sampling intenal

) Conput ati ons | First searching hop
of {2,10,18}- out - of - 20

0.1 10 (7,14, 00}
0.05 20 {7,15, 00}
0.02 50 (7,14, 00}
0. 005 200 {7,13,00}

task indicates that there is no better scheme to find 18 tangete efficiently than just
searching the entire area once by using a large enough hip lim

In Fig. 3.7, we compare the system-wide cost and latencyopeeince of our
scheme with that of the DSR and the EXPansion ring schemeRSIrthe first hop
limit of {7, 14, 00} are used for finding 2, 10, 18} out of 20 targets. Again, RS per-
forms consistently well for all the searching tasks. Whenrttmnber of targets to be
found is small as for the 2-out-o0f-20 task, EXP performs eltsRS in terms of cost
with a much higher latency. The estimated network diamet&9iin the tested sce-
nario. Therefore, usingo as the first hop means to choose any number larger than 29
and search the entire network just once.

Table 3.4: The impact of erroneodsandm on cost.

en -50% | -40%| -30%| -20%| -10% | 10%| 20%| 30% | 40% | 50%
1st hop 9 9 8 8 8 8 7 7 7 7

em -100%| -80% | -60% | -40% | - 20% | 20% | 40% | 60% | 80% | 100%
1st hop 10 9 9 8 8 8 7 7 7 7
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cost and latency performance comparison in a 1000-node network
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Figure 3.7: Searching cost and latency comparison in sseale networks for self-
location unaware nodes. RS performs consistently close timabin terms of both
cost and latency for all searching tasks.

3.2.3 Robustness validation

Our algorithm RS outperforms DSR and EXP because it utilizesskedge of the
network parameter®/ andm to choose the optimal searching hop limits. The EXP
scheme, on the other hand, also requires this network irgfbomto a certain degree.
First, EXP needsn to determine if the task ok-out-of-m is feasible by checking

k < m. Then, it requiresV to estimate the network diametéf so that it knows
when it should stop the expansion search. Failure to estidainay lead to redundant
attempts to flood the entire network, especially when thk tasmnot be completed.
During the network design phase, the scale of the networkuslly determined and
the value ofV may be roughly estimated. The information of the server rensb can
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be achieved by letting each server announce its existemoagh broadcasting when
a service is available. Due to the dynamic nature of ad howarks, knowing the
existence of a service does not mean that nodes will knowentherserver is and how
to reach it.

Although both RS and EXP require knowledgeMdfandm, RS needs it to be more
accurate. Erroneou§ andm may lead to erroneous calculation of the first hop limit
and thus affect the final searching cost. In this section, westudy the impact of
erroneous parameters and test the robustness of our higerit

First, for a network ofV nodes, let us define the error dfasey = % N is
the estimated total number of nodes in the network. Singilare can define the error

for the number of targets: ase,, = % wherem is the estimated total number of
targets in the network.

Although ey ande,, are two different types of errors, when applying RS using
these erroneous values, they both end up in an erroneous ogthe first hop limit.
For example, for the 2-out-of-20 task, the hop limits cadtedl based on erroneous
or e, are shown in table 3.4.

An example of how these erroneous first hop limits affect thgt can be found
in Fig. 3.8. Only when the error is very large, e.g., as large,a= 100%, does the
cost increase from the optimal 265 transmissions per se¢ar8f4 transmissions per
search. Even so, the cost saving is still substantial. Fosmtarge errors, the cost will
be 279 or 315 transmission, which is not so far away from tls¢ @ithe optimal 2-ring
searching scheme, 265 transmissions.

3.2.4 Choosing the right strategy

Depending on the amount of information about the networkipaters and the search-
ing task, different searching strategies should be chogémen N andm can be ac-
curately estimated, RS can be applied to save cost while irgitlee latency by about
50% compared to EXP. Whel andm cannot be accurately estimated but the number
of required target# satisfiesk << m, EXP can be performed to reduce cost while
doubling the latency. Wheh is close tom or when no information is known about
the network topology, a simple flooding searching schemes bince its latency is
the smallest and it may perform even better than an arbiirargg scheme. The DSR
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performance of different first hops in a two-ring searching

1000~ e}
(@]
900 -
800 o
700
(@]
B ool
g °% e, =~50~-40%, ©
°© e, =—80~-60%
5001 optimal by 8=0.05 ) o
e =40~100%, optimal by 6=0.1
m e =—30~-10%
e =20~50% N ' o
400r N e =—-40~20%
m o
EGEEAN
soor 5 e =-100%
O m
200 ! | )
0 5 10 15

first hop

Figure 3.8: The cost for all the possible first hops using aitwg searching in small-
scale networks. The x-axis indicates the first hop limit.oBaous network parameter
estimations result in erroneous hop limit choice. Substhnbst saving can still be
achieved using erroneous parameters.

scheme shows a trivial cost improvement and a trivial latetegradation compared to
the 1-ring scheme, and hence is of little practical value.

3.3 Conclusions

In this chapter, we studied the target discovery problemireless networks. We mod-
elled the problem and proposed RS to discover the optimatisiegy parameters. We
illustrated how to apply the model to realistic network sr@ws. General searching
strategies are concluded after we investigated the peafocenof our scheme and com-
pared it with that of other schemes. The amount of infornmibout the network
parameters and the desired task determines the best sgpscheme.



Chapter 4

Adaptive Local Searching and Route
Caching Schemes in Mobile Ad Hoc
Networks

The study of peer discovery in the previous chapter is base¢d@ assumptions. First,
the normal peers and the target peers are uniformly disédbwithin the network.
Second, the information returned from target peers is aveayrect. In this chapter,
we will study a special but common peer discovery case: rdisg®overy with route
caches. This case violates both the assumptions if we camsaties containing route
caches as multiple targets. First, target nodes are nofdamg@rmly distributed since
route caches are more likely to be closer to the destinataie nSecond, the routing
information returned from target nodes is no longer guaeohtto be accurate since
stale route caches may be returned from those intermedmatesn Considering that
most of the routing overhead is from route discovery anda@caches are widely used
in this discovery process, it is worth a separate look at #er giscovery problem for
this case.

In mobile ad hoc networks, on-demand routing protocolgettmore interest than
table-driven protocols because they only initiate a rouseayery process when a
packet is ready to be transmitted. Without the necessityesiptent maintenance of a
routing table as in the proactive table-driven protocolsdemand protocols typically
have lower routing overhead, especially when node mohditgvolved. However, the

41
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routing overhead is still excessive from the query floodingryj route discovery. Two
techniques have been introduced to further reduce routiaghead: route caching and
searching localization.

Route caching plays an important role in reducing both thelwmax and the dis-
covery latency. With a route caching scheme, once a routsesvkered, a node stores
it in a route caching table. This route is cached for two pegso First, when the node
has another packet for the same destination, it refers sadhite cache instead of ini-
tiating a new route query process. Second, when the nods heaute query from
another node for the same destination, it may return theethobute to the querying
node instead of continuing to forward the query. Route carhéduces the routing
overhead originating from the source node as well as redubmdiscovery latency for
other nodes.

However, applying caching alone is not as effective as explecThis is because
that route queries are flooded and route caches may becoatiel idue to frequent net-
work topology changes. First, when an intermediate nodensta cached route and
stops forwarding the query, it cannot quench the floodinge fldnded query will get
around this node through other directions and continue talftbe whole network, just
like water flowing down from a mountaintop will reach the gndueven though some
boulders may block the way. Therefore, routing overheadtseduced by allowing
intermediate nodes to return a route cache. Second, althibegdiscovery latency of
the first packet that triggers the route discovery procedsdseased by faster responses
from intermediate nodes, this gain may be counteracted l®van larger propagation
latency for the following packets. This is because if theeawache is non-optimal (i.e.,
not the shortest path), the remaining packets that utiimsaton-optimal route will have
a larger latency than necessary. Overall, fast responsesrirute caching only benefit
the first several packets while impairing the rest of the p&ek the applied cached
route is non-optimal. Third, the worst case happens whemehened route cache is
invalid. Using this route cache, the source node has tortél@route discovery pro-
cess after receiving a route error message returned frobrétken link. The unwanted
consequence is that both the routing overhead and lateeapenreased, plus several
data packets are lost due to the broken route.

Caching optimizations have been extensively researchediev, we will point
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out that in order to obtain full benefits from route cachespal searching scheme
must be performed in conjunction with route caches. Also,aaenaccurate method
for quantifying the quality of caches is required in ordemtwid the adverse effects
from stale caches. We will propose a route caching qualitgsueement scheme that
associates cache quality with node mobility. An adaptivaalsearching scheme is
proposed to adjust to the caching conditions in the netwavk. quantify the overall
routing overhead using these two techniques and determesttategy for the local
searching scheme. We apply the strategy using DSR and daaengs efficiency
through extensive simulations.

4.1 Model and Analysis

4.1.1 Nomenclature and assumptions

Let us consideN homogenous nodes with unit transmission range that arenalyd
distributed in a disk area. Nodes move with the maximum spéé&y, in the random
waypoint pattern. For the traffic model, we assume that eade imas a total traffic
event rate ofA;. Eventindicates a one-way traffic flow towards a destination that
is randomly selected from all the rest nodes. The arrivahefdvents is a random
process that follows a poisson distribution, and each dast for a fixed event lifetime
T;. During this lifetime, the traffic is not necessary to be buend continuous. For
example, for an event lifetime of 10 seconds, a node may halel® packets with
one packet per second.

During our analysis, we assume that the basic route caclptigns ofgratuitous
route repairandnon-propagation route requeate turned on. Withowgratuitous route
repair, after a RERR is received, the source node will keep receiviaglid caches
from the same intermediate nodes each time it attempts aist®ver again. The
loop of RREQ-invalid cache-RERR will continue until the cacheha intermediate
nodes expires. The performance without this option is vexyrpo be studiedNon-
propagation route requess the same as our local searching technique and will be fully
studied. Furthermore, we assume that each node has at neosbute cache entry
for each destination. To avoid reply storms, we also assiaietihe destination only
replies to the first route query packet.
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Table 4.1: Key Notations used throughout this chapter.

Src the Source node
[ the I nternmedi ate node
D the Destination node
S node speed
M Maxi mum hops
N total Nunber of nodes
P, route caching validation probability
A event rate
T, event LifeTine
T, route cache Valid Tine
ORR Over head Reduction Ratio

Table 4.1 lists the symbols, definitions and variables thatused throughout the
chapter. We will extend our discussion on these assumptiadsother possible as-
sumptions in Section 4.4.

4.1.2 Route caching validation probability

The first term we are going to introduce risute caching validation probability”,,
which indicates the probability for a route cache to be valgt valid route, we mean
that a packet can follow this cached route to reach the ddgim An invalid cache
will cause routing failure and lead to a new route discovepcpss, which adds to the
routing overhead.

P, is related to three factors: the maximum node spggdthe number of linkg.
contained in the route and the elapsed timeince its last use. It is obvious that the
larger the value of,,,, T"and L, the less probability’, for the route to remain valid. In
other words, the functio®,(.S,,, L, T") decreases monotonically and continuously as
its variables increasd?,(S,,, L, T') can be decomposed as

Py(Sm, L, T) = P(S,,T) (4.1)

Here, P, (t) is the probability for an originally connected link to remadalid after the
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two nodes of the link move for a time periedvith a random speed fronf, 1]. This
transformation simplifies the route validation problenoiatunit speed link validation
problem. This transformation is valid sinSg, can be seen as a scale for time, and also,
for a route cache to be valid, each of its independelinks must remain connected
after time7'. Although the lifetime of different routes may be correthtey certain
common links, the lifetimes of different links within oneespfic route are independent
with each other. This is validated through simulations.

The derivation of the closed form faf,(¢) in a two-dimensional space is non-
trivial and we will discuss this later in section 4.1.6. Irder to not deviate from the
main theme, for now, we just take, (¢) and the corresponding, (.S,,, L, T") as known
functions.

P,, as a route cache quality measurement, can be used in r@aaevdry from
several aspects. First, a source node can specify theygaoélitaiche it desires before
sending the RREQ packet. The source node just needs to detethanvalidation
thresholdp; and appends this value in the RREQ packets. Intermediate nattes
route caches respond only if they have a qualified route cadteits calculatedP,
larger tharp;. By adjustingp,, the source node is able to adapt to the current caching
situation and reduce unnecessary RREQ packets. SeBpatlows the source node to
determine which cache to choose from multiple RREP packets.rdiite cache with
P, close to 1 and a shorter route length will be preferred. Thitdalso helps with
route caching management. Nodes can remove a route cachaipety if its P, is
lower than a certain value. Also, when a new route cacheesrawnd the route caching
table is already full, this new route cache can simply repkhe route cache with the
lowestP,.

The introduction ofP, enables us to handle route caches more properly. How to
set up a proper value of threshqgldto avoid receiving “bad” caches will be resolved
later. Next, we will introduce another paramet@eal searching radiuswhich is used
to control the propagation of the RREQ packets.

4.1.3 Local searching radius

The local searching scheme and the caching scheme shoutdagather. In the last
chapter, we show that if there is only one target peer anctasx no caches in the
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network, local searching will not reduce any searching.c@st the other hand, with-
out local searching scheme, flooded route query packetpmiiagate throughout the
network, and the caching scheme cannot prevent it from hapge

Combining both schemes is a double-edge sword. If a locatkdends the target
itself or it finds valid route caches to the target node inrmiediate nodes, the network-
wide flood can be avoided, thus reducing the searching oadrhélowever, if this
search fails to return any result, a network-wide searchliseqquired and the overall
searching cost is even more than a simple network-wide fldbds, the local searching
radiusk should be carefully chosen (Note that route caching camtitare objective
and non-alterable.) If the radius, denotediys chosen too large, the probability of
discovering a route returned from the destination itselairge and little benefit can
be obtained from the route caches. If the radius chosen too small, the chance of
discovering the destination or a cached route to the démtmia this local search is also
small and little benefit can be gained from this local seasstahbse the first round local
search will be part of the total searching overhead. As weshibw later, the radius
k is the key parameter in determining the RREQ overhead andsslgloelated to the
caching conditions in the network. How to determineplus the caching threshojd
from the earlier discussion, is the major objective of tret of our analysis.

4.1.4 Life periods of a cache

To understand how a node responds to other nodes’ routestsqlet us first clarify the
life periods of a route cache. The time interval between taffit events from a certain
Srcto a certairD can be divided into three caching periods, as shown in Figwhich
are the guaranteed valid period I, the probable valid pdtiadd the invalid period Il1.
In different periods, a route cache is of different quaditend has different effects on
the routing overhead and the routing performance.

Starting from the leftmost of Fig. 4.1, when a new event, sang;, just arrives,
Srcinitiates a route discovery process and caches the disabveute for future use.
During period 1, all of the traffic packets of this event witlifow this cached route.
Meanwhile, if the route is broken due to node mobility, theteomaintenance will
detect it and initiate a new route discovery. Thus, durirg ¢kent lifetimeT;, this
node maintains a valid route f@. If the node receives a RREQ f@ from another
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node, it can guarantee to return a valid route. ldeally,rduthis period, the route
cache validation probability?, for D equals 1. However, in practice, the traffic is in the
form of discrete packets instead of continuous data flow hegktmay be time intervals
between two consecutive packets. Within these time inkgr¥a is actually less than
1. Also, a RREQ packet may arrive when the route happens to lkem@ndSrc is
still in the route maintenance phase, although the proibabilr this case to happen is
quite small. Thus, strictly speaking, during period |, a @@an respond with a route
cache whose, is very close to 1.

. event 1 .
event i s cache becomes event i+1
finishes invalid
LN
guaranteed valid propable valid

i lid iod III
period I period II tnvatid perio

- | +——————————————— P
T1 Tv

Ti

-
-

Figure 4.1: Time periods for a node’s route caching betweendvents towards the
same destination. During the guaranteed valid period Intde has traffic and main-
tains the cache. In the probable valid period II, the nodeskggped sending traffic to
the destination and therefore has only a probable valicrcathe. In the invalid period
[, the route caching valid probability is so low that thisute cache may be discarded.

During life period Il when there is no more traffic betwe8rc andD, there are
no more proactive methods such as route maintenance tehdfre cached route. As
time elapses, this cached route becomes invalid gradually?’, decreases. If a RREQ
arrives with the validation threshold, a route cache will be returned in response only if
its validation probabilityP, satisfieg; < P, < 1. In other words, whep, is given, the
time length7, of life period Il can be explicitly found by solvin@, (S, L, T,) = p:,
or PL(S,.T,) = p.

During Period Ill, P, is below the threshold, and we consider the cache no longer
valid. When a RREQ with the caching validatipnarrives, this node will not return
the route cache. This period lasts until the next eventesrand a new round starts.
Also, a node may remove a cache proactively wherPjtss very small. However,
since each RREQ may arrive with different valueggfcorrespondingly], may vary
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for different RREQs as well. A route cache not satisfying one Rp&aCket does not
necessarily indicate that it does not satisfy other RREQ piacKkéerefore, a cache can
only be removed when it is guaranteed to be of no future useH, is very small.
When a route request arrives at the intermediate na@d@domly at any time, it
may fall into any of the above three periods. The probabititgt it falls into Period
I, in other words, the probability’; for this intermediate node to return a guaranteed
valid route is -
P = Tl
From a node’s view, its total event rate of is evenly distributed towards the other
N — 1 nodes. Thus the event rate towards a certain node4s % ~ AWT The

(4.2)

average time intervdl; between two events for the same source destination pairs is
T; = 1 = £-. Thus equation 4.2 becomes
T

DA

P == (4.3)

The probabilityP;; for the route request to fall in Period Il, that is, for theeirmhe-
diate node to return a probable valid route is

T,
P = T (4.4)

As mentioned earlief]), in equation 4.4 can be solved froR(S,,, L,T,) = p;, of
Pl%(SmTv) = D¢

Note that excepp;, all the other variables in equations 4.3 and 4.4 are passet
related to the network pattern or the traffic pattern, ang #re not controllable by the
protocols. It is the source node’s responsibility to detaema goodp; so that there
will be route caches returned by intermediate nodes ane tloege caches are of good
qualities.

4.1.5 Overhead reduction ratio (ORR)

The primary goal of this chapter is to achieve the minimumtinguoverhead, i.e.,
to reduce the number of RREQ and RREP packets as much as possibldefine
overhead reduction ratido measure the effectiveness of the combined caching and
local searching schemes. Since RREQ packets are requiredlombed while RREP
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packets are unicasted, RREQ packets are dominant in the loweri@thg overhead and
we only consider RREQ packets in the measuremei®f. Suppose that with the
caching and local searching schemes, the overheax sd without these schemes,
the overhead i8),,. ThenORR is defined as

0,—-0

ORR = o

(4.5)

Next, we will derive the overhea@ as a function of the variables pf and% and
other network and traffic parameters. The analysig®)afan be briefly described as
follows. If the destination is non-local, when a RREQ is floottszhlly with radiusk,
it may fall into different life periods of the required routaches. Different caches with
different validation probabilitied”?, may be returned, and different routing overhead
occurs correspondingly. Therefore, the expected overbaade calculated based on
the validation probability of these returned caches.

The propagation of a RREQ packet in a local searching schembecalustrated
as in Fig. 4.2. The source no&c floods a RREQ packet looking for nodelocally
with radius (hops): and route cache validation probability threshpld Each node
inside thek hops range may return a guaranteed valid route cache witapildy F;.
Suppose there a®¥; nodes at exactly hops away from nod8&rc. The probabilityP,
for nodeSrc to receive at least one guaranteed cache is

k
Py=1-]Ja-p)™ (4.6)

=1
This equation can be explained as the probability of oltgimo cache at all occurs
only when not a single local node has the cache, and by stibgabis value from 1
we find the probability of obtaining at least one cache.
Similarly, each node inside thiehop range may return a probable valid route cache
if the RREQ falls into the cache life period Il. Thus, the prohigbof receiving at least
one probable valid route caclt is

k
P,=1- H(1 — PN 4.7

1=1
The difference between equation 4.6 and 4.7 is thas a constant value for all the
nodes, whileP;; is distinct for each RREQ. In equation 4.7 we categorize notidgea
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larger than
2

— ¢ hops

ops local middle of non- Maximum
searching k local area hops M

Figure 4.2: Local searching example. The shortest distirooethe intermediate node
that is: hops away from the source node to the middle of the non-lageal iaingJf’f2 —
i. k is the local searching radius and is the maximum hop of the network.

same hop-distance from no&ec for a simpler expression, e.g., nodeand!’ from
Fig. 4.2 are considered to have the same valuePfgr Although this categorization
simplifies the expression and the analysis, it may bringrerréhe final results. We
will discuss the error and how to compensate it in sectiorB4.2

Suppose there ar®;(k) nodes in thek-hop local area, and the total number of
nodes in the network i8/. We can categorize the expected RREQ overlie¢aato the
following cases:

1. When nodé® is local: cost is localV, (k).

2. When nodéD is non-local and a guaranteed valid route cache is foundlyoca
cost is localN; (k).

3. When nod® is non-local and a guaranteed valid route is not found bubbairle
valid route is found, and it is valid: cost is loca} (k).

4. When nod® is non-local and a guaranteed valid route is not found bubbaisle
valid route is found, and it is invalid: cost is local pluswetk-wide N;(k) + N.

5. When nod® is non-local and no cache is found: cost is local plus netwade
Ni(k)+ N.

Considering the probability for a node to be Iocalf‘é;@ and non-local ag —

N@@’“), we can transform the above descriptions into the equafitreexpected routing
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overhead):
0 ="M nwy + 1= 2 b ey + (- Xy b pvih)
Ny (k)
+(1- &)ﬂ—%ﬁﬂ—RﬂM®+N) 4.8)
+ = ME G ey - Bk + V)

N
=Ni(k) + (N = Ni(k))[(1 = Py)(1 — By P)]
Compared to a simple network-wide search without cachingselowverhead,, is
the total number of node¥, the Overhead Reduction RatibR R is
On =0 _ N = Ny(k) = (N = Ni(k))[(1 = P,)(1 — B,P,)]
On N (4.9)

N (k)
=1 =)y + B = PyPpy o)

Equation 4.9 informs us that the caching scheme saves ordy e target is in the

ORR =

non-local area and when a valid route cache is found loaailliyer from a guaranteed
valid route cache or from a probable valid route cache wisokalid. The last item
P,P,P, needs to be deducted since there is a chance that both geedasatlid caches
and probable valid caches are received while only one of iteambe chosen.

Let us first look at a scenario wheRe and P, are much less than 1. This is a typical
scenario in which the route cache availability is weak or erate. NowORR can be
further expressed as

ORR = (1— Nl(k))(Pg + P,P,— P,P,P,) ~ (1 — Nl(k))(Pg + P,P,)
N%) N (4.10)
~ (1= =) (P + Popy)

The expressions af, and P, from equations 4.6 and 4.7 are too complex to be
directly input to equation 4.10 for analysis. However, wiile assumption of’, and
P, being much less than F, and P, can be transformed to

k k k k
Pym1—(1=Y NiP))=Y NiP;, Pym1—(1-) NPy)=>» NPy
=1 i=1 =1 =1

(4.11)
Now, we have th& RR as
. Nk Ni(k)| o -
ORR = (1 - N )(Py + Pppt) = (1 — T)(; N; P + ;Nipnpt) (4.12)

= ORR;y(k) + ORRy(k, py)
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ORR; (k) is the overhead reduction from local guaranteed valid cadcied it is only
related to the local searching hop numberORR;(k, p;) is the overhead reduction
from local probable valid caches. BesidesORR; is also related t@, since an ap-
propriate value op, can not only prevent the source node from receiving bad sache
by an overly large;, but also avoid receiving no cache and achieving no benefits f
caching schemes by an overly small With equation 4.12, we are able to determine
the optimal parametersandp, to maximize the overalD RR.

4.1.6 Optimize the parameters:k and p;

TheORR in equation 4.12 is composed of two items. The first item regmés the over-
head reduction achieved from the caches in life period |.SHo®nd item represents the
overhead reduction achieved from the caches in life pefioah khis section, we will
optimize the parametetsandp, to maximizeO RR1 andO R R2, and correspondingly,
to maximizeORR.

First, from statistical results, in a network of limited sjzhe number of nodes at
certain hopsV; and the corresponding number of nod€égk) in the local searching
area of radiug can be estimated as

_6(Mi—?)

2 3
N, ~ ME= Kk

6
W( 5 g) (4.13)

k
Ni(k) = ZNZ» =N

=1

M3 N,

where) is the maximum number of hops in the network. Figure 4.3 shHowsclose
the above two estimations are to the numerical results. ignetkperiment, 150 nodes
are randomly distributed in a unit circle area. Each nodeahiansmission range of
0.35. The results are based on 30 simulations. As can be tbeeestimated number
of nodes in the left plot is close to that of the numerical lssrheir major difference
is located at the trailer part for hop 7 and 8. At those hopstetimay still be some
nodes in rare cases. However, these values are so smath@ess) that we believe our
estimation is accurate enough. Also, the estimation fontimaber of nodes within hop
i IS accurate enough for our analysis purpose.
Plugging these values intoRR;, we have

ORRy () = (1~ M8y 3wy — - O )) S MIE B
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number of nodes per hop Ni total number of nodes Nl(k) within hop k
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Figure 4.3: The number of nodes at each Rgleft) and the number of nodes within
k hops (right). Both the experimental results and their esgsare shown.
It is easy to determine th& R R, reaches its maximum &t = % In other words,
settingk = % will lead to the largest overhead reduction achieved froegihharanteed
valid life period I.

The second itemM RR,(k, p;) becomes

k
N (k) N k) 6(Mi— Sm, L,
ORRs(k, p;) = u §jNPUpt f,é ) ;ﬁ, 2) n Il uh Dy,
(4.15)

In the above equatior, and T, (S,,, L, p;) are still needed to be clarified. From

i=1

Fig. 4.2, L is the hop distance from the intermediate node to the destmaode.
Since the destination node is randomly distributed withi& mon-local area, we just
simply take the middle of the non-local area from Hof hop M. Since the number
of nodes is proportional to the area and thus proportiontleésquare of the hops, thus
we have the middle hoff that separates the non-local area equally as

M? + k2

2 2
(k/)2_k2:M2_(k/)2:>k,/: 5 #L:k/—i:Mf—Fk—i (416)

L is the average shortest hop distance from the intermedaate located at hopto
this middle point.

Now thats,,, L andp; are known,T,, the time length of the cache period II, can
be determined through the functidt(S,,, L,T,) = p;. Next, we will determine the
expression foiP, to solve for7,,.



54

In the earlier section when we introducéy, we mentioned thab, = PZ(S,,T).
Let us restate the definition é{,(¢). A link is formed by two nodes of random distance
D uniformly distributed from|0, 1]. Suppose that they both have a velocity with a
random speed fror), 1] and a random direction from0, 27]. If we say that the link is
broken when the distance becomes larger thathen P, (¢) indicates the probability
for the link to remain connected at tinte Since P, is not linearly related with the
caching lifetimet, as seen from Fig. 4.4, our measurement for cache quaktie®re
accurate than traditional cache timeout schemes.

We solved theP, for a one-dimensional case in which the nodes of the link move
either towards each other or away from each other. The clésm®a of this one-
dimensional case is

1-Lf t<1
P, (t) = 3 (4.17)
1L t>1
t 3t2 =
P, 1D theory vs. 2-D numerical P, 2D estimation for the second piece
1 1r
\ —— 1-D theory —— original
— - 2-D numerical P’: esitmate 1
08 08y — - P”: estimate 2

0.6
=
o
0.4

0.2

0 : : : : : 0 : : : : :
0 2 4 6 8 10 0 2 4 6 8 10

Figure 4.4: TheP,(t) in 1-D and 2-D cases. On the left figure, the theoretical tesil
P,(t) in a 1-D case and the numerical results in a 2-D case are siidvey.both have
a two piecewise tendency. On the right figure, two estimation the 2-D numerical
results are shown.

The deduction of the closed form for the two-dimensionatdasery difficult since
there are two more angle random variables involved. Nurakerasults show that the
2-D case has a two piecewise tendency, similar to the 1-Dtsgshown in the left part
of Fig. 4.4. When starts from zeroF,, decreases linearly. Afteér= 1, the decreasing
tendency starts to flatten. From this, we conjecture thatltieed form of the 2-D case
is of the same form as the 1-D case. For the first linear partevhe 1, it is easy to
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derive the estimated form from the numerical results

Po(t)=1-02338 0<t<]l (4.18)

As for the second part whete> 1, we estimate its form ag: + t% similar to the

form in the 1-D case in equation 4.17. Two estimated funstiBhand P” are shown
in the right part of Fig. 4.4.

0.7518 0.6762

Fy,(t) = 0.09988°% + —=, Pyi(t) = 0.0919 +

(4.19)

The first curveP/ (t) has a smaller mean square error tii3it). However, we take
the second curvé/ (¢) for our later analysis because it has a much simpler expressi
for analysis and the error is not too large from the numeresults. Note that we do not
consider the curve aftér> 10 because?,, is already lower than 0.2, which indicates a
cache of too low qualityP, to be utilized.

optimal k optimal Py
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Figure 4.5: The optimal parametérandp,. The optimak value is consistently around
%. The optimalp; is around 0.4 to 0.5, depending on the the maximum hop radius

Since L and the function ofP,(S,,, L, T,) have been determined)RR, can be
rewritten as a deterministic form

ORRy(k,pt) = (1 — Ni(k) > 6(Mi — Z'Q)NTv(Smyl'/apt)pt

N =1 M? T‘Z
1 4.20
k 2 m—1 M*" ( )
- Ni(k) 6(Mi—i%)  (P"), (p, )
iUy oD Dl v T,Sm "
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In the above equatiorf) (¢) is

1—0.2338t 0<t<l1
Pz’é(t)z{ ='s (4.21)

0.0919 + 26762 ¢ > 1

AlthoughORR, is expressed as a deterministic function with only two \@gak
andpy, it is still difficult to find the maximum value o RR; and the corresponding
maximum pointk andp; theoretically. Again, we use numerical methods to find the
optimal points. The results are shown in Fig. 4.5. As we cans@en the maximum
hopsM < 12, k should be set t¢% |, and whenM/ > 12, k should be set tg2LH |.

For p;, the optimal value is around 0.4 to 0.5 depending on the maximumber of
hops. Thus, to achieve a maximum overhead reduction frote iaching life period |
and period Il consistently, we chooke= L%J andp, = 0.4.

4.1.7 Numerical examples

So far, we have found the optimal parametersfoand %, which arep, = 0.4 and
k = [%], to maximizeORR. These results are based on the scenarios in whjch
and P, are much less than 1. Typically, this kind of scenario regmeslow caching
availability at low event rate, fast node speed and low tédfitime. In other scenarios
where P, and P, are comparable to 1, the calculation@fz 1z should be performed
by resorting to equations 4.6 and 4.7 instead of the appmtiams in equation 4.11.
In order to have a complete understanding of the relatignsbiweenD RR and the
scenario parameters, we demonstrate some numerical eamgtigs. 4.6 and 4.7.

In both figuresyp, is fixed at 0.4. The total event rate for each node is 0.05. dtiaé t
number of nodes is 150 and the estimated maximum Mofor the network is 7.7,
and P, are shown in the left part of each figure, together with thepraximations?,.
andP,. calculated from equation 4.102 R R is shown in the right part of each figure.
Fig. 4.6 shows the results for the event lifetime as low asc?is#s and the maximum
node speed of 0.004m/s (the upper part) and 0.04m/s (the jmav8. Fig. 4.7 shows
the results for the event lifetime as high as 10 seconds anehéximum node speed of
0.004m/s (upper part) and 0.04m/s (lower part). If we mapthgimum link distance
1m into the transmission range of 250m, the relative speed€64m/s and 0.04m/s
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Figure 4.6: The scenarios for event lifetime as low as 2 sgsomhe maximum node
speed is either 0.004 (upper part) or 0.04 (lower part). Traxi¥ indicates the local
searching radiusé and the Y-axis indicates, andF, and their estimations,. and P,

in left figures and) R R in right figures. The estimation df, go beyond 1 at hop 2 and
cannot be seen in the upper left plot.

can be mapped to the low speed of 1m/s and the high speed o$.10mis, the simu-
lation scenarios to be used in the simulation part corredpomthe scenarios here.

As can be seen from the lower part of Figs. 4.6 and 4.7, whenuhwer ofP, and
P, is less than 1, the approximation equations are accurat®@&fireaches its maxi-
mum wher is near| % |, the same as the conclusions from the last sections. However
when the node speed is as low as in the upper part of both figinespproximation
from equation 4.11 is no longer valid fét, andO R R reaches its maximum &t= 2.
P, becomes close to 1 and the approximB&jevalue using equation 4.11 becomes an
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Figure 4.7: The scenarios for event lifetime as high as 10rs# The maximum node
speed is either 0.004m/s (upper part) or 0.04m/s (lowe).pline X-axis indicates the
local searching radiug and the Y-axis indicate$, and P, and their estimationg’,.
andP,. in left figures and)RR in right figures. The estimation a?, go beyond 1 at
hop 2 and cannot be seen in the upper left plot.

unrealistic value larger than 1. We do not show these umsteahpproximate values
of P, in the upper left part of Figs. 4.6 and 4.7 once they becongetahan 1. There
are abundant caches available in this low speed network antyiadds to unnecessary
searching cost to apply a large radius. The number of cachesdrobable valid period

Il dominates the number of caches from guaranteed valid@eriand the local radius
should be adjusted based on the dominating factor. Altheuglcould not determine
the optimalk andp; in a closed form in this abundant caching scenario, we knaith
should be adjusted smaller thg%j andp; should be adjusted larger than 0.4 to reduce
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the overhead. This criteria will be realized in the protadesign in the next section.

Now we have a complete understanding of the relationshivd®ntO RR and the
network parameters. In summary, when caching availabgityoderate, the optimal
parameters from analysis should be applied to achieve tlxéwman overhead reduc-
tion. When caching is abundant, the local searching radioslglbe set where a cache
is very likely to be found. With these analytical resultsthe next section we will de-
sign a routing scheme that is able to dynamically adjudfiis@pproach the maximum
performance under all possible scenarios.

4.2 Protocol Description

Although the analysis is involved, the final conclusions quée simple. Only two
primary parameters are needed, the caching validatiorapiliy thresholdp; and the
local searching radius. When the network is just set up, or a node just joins a network,
these values should be setfo= 0.4 andk = % assuming weak or moderate caching
conditions. When more abundant caching conditions are wetdzased on history,
k should be set to a smaller value according to the dominatdrfasuch asP,, the
probable valid caching period, shown in the upper part of £i§ and 4.7. Alsop; can
be adjusted larger to reduce unnecessary caches of lowigsiali

Therefore, only minor changes are needed for existing onathel routing protocols
to fully attain the benefits of caches. In this section, wepsa an add-on protocol for
existing routing protocols. Its three components, new datactures, protocol proce-
dures and parameter adjustment rules, will be describedtailchext.

4.2.1 New data structures

A new field for caching validation probability is required footh the RREQ and the
RREP packets. For RREQ packets, the value of this field is caéculdrough the
parameter adjustment rules described below and appendind IRREQ packets to
serve as the caching validation threshold. For RREP packetsjalue of this field is
calculated by the node that initiates the RREP packet to itwlittee cache’s quality
using equations 4.1 and 4.21.

Also, each node maintains a statistic such as the numbecent®REQ attempts,
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the values ofc andp; applied, the number of guaranteed valid caches and the num-
ber of probable valid caches received. This informatiorsisd.to estimate the current
caching condition to serve for the parameter adjustmeesrul'he counting of these
numbers does not differentiate destinations and only naditlde extra storage. This
non-differential counting is valid for uniform traffic scamos. For biased traffic sce-
narios such as the client-server traffic model, a maintemahnthe history of different
destinations may provide more accurate parameter adjostniée tradeoff is much
larger extra storage for each destination node. In our ntimverk, we utilize the gen-
eral statistical method without destination differentat

4.2.2 Protocol procedure

When a source node needs to send a RREQ, it calculates the parsaofétandp, ac-
cording to the parameter adjustment rules and attachesathes/in the RREQ packet.
Intermediate nodes calculafg for their cached route to the destination from equa-
tion 4.1 and return a RREP packet with attached ifP, satisfiesP, > p;. The source
node picks the cached route with the largBstWhen two cached routes have cld3e
values, the one with a shorter route length is preferredhBade refreshes the statistics
each time it sends out a RREQ packet and receives RREP packetfesmediate
nodes.

4.2.3 Parameter adjustment rules

The parameter adjustment rules determine the valug, @iccording to the current
caching situation. A node first calculates the average nuoftguaranteed valid route
cachesN, and the average number of probable valid route caéfjeseceived from

its history, say the last 100 RREQ attempts. Also, from theohysit calculates the
averages: andp,. These values indicate the current caching conditions. dready
equals% andp, is already 0.4 andV,, and NV, are still less than 1, there is no need to
further increasé: andp; since this is a weak or moderate caching condition and the
protocol is already running using optimal parameters. Amig average over all the
past RREQ attempts instead of the last 100 attempts requagstierage. However, it
cannot represent the most recent caching conditions aagssccurate for the parame-



61

ter adjustment. Therefore, there is a tradeoff betweeagéand parameter adjustment
accuracy.

When N, is larger than 1, guaranteed valid caches become the dongjrfattor.

k should be primarily adjusted accordingAg towards the goal of receiving only one
guaranteed cache by usihg= Nig For example, if the source node uses= 4 to
achieveNg = 2 guaranteed valid caches in the history, it should kise % = 2to
expect to receive only one guaranteed cache this timis.set to a value at 0.9, which
indicates only guaranteed valid caches (or almost guadntaore strictly speaking)
are needed.

In a more general case, the average number of guaranteedcealhes is much
lower than 1 and the probable valid caches are the domin#dictgr such as in the
examples shown in Figs. 4.6 and 4.7. Thushould be adjusted towards the goal of
N, = 1 by usingk = Nip If k& is already as low as 1 and there are still more than
necessary caches returnegdshould be adjusted larger to accept only more qualified
caches by using; = ]{’[—; This indicates a very abundant caching condition such as
when the node speed is very low and traffic between nodes hameey often.

In summary,k andp; are adjusted towards receiving one guaranteed valid cache,
or one probable valid cache when the chance of receivingagteed valid caches is
small. However, the adjustment ffshould not exceeéf, and the adjustment of;
should not be lower than 0.4. Exceeding these values onhg®mbout more routing
overhead although it may bring about more returned caches.

However, during our simulations, we notice that the adjestiiowards the goal
of receiving only one probable valid cache is a little comagve in finding qualified
caches in some cases. There may be several reasons for itgs. irFour analysis
part, we use the shortest hop distance from the intermedatel to the destination
D for all the intermediate nodes with the same hop distanftem the source node.
However, most of these intermediate nodes, such as Haderig. 4.2, have longer
distance and less qualified caches than the shortest hapcigstrom nodé. Thus, the
results drawn for probable valid caches are overly optimistfinding route caches.
Second, each destination has a different hop distance devilae source node. In our
analysis, we simply take the middle point of the non-locakato represent all the non-

local destinations. This makes it unfair for some farthestidations and makes the
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local searching radius not large enough for those desbimatiOne solution, as men-
tioned earlier, is to maintain a more detailed statisti@lbthe possible destinations and
take the difference among destinations into account duhagarameter adjustments.
However, in our implementation, we use a simpler but moreeggive parameter ad-
justment method by setting = sz_]; towards the goal of receiving two probable valid
caches. This simple modification can provide enough goopeance and avoid the

excessive storage required by the per destination basestistanaintenance.

4.3 Performance Evaluation

4.3.1 Assumptions, metrics and methodology

We simulate our routing scheme as an add-on to the DSR pidtoaanobile ad hoc
network scenario. The simulations are performed using [A®]2 In order to focus our
study in the routing level, we programmed an ideal lower idgdow the routing layer,
which is able to send packets without collision and detet failures automatically
with no time and no cost. Working with this virtual bottom é&ythe routing protocol
can be approximately seen as working at low traffic. As paimtet by [6], although
it is a limitation of the simulation model, it is able to makevery good qualitative
evaluation at the packet level without being confined by pgezsic design of the MAC
layer. We believe that realistic MAC will have negligiblefexft due to the broadcast
nature of RREQ packets. And for unicasting packets such as RRERIAC layer
should have the same impact on our scheme as on traditionainss since there is
little modification on the packet structures.

We test all the scenarios in a square region of 8i®m x 1400m. Although the re-
gion is not of the disk shape as in the analysis part, thisreqgeenario is roughly close
to the circular scenario, and it is easier for the setup ohtie mobility model. There
are 150 nodes inside this area, each moving in a random watypmibility pattern.
The number of nodes is chosen large enough for good conitgets/well as to make
it easy to investigate the performance difference betwegrscheme and the original
DSR scheme. Each node has a transmission range of 250m, eedtimated maxi-
mum hop value is 7. The maximum node speed of 1m/s can be map®ed04m/s
for unit transmission range (10m/s maps to 0.04m/s), whiabkes us to compare the
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simulation results with the analytical results found ingzig.6 and 4.7 in Section 4.1.

The total simulation time is either 4500 seconds or 2000 rsgxodepending on
the event rate. The simulation time is chosen longer thar® Eg@onds to remove
the potential undesirable effects of starting the randompeat mobility model [5]
simultaneously for all the nodes. Also the simulation tisiéong enough for each pair
of nodes to have an event rate larger than 1. For example,dfla has a total event
rate of 0.05 events/sec, it needs 4500 seconds to have aiga\m‘l‘)l%’ x 4500 = 1.5
events toward each other node.

In our simulations, basic metrics commonly used by formedists [31] are inves-
tigated, which are routing overhead, successful delivatypy discovery latency and
route optimality. However, in order to concentrate on oyidoof reducing routing
overhead, we only show in the figures the metrics that havefsigntly changed. Other
metrics with little changes will just be briefly mentioned.

We study the performance of three routing schemes: thenaliddSR with No
Caching (DSR-NC), DSR with Caching (DSR-C) and DSR with our scheinh®cal
searching and Caching added on (DSR-LC). We first validate suitsof the selection
of k andp, through exhaustive simulations on DSR-LC. Then we simulatR{0Sand
show that the selection of the timeout value has a similamchpn the performance
as the selection gf; in DSR-LC. Finally, we compare the performance of DSR-LC,
DSR-C and DSR-NC under different scenarios. We show that dwense DSR-LC
is able to adjust to all the circumstances and shows an caéntegluction ratio up to
about 80% compared to DSR-NC and up to about 40% compared to@ 8Bpending
on the scenarios studied.

4.3.2 DSR-LC, effects ok and p;

In this part, we will validate the claim that= L%j andp; = 0.4 are optimal values by
testing all the possiblg andp, values in a scenario with moderate caching availability.
First, we fixp, at 0.4 and changefrom 1 to 4. From the results shown in Fig. 4.8, we
can see that there is an optimal point for the selectiok. dh the tested scenario, it is
k = 3, which matches with our analytical restlt= |4 | = |Z] = 3. Although the
number of RREP also increases as k increases, this increasea$ the same order
as the number of RREQ. In addition, the decrease of the packe¢myeratio at k =
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3 is small (less than 1%). Another trend which is not shownviortth pointing out

is the increasing path optimality with increasihdthe difference is also very small,

however). With a larger local searching radius, it is moregide to find the target

itself. Therefore, the path optimality increases corresinagly.
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Figure 4.8: Performance of DSR-LC withfixed at 0.4. The X-axis indicates the local
searching radius, ranging from 1 to 4. The optimal point is at= 3 for the number

of RREQ with almost no effect on other metrics.
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Figure 4.9: Performance of DSR-LC withfixed at 3. The X-axis indicates the route

caching validation probability threshojg, ranging from 0 to 0.6. The tradeoff is be-
tween the number of RREQ and the the number of RREP plus the detato. A
good balance pointis at = 0.4.
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Figure 4.10: Performance of DSR-C with one-hop neighborcééag. The X-axis
indicates the timeout value, ranging from 30 seconds to rskxc The tradeoff is also
between the RREQ number and the delivery ratio. Just like F#y.the increase of
TIMEOUT causes both metrics to decrease. A good balance jgsaat TIMEOUT=10
seconds.

Next we fixk at 3 and changg; from 0 to 0.6. The simulation results are shown
in Fig. 4.9. When the threshojd is set low, intermediate nodes tend to return a route
cache and stop forwarding the query packet. Thus the nunfoRR&Q packets is
lower while the number of RREP packets becomes higher. Howthereduction of
RREQ packets by lowering; may not be desirable because the packet delivery ratio
also decreases. With a lgw, the quality of the routes returned from intermediate nodes
tend to be low. It is more possible to fail to deliver packegsusing these less valid
routes.

From Fig. 4.9, some point between 0.3 and 0.4 is a good bajaniotforp,. Before
this point, the increase @f leads to an approximately linear increase of RREQ while
leading to &asterdecrease of RREP andasterincrease of the packet delivery ratio.
The knee of the curves of the RREP number and the packet deditteris at around
0.4. Also, considering the delivery ratio to be larger th@®Q we choose; equal to
0.4 for the rest of the simulations. The studyppfalso provides us a method to trade
the routing overhead for the packet delivery ratio by adpgsp;.

So far, we have validated our analytic results by simulatiam the rest of this
section, we will apply DSR-LC with an initial value é&f= 3 andp, = 0.4.
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4.3.3 DSR-C, effects of timeout

We test DSR-C with the route cache timeout value of 5s, 10s,a20s30s, and the
results are shown in Fig. 4.10. In order to compare the resuth the selection of
p: in DSR-LC shown in Fig. 4.9, we reverse the order of the cachedut values on
purpose.

As shown in Fig. 4.10, there is a similar trend and tradeaftlie timeout value as
there was fop; shown in Fig. 4.9. The relationship between the timeout;arwhn be
partially explained by equation 4.1. The larger the timedopute cache to be stale,
the easier it is for a route request to be satisfied with acedached routes. However,
the sacrifice is a higher number of RREP packets and a lower paekeery ratio due
to stale routes. We pick the balance point TIMEOUT equal ®d®9the representative
for DSR-C to ensure that the delivery ratio is larger than 90%.

4.3.4 DSR-LC, DSR-C and DSR-NC

In this part, we will compare these three routing schemegudifferent traffic rates,
different node speeds, different event lifetimes and oeffie traffic patterns.

First, we experiment with a low event rate of 0.05 events peosd. We test the
scenarios with the duplex [event lifetinTe, maximum node speesl,] valued at [2s,
10m/s], [10s, 10m/s] and [2s, 1m/s]. These scenarios cée athtegorized as moderate
caching availability. From the results shown in Fig. 4.15RLC achieves a signifi-
cantly lower routing overhead for this low event rate, desghe fact that the savings
may vary depending on the other parameters.

Next, we test an extreme scenario with abundant cachindaaidy. The event
rate is as high as 0.5 events per second and the maximum nedd &pas low as
1m/s. As shown in Fig. 4.12, the overhead reduction ratio®RELC in this abundant
caching scenario is as high as about 80% compared to DSR-Nikstha the caches.
DSR-LC eventually adjusts its local searching radius to aaiduandp; to around 0.65.
DSR-C may achieve a closer number of RREQ packets if it adjisstsrieout value to
40 seconds (shown in the fourth column) instead of 10 secdt#owever, the number
of RREP packets increases correspondingly since more roctesare available for
returning. DSR-LC, with the adjustment of battandp,, restrains the number of both
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Figure 4.11: Routing overhead comparisons under a low eatmof 0.05 events/sec.
The X-axis indicates different scenarios tested, fromttefight stands for (event life,
node speed) pairs of (2s, 10m/s), (10s,10m/s), (2s,1m/Bjs figure shows the ef-
fects of event lifetime and the node speed on routing overirea moderate caching
condition.

RREQ and RREP in a satisfactory range.

In the above experiments, each node has the same trafficrpastether nodes and
has events toward other nodes with equal probability. Irtreshwith this peer-to-
peer traffic model, we experiment with a client-server teaffiodel. In this model, we
choose 20% of the nodes as servers and 80% of the total teaftizvards these servers.
The results shown in Fig. 4.13 are based on a maximum nodd gpéen/s and a total
event rate of 0.05. As can be seen from this figure, the sloift fa peer-to-peer model
to a client-server model reduces the overhead reductiom o&tDSR-LC compared
to DSR-C but increases the overhead reduction ratio of DSR-&@pared to DSR-
NC. This is reasonable since the client-server model imgiesore abundant cache
availability. For this reason, DSR-LC eventually adjust® an average of around 1.3
in the client-server model, while it adjuststo an average of around 2.5 in the peer-
to-peer model. Thus, in the client-server model, DSR-C wottal searching radius
fixed at 1 is already close to the optimal value, and therefine number of RREQ
packets in DSR-C is close to that in DSR-LC. However, for the sagason illustrated
in the last paragraph, DSR-C has a large number of RREP packetsnotite caches
are abundant.

Another metric that is not shown in the figures but worth namitig is the number
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Figure 4.12: Routing overhead comparisons under a high ea&nof 0.5 events/sec
and a low maximum node speed of 1m/s. This figure shows thenpeahce of different
schemes in an abundant caching condition.

of forwarded data packets. DSR-LC shows up to 10% less datafdmg than DSR-C.
This implies that the path chosen in DSR-LC is closer to thentgdtpath than DSR-C.
That is because in DSR-LC, nodes can differentiate the quaflisyroute cache from
the value ofP, and determine whether they should replace the old routescacchot.
In DSR-C, only the route cache lifetime is checked, which caanourately reflect the
real quality of a cached route.

If any of the caching optimizations, they just increase thehing availability and
the quality of the caches, similar to how the client-servedel increases the quality
of the caches. Our routing scheme adjusts its parameteesponse to the caching
availability conditions.

Overall, DSR-LC can achieve an overhead reduction up to 80%paced to DSR-
NC and up to 40% compared to DSR-C, depending on the cachingrdbe network.
When the route cache availability is moderate, DSR-LC hasget& R R compared
to DSR-C. When route caches are abundant, DSR-LC has less ayedtaction in
RREQ packets compared to DSR-C while it has much larger reducbmpared to
DSR-NC. Besides, DSR-LC can restrain the number of RREP packetdjusstiag p,
without degrading cache qualities, while DSR-C does not laaveffective method to
control the number of RREPs.
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4.4 Conclusions

In this chapter, we studied peer discovery with route cafihrenobile ad hoc networks.
We proposed to adaptively adjust the local searching radittee current caching con-
dition. We also proposed a route cache quality measuremetitan to quantify the
caching condition. We showed that routing overhead frontera@uery flooding is
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greatly reduced and other routing performance metricslacaimproved.

In the next chapter, we will shift our research on informatretrieval from peer
discovery to the area of data routing. Although the studyis thapter also deals with
certain aspects of data routing, the goal is to reduce théoweshead of peer discovery.
This is different from the goal of the data routing study ie tiext chapter, which is to

discover “good routes” to improve the routing performance.



Chapter 5

Data Routing in Mobile Ad Hoc
Networks

In this chapter, we switch our topic from information diseoyto information retrieval,
i.e., data routing. In mobile ad hoc networks, node mobi$itthe major factor that af-
fects the performance of data routing. Since a link breakfnode mobility invalidates
all the routes containing this link, alternate routes haMedt discovered once the link is
detected as broken. This new discovery phase incurs netwidlk flooding of routing
requests and extended delay for packet delivery. Furthexrttee upper transport layer
may mistake this temporary route break as long term corgesid execute unnec-
essary backoffs. Since ad hoc routing protocols usuallg iagir own retransmission
scheme for route discovery, failure of synchronizationmeetn the routing and trans-
port layers often occurs, resulting in poor overall perfance.

Discovering long lifetime routes (LLRs) can reduce the intpafcnode mobility
and improve the overall performance compared to using rahdohosen shortest-path
routes. When a route with a longer lifetime is chosen, lesguieat route discovery,
which usually involves expensive network-wide floodingraguired, thus less routing
overhead is incurred. The impact of long lifetime routes pper layer protocols is
also obvious. First, an LLR can reduce the chance of a ro@akbthus reducing the
chance for abnormal TCP transmission behaviors observediZin [f two LLRs can
be provided at a time, the routing protocol can save the lobhgR as a backup and
use the shorter LLR, which usually has a shorter route lengthisathus more energy-
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efficient, as the primary route for transmissions. The rayfirotocol can switch to the
longer LLR to maintain the flow of traffic when the shorter LLReBks. Meanwhile, a
new route discovery procedure can be initiated, and wheneigy discovered LLRs
are returned, the old LLRs can be replaced.

In this chapter, we first present a global LLR algorithm (gR)Lthat discovers the
longest lifetime route at each different route length forieeg pair of nodes. This
algorithm requires global knowledge and provides the opitich Rs for analysis. The
study using g-LLR suggests to us that only LLRs with shorteédehgths are desirable
since they can reduce route break frequency and there icnigaon packet delivery
efficiency from using more hops. Based on this principle, veppse a distributed Long
Lifetime Route (d-LLR) discovery approach that finds two LLRsnted as the primary
LLR and the auxiliary LLR, in one best-effort discovery prdaee. The primary LLR
is the LLR at the shortest route length, and the auxiliary litEhe LLR that contains
one more hop than the shortest route. Simulations showtibaettwo LLRs are very
similar with the LLRs discovered using g-LLR and greatly iroye the overall routing
performance. Using these two LLRsS, we also propose an igegitifast-switch scheme
that maintains continuous traffic flow for upper transpoyels. This is crucial for
reliable transport layer protocols and stream-based @jmins where the interruption
of traffic may cause abnormal behaviors and deterioratevieath performance.

5.1 A Review of Link Lifetime Estimation

From the literature, there are two general methods to dyathie quality of a link
using link lifetime. The first method expresses link lifeinm a stochastic manner.
A link break probabilityP(¢) indicates the probability that a link is broken at time
Fig. 5.1 shows an example &f(¢) in a Gauss-Markov scenario from [23P(¢) is a
non-decreasing function starting from 0. Obviously, astielapses, the probability
that a link will break increases.

The second method expresses link lifetime in a determaniséinner. Link lifetime
can be estimated through the link break probability giverestimation rule, such as
from now to when the link break probability is higher than atam threshold. The
quality of a link can be thus quantified using this estimata#l lifetime. Link life-
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Figure 5.1: Link lifetime distribution in the Gauss-Marksgenario.

time can also be calculated using node location and moveeastimhated from signal
strength or GPS. For practical protocol designs, linkilifet quantifications are neces-
sary since it is much easier to append a value into a routeageghan to append an
entire probability function.

Correspondingly, route lifetime can also be expressed ih b@nners. Suppose a
route is composed ot links. Using link lifetime probability, the route lifetimdistri-
bution P,(¢) can be calculated as

n

P(t)=1-]](1 = RA®) (5.1)
=1
P;(t) indicates the probability for linkto be broken at timé. On the contraryl — P;(t)
indicates the likelihood for link to be valid att. The probability for all the: links to
be valid at timet is [}, (1 — P;(t)), and the probability for the route to be broken at
t is one minus this value. On the other hand, using quantifiredifietime estimations,
the route lifetimd,. is simply the minimum lifetime of the links.

I, = min{ly, b, ..., 1y} (5.2)

LLR determines the route query forwarding delay based omtremntification of
route lifetimes. To focus on the study of LLR, we assume tHatiihe has been esti-
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mated in a quantified manner, and it can be directly apperaenuting messages as
an additional field.

5.2 G-LLR: Global LLR Algorithm

The global LLR algorithm discovers the LLR at different relgngths for a given pair
of nodes in a given network. The basic idea of g-LLR is to additik with the longest
link lifetime, then adjust the route length between eaclh panodes. Once the route
length between two nodes changes, the new route is the LLkeatdw route length,
and the last added link lifetime is the route lifetime of thisR. This step continues
until all the links have been added to the network. Evenyualé have the LLRs at all
the different route lengths.

Suppose we are interested in investigating the LLRs betweesdurce nods and
the destination nodB. The arc setl is sorted in descending order by the lifetime ;]
of the link composed of nodésand;j. We denote an edge a®r a link between nodée
andj aseli, j] if node: and; are connectedi|:, j] is the hop distance between nodes
andj. d,., is the last route length recorded between the pair. The g-algBrithm is
shown in Algorithm 1.

We experiment with g-LLR in different scenarios with varsotetwork parameters
such as node speed, node distance and network sizes. A geanchis discovered
from the simulations: the lifetime of LLRs increases lingasiith the route length of
LLRs for non-stop random moving patterns [13], as shown in Bi§. Therefore,
there is a certain tradeoff on whether to choose an LLR wittrtstoute lengths or
to choose an LLR with long lifetime but longer route lengti®n one hand, an LLR
with a short route length can deliver packets using feweshtiyus reducing the packet
delivery overhead. On the other hand, an LLR with a shortedeingth also has a
shorter route lifetime and breaks faster than longer LLRss ihcreasing the routing
overhead from route discovery. Depending on traffic deresity node mobility, LLRs
with different route lengths should be chosen correspaigin/Vhen traffic is heavy
and node mobility is low, packet delivery overhead becorhegibminating factor and
LLRs with short route lengths should be used. When traffic & lignd node mobility is
high, route discovery overhead becomes dominant and LLRdl@ny lifetimes should
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Data: A, initial ¢[¢, j] for each link
Result Record of the longest lifetime achievable for routes with different hop dist
tances{d[S,D], ¢[S,D}
begin
S:=0;8 1= 4; dprey = o0;
for all node pairsfi, j] € N x N do
‘ d[i, j] := oo; pred|i, j] :== 0;
end
for all nodesi € N dod[i, i := 0;
while S| # A do
lete[i, j] € S for whichcli, j] = max{c(e),e € S};
S = SWU{li, 1% S =8 = {[i, jl}: dli. j] = dlj. i) = 1;
for each[m,n] € N x N do
if dim,n] > dim,1] + d[i, j| + d[j,n] then
’ d[m,n] := d[m,i] + d[i, j] + d[j,n] andpred[m, n| := 1,
end
if dfm,n] > d[m, j] +d[j,i] + d[i,n] then

\ dlm,n| := d[m, j| + d[j, ] + d[j,n] andpred[m,n] := j;
end

end
if d[S,D] < dprey then

‘ dprey = d[S,D] andrecord {d[S,D],c[S,D] }
end

end
end

Algorithm 1: G-LLR algorithm.

be chosen.

For our distributed LLR design, we only attempt to discoveRis with short route
lengths. This is for several reasons. First, it is difficalbbtain LLRs with long route
lengths in a distributed manner due to lack of global knogéedSecond, LLRs with
long route lengths may outperform LLRs with short route lésginly in network sce-
narios with very light traffic and very high node mobility. 8tefore, LLRs with short
route lengths are more suitable for the majority of pratagglications. Finally, errors
during link lifetime estimation will eventually be reflect®y route lifetime errors. The
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Figure 5.2: The longest lifetime achievable for routes dfedéent route lengths. A
linear tendency is shown.

longer a route is, the more likely the route lifetime is sbothan expected. There-
fore, for our distributed LLR approach, we are only inteeelah LLRs with short route
lengths.

5.3 D-LLR: Distributed LLR Algorithm

D-LLR can be used as an extension to most ad hoc routing gist@esth minor mod-
ifications. D-LLR achieves two LLRs in a best-effort query ggdure by intelligently
associating the request forwarding delay with the curyestiserved LLR lifetime. The
main procedure of d-LLR is similar to a typical on-demandtiay protocol such as
DSR: broadcast a route request from the source node and uaicage reply message
back from the destination node. The difference lies in thelémentation details such
as routing packet format, routing update rules and LLR-RE@doding delay rules.

5.3.1 General procedures

In d-LLR, LLR-REQ contains a primary route that expands whikethR-REQ prop-
agates throughout the network, similar to that in DSR. In taldi it contains an aux-
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iliary route, which does not have any impact on LLR-REQ forvimgddecisions. Also
included in the LLR-REQ are the primary and auxiliary routetiiihes. These route
lifetimes are calculated at each intermediate node by ¢hgdse minimum from the
composed estimated link lifetimes. Finally, an extra fiblattspecifies propagation du-
ration is included in the LLR-REQ. This propagation duratiodicates the time since
the LLR-REQ packet was transmitted by the source node, andseid by intermediate
nodes to calculate the local delay time for LLR-REQ forwarding

The procedures of d-LLR are illustrated as follows. We fooushe differences
with the procedures of DSR.

1. The source node broadcasts an LLR-REQ packet, which centainroutes: the
primary LLR and the auxiliary LLR, with their respective lilmes. The primary
LLR is the LLR with the shortest route length, while the aiaty LLR is the
LLR that is one hop longer than the primary LLR. Initially, #geroutes only
contain the source node and their lifetimes are set as 0.

2. When an intermediate node receives an LLR-REQ for the firg, tirappends
itself into the prim/aux routes in the packet and recordgélg@est locally. Then
it adjusts the lifetimes by choosing the minimum of the poesi route lifetime
and its link lifetime with the previous node. Next, it schéshua local delay time
for forwarding this modified LLR-REQ based on certain delagsulsee below).
When the delay time is up, it forwards this LLR-REQ packet.

If the intermediate node receives a duplicate LLR-REQ), itupkiate the prim/aux
routes in its recorded LLR-REQ based on the LLR update rule ksdaw).
Meanwhile, it reschedules the delay time if a better roufeusid and a shorter
delay should be applied. The update rule and the delay riild&vexplained in
detail later. In brief, the delay rule requires routes wahder primary lifetime
to have shorter delay, and the LLR update rule requires liestixiliary route is
longer than the primary route in both route length and rateéme, and that the
route length should be one-hop longer than the primary LLR.

3. The destination uses the same LLR update rules when negéikR-REQs from
different paths. However, it simply waits enough time arehtit will unicast an



77

LLR-REP to the source node using the primary route with theli@nyiroute
attached, just as in the normal DSR route response procedure

5.3.2 LLR update rules

A node compares the routes in its current record with thosleemewly arrived LLR-
REQ packets. There are four routes involved in making thesaw®ti the primary and
auxiliary LLR in the local node’s record and those in the neailrived LLR-REQ. In
brief, the node picks the one with the longest lifetime frdra shortest routes as the
primary route, and it picks the one with the longest lifetifram the second shortest
routes as the auxiliary route.

In more detail, there are several cases. If an LLR-REQ arrivés avshorter pri-
mary route than the recorded primary route, the new primaumyerwill be recorded as
the primary route. The auxiliary route will be chosen frora tecorded primary route
and the newly arrived auxiliary route. If an LLR-REQ arrivegiwa primary route of
the same route length as the recorded primary route, theapyimoute will be chosen
from these two routes, and the auxiliary route will be chdsetween the recorded and
newly arrived auxiliary routes. If an LLR-REQ arrives with aager primary route,
only the auxiliary route will be chosen between the recordexiliary route and the
newly arrived primary route. More details can be found ingklthm 2.

5.3.3 Delay setup rules

To find both the primary and auxiliary routes in one discoyagcedure, two key rules
have to be observed when setting up the LLR-REQ forwardingyd€lest, intermedi-
ate nodes with a longer primary route lifetime should forvearlier so that neighbor-
ing nodes will have a better chance of incorporating thigean their auxiliary route
before they do their forwarding. Second, nodes at the sampalistance to the source
node should forward at the same pace to reduce the chancesihga primary LLR
by forwarding the LLR-REQ too early. We illustrate how bothesilhelp set up the
primary and the auxiliary routes using Fig. 5.3 as an example

In Fig.5.3, the number on each link indicates the link |ifetl After nodea sends
out the LLR-REQ), the ideal scenario is that when noderwards the LLR-REQ, the
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Data: pT,, recorded primary lifetime;
aT,, recorded auxiliary lifetime;
pT,,, newly arrived primary lifetime;
aT,, newly arrived auxiliary lifetime;
pL,, recorded primary route length;
aL,, recorded auxiliary route length;
pL,, newly arrived primary route length;
al,, newly arrived auxiliary route length;
begin
if pL, < pL,then
aL, = min{pL,, aL,} and adjust.7, accordingly;

er - an ander = an,

elseifpL,, = pL, then
aL, = min{aL,,al,} and adjustT, accordingly;
pT,. = max{pT,, pT,};

else
‘ aL, = min{aL,, pL,} and adjust.7, accordingly;

end
end

Algorithm 2: LLR update rules at intermediate nodes.

LLR-REQ packet should contain the quadplex

<prim route, prim lifetime, aux route, aux lifetime

as<[a,b,d, 3, [a,d,e,q, 4>. If the first rule is violated by forwarding earlier for shert
lifetime routes, then nodewill broadcast the LLR-REQ withd,b,d before receiving
the LLR-REQ from nodee, thus missing the auxiliary route. If the second rule is
violated by forwarding longer lifetime routes too fast,thedec may forward f,d,e,d
before receiving the LLR-REQ from nodbe thus missing the primary route.

The delay function also needs to avoid potential packetstofis from the MAC
layer. Neighboring nodes are likely to determine their o@bicast time based on the
same primary lifetime value, especially when the primamtedifetime is determined
by the earlier shortest link lifetime. In Fig. 5.4, nodeandc receive the same primary
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Figure 5.3: An example showing how the delay rules can hdlpséoth the primary
and the auxiliary routes.

Figure 5.4: An example showing a potential collision usimg same primary lifetime.
Nodes b and ¢ may collide when using primary lifetime 3 to glate their forwarding
delay.

route lifetime 3 from nodea simultaneously. To avoid nodeandc choosing the same
delay time and colliding in their transmissions to nakl@ttering should be introduced
in the delay function.

In our design, a node chooses its overall delalyased on the following function.

ta= f(l; D1) + Dy x (h — 1) + U(D3) (5.3)

The first item follows the first delay rule, whetés the primary route lifetime ané,

is the delay parameter for rule 1. Functifims a monotonic non-increasing function of
link lifetime that determines the delay from 0fy based on the primary route lifetime.
The second item indicates that nodes at the same hop distatecéhe source node
should broadcast approximately at the same timeis the second delay parameter, and
it should be larger tha; so that nodes will not forward out of pace by the delay from
D;. The last item is the jittering to avoid collisiong2; is the third delay parameter,
andU (Ds) is a uniform distribution function fron0, D;]. D5 should be much smaller
than D, so that it is unlikely to alter the rule that longer lifetimeutes lead to shorter
delay.
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Notice that instead of local delas; in equation 5.3 is the overall delay from when
the source node starts the LLR-REQ to when the current nodeafdsathe packet.
Therefore, when each node forwards the packet, it shouddlathe current propaga-
tion duration in the LLR-REQ packet. With this informationgthext node is able to
calculate the local delay time by subtracting the propagatiuration from the overall
delayt,. We do not include the initial LLR-REQ time in the LLR-REQ becatisis
would require global clock synchronization among all thelemin the network, which
is difficult to implement.

5.3.4 Other design considerations

There are some design specific issues remaining to be dextussrst, what should
be the values for the delay parametérs D, and D3, and what should be the delay
function f? By choosing a larger value &}, we are able to better differentiate routes
with different lifetimes. However, sinc®, has to be larger thab,, the overall delay
for the route discovery will increase correspondingly. hsligh choosing a smaller
D; may lead to smaller discovery delay, an even smdllghas to be chosen, which
may increase the chance of collisions and missing some tanptaoutes. Thus, proper
parameters have to be chosen.

For the delay functiory, a simple choice is to associate the delay linearly decreas-
ing with the link lifetime. However, since we are able to detme the route lifetime
distribution through either statistical results or anaBftresults [13], we could makg
biased on the most possible occurring lifetime spans idstéapreading evenly.

We tested different sets of parameters by rangihgfrom 0.01 to 0.1 seconds,
D, from 0.1 to 1 second, anf’; = 0.01D;. We also tested two delay functions: a
simple linear function as shown in the left plot of Fig. 5.6¢a biased two-piece linear
function as shown in the right plot of Fig. 5.5. We noticedttlifatime performance
is not much affected by various parameter choices. Thergetifference is within 2
seconds. Considering the fact that link lifetime estimatgarroneous in nature, this
minor lifetime performance difference can be easily don&ddy the error. Therefore,
by default, we usé>;=0.05s,D,=0.1s,D5=0.0005s, and a linear function with a cutoff
time L; at 1000 seconds throughout the entire chapter.

A priority queue, similar to the one used in DSR, is utilizedour design. The
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Figure 5.5: The delay functiofi(/; D;). On the left is a simple linear function. On the
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priority queue is a necessity for LLR, especially when theréata traffic. Without the
priority queue, delay from the data in the queue will add ugh®local delay of the
LLR-REQ, which invalidates the delay rule that a longer lifetiroute leads to shorter
delay.

5.4 Performance Evaluation

In this section, we evaluate the performance of LLR througlesl groups of exper-
iments. The first group of experiments focuses on evaludtingoute lifetimes dis-
covered using d-LLR with those discovered using g-LLR arabéhdiscovered using
DSR. This informs us how close to optimal our distributed LIdReme performs com-
pared to a global algorithm, and how much lifetime improvaimee can obtain over
random shortest-path routing. The second group of expetsre®mpares the general
routing performance of d-LLR with that of DSR using UDP as tifaasport layer pro-
tocol. Since UDP is a semi-transparent transport protagelare able to demonstrate
the direct advantage of LLR over random routes. The thirdigraf experiments uses
a more widely used transport layer protocol, TCP, and retigates the performance
of LLR. The last group of experiments tests the robustnese#adtiveness of d-LLR
by introducing errors to link lifetime estimations.
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5.4.1 Lifetime performance

First, we compare the route lifetimes found using g-LLR, dR.and DSR. Our simu-
lations are done using NS-2 [19]. We look at a fully connectetivork by randomly
placing 100 nodes inside a network with a radius of 500m. Téesmission range of
each node is 250m. Nodes move with a speed uniformly dis&ibfrom [0, 10m/s],
according to the random waypoint model with no pause time&.8Ib is used as the
MAC layer protocol and the wireless channel bandwidth is psbWe group the 100
nodes into 50 pairs and observe their initial route lifete&me 0. We experiment us-
ing 10 different scenarios and average the results. Liekitifes are calculated offline
and input into each node based on node mobility pattern éelfer simulation.

We measure the route discovery success ratio and rouienkéféor g-LLR, d-LLR
and DSR. Route discovery success ratio (RDSR) indicates tHénbkel that a route
can be discovered when there exists one. Both d-LLR and DSRaildg discover a
route even if there exist routes between the observed paioaés. This is due to the
potential collisions among flooded route request messageste lifetime is another
metric we observe. For DSR, we examine the route lifetime efréturned random
route. For LLR, the lifetimes to be examined are the primafgtilme (PL) and the
auxiliary lifetime (AL).

The results are shown in Table 5.1. We found that for a tot&0ff cases tested,
DSR can successfully discover an initial route in one discpattempt for only about
67% of the time. On the other hand, d-LLR discovers a routensndiscovery attempt
for 498 out of 500 cases, leading to a discovery ratio clod®@86. The offline lifetime
results obtained using g-LLR show that routes exist betwbenobserved pairs for
all these cases. When we look into the two cases where d-LURtéafind a route,
however, we notice that in one case, the LLR ends at 0.44sinah@ other case, the
LLR ends at 0.3s. When the LLR route is being returned by th&raggn, this route
is already broken. That is why d-LLR fails to discover thenthiase two cases.

D-LLR is more capable of discovering routes than DSR becadsER uses an
intelligent query forwarding delay scheme. By using a re&yi longer delay time and
a jittering scheme, d-LLR is able to greatly reduce colhlisio Also, d-LLR ensures
that nodes at the same hop distance rebroadcast at the sas® fus propagating
the query message in a more organized ring-out pattern. flitileer reduces the col-
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lisions, especially when the query has been broadcasted &dps away from the
center. Although the initial route discovery delay may baedonger, fewer collisions
are incurred, and thus this one-time route set-up delayllisvghin the scale of a sec-
ond. Once a good route is discovered, this delay will be glfely compensated by the
extended traffic flow using the route.

As for the auxiliary LLR, d-LLR can find a route for 351 out of 56@ses, resulting
in a discovery ratio of about 75%. Meanwhile, g-LLR shows floa 437 out of 500
cases, there exists an auxiliary LLR that is one hop longan the primary LLR, and
for 33 cases, g-LLR discovers LLRs that are more than one hagelathan the primary
LLR. For the remaining 30 cases, only the primary LLR exits.

Table 5.1: Lifetime performance of DSR, g-LLR and d-LLR.

RDSR | PL(s) | AL(s)
DSR 67% | 28.3 | none
d-LLR | 100%| 40.26 | 55. 4
g-LLR || 100%| 40.24 | 60.9

The average route lifetime discovered by DSR is about 2&8rs#s. The average
lifetime of the primary LLR discovered by d-LLR is 40.26s, Wethe average lifetime
from g-LLR is 40.24s. The primary lifetime of d-LLR is sligitlarger than that of
g-LLR simply because d-LLR fails to discover the two LLRs witry small lifetime
of 0.44 and 0.3 seconds. These two small lifetimes are naided in calculating the
average lifetime, thus resulting in seemingly abnormatiimhes for d-LLR. Therefore,
d-LLR performs almost the same as g-LLR in terms of primauytedifetime. As for
the auxiliary route, the average lifetime from g-LLR is 68§.@hile the average auxil-
iary lifetime from d-LLR is 55.4s, only 5 seconds less thaat thf g-LLR. Compared to
DSR, d-LLR is able to discover a primary route that lasts 40Bgé&r, and an auxiliary
route that lasts 100% longer. The lifetime performance owement, which occurs
without sacrificing route length, directly leads to the mgtperformance improvement
to be shown in the next section.
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5.4.2 LLR routing performance with UDP

In this section, we use UDP as the transport layer protocdliarestigate the routing
performance of d-LLR and DSR. UDP is a semi-transparent &iésitt transport pro-
tocol, and it feeds packets to the underlying routing prok@gth little modification. A
study using UDP provides direct insight into the advantadgd & over DSR in terms
of packet delivery ratio, packet delay and energy conswmpti

We will experiment using d-LLR and DSR with various optiongést the effect of
each option. For d-LLR, we will investigate d-LLR with onlydlprimary route used,
denoted as LLR. We will also investigate a fast-switch LLResulk with the auxiliary
route reserved as a backup route. In this scheme, when timanyrroute is detected
as broken, the auxiliary route will be used and a new routeodisry procedure will
be initiated. This auxiliary route continues to be usedlumtiew route response is
received. A new round starts where the new primary routebeilhpplied, and the new
auxiliary route will serve as the new backup route. We teria thst-switch scheme
LLR-FS.

LLR attempts to discover the best route towards the degtimat herefore, interme-
diate nodes do not return route caches upon receiving a regteest. This is because
with high node mobility, route caches are likely to be stald avalid. If a stale route
cache is returned, a longer route discovery delay may o&iarilarly, only one route
response needs to be returned by the destination node. dutes response already
contains the best-effort primary route and auxiliary routen the destination’s point
of view. As for DSR, we also remove the options of caching anétipie route replies.
The removal of these options is in favor of DSR because thgsens incur long route
discovery delay and make the connection between the sondcéestination unstable.
We denote this DSR with no caching as DSR-NC.

Using the same scenarios as in the previous section, welieesDtpairs of nodes
with traffic at a rate of one packet per second, and run eactlaiion for 300 sec-
onds. The average performance of Packet Delivery Ratio (PBaket Delivery Delay
(PDD), and Energy Consumption Per Packet (ECPP) are showibia 5.

LLR achieves a packet delivery ratio of about 98%, while DSR-&thieves about
95%. DSR-NC drops more packets due to more frequent and looges recovery.
LLR-FS has a packet delivery ratio of 98%, which is slightlyw& than that of LLR.
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Table 5.2: UDP performance using DSR and LLR.

PDR | PDD(s) | ECPP(J)
UDP+DSR- NC || 95.3%| 1.226 | 0.15
UDP+LLR | 98.3%]| 0.027 | 0.10
UDP+LLR- FS || 98.0%| 0.015 | 0.10

This is because LLR-FS may attempt to deliver a packet usimgvahd auxiliary route
due to erroneous link lifetime estimation. In the random pa@gt model, a node may
change its direction and thus either extend or decreasmktdifetime with its neigh-
bors. However, earlier link lifetime estimation cannotgice this and have to estimate
link lifetime based on the previous linear mobility pattefiihus, both the primary and
auxiliary route lifetime estimates may be erroneous. FoRLiwhen a primary route
breaks, only one UDP packet is lost. Upon the next UDP paciest, routes will be
discovered and the packet will be delivered successfulty. LER-FS, however, the
first lost packet only invalidates the primary route, while awxiliary route still exists.
The second packet will be lost if the auxiliary route is alsealid. Since a new route
discovery is initiated simultaneously with the attempt efieering the second packet,
the third packet will definitely be delivered using new raut&€herefore, the packet de-
livery ratio of LLR-FS is slightly lower than LLR, at most onegbet per route break.

However, if the auxiliary route of LLR-FS is valid, there wile no packet delivery
delay from route discovery for the second packet and theofasie buffered packets.
From Table 5.2, the average packet delay is about 0.027sLf@; &And it is an even
lower 0.015s for LLR-FS. With the fast-switch scheme, theage$ greatly reduced
since there is almost no delay from route discovery, and tig delay is from packet
forwarding. LLR-FS sacrifices very little packet deliveryioafor a significant delay
improvement and thus achieves potential fast recoverygpeutransport layer proto-
cols.

DSR, on the other hand, has an average delay as large as 1a@®@Ised his long
delay is mostly due to the delay from route discovery. When a RRieQsage arrives
at the destination, it is very likely that the local area hahltontention from flooded
RREQ messages. An ARP process may also be required if a node alaesognize
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its neighbors. Therefore, the RREP message may not be rettoried source node
in a timely manner, and the source node will back off its nexite discovery attempt.
Packets during the backoff will be buffered at the sourceenadd the delay for these
packets eventually adds up if several route discovery attefail. For a similar reason,
the energy consumption of DSR is about 50% more than that & due to more
frequent route breaks and more route discovery attempts.

5.4.3 LLR routing performance with TCP

The advantages of LLR can be further revealed when LLR istfoning with a more
widely used transport layer protocol, TCP. Previous studa& shown that it is diffi-
cult to cooperate TCP with DSR without modifications to thessqrols [27]. Packet
flow may completely stop and become very hard to recover omoeta breaks. The
reason lies in both ends of TCP and DSR. For TCP, route breaks enaydtaken for
network congestion, and thus TCP may perform an unnecedsargtart once it does
not receive a TCP acknowledgement. For DSR, the excessive nsagche may bring
about very long route discovery delays. The combinationotii llrawbacks causes the
TCP performance to be unacceptable for highly mobile scesari

Most solutions attempt to solve this problem through a ctagsr design by ex-
plicitly differentiating network congestion from link faire [27, 45, 69]. However, the
problem can only be partially solved. If a TCP acknowledgenmeeiost en-route, the
source node cannot learn of the link failure, and thus st to initiate a slow start.
Considering the fact that TCP/IP has existed for decades anslabd and mature pro-
tocol, we believe that a more practical approach shouldfstan the routing protocols
themselves.

We do not intend to test all combinations of TCP and DSR appresn this sec-
tion. Instead, we test two fundamental options. The firsioogs the same no caching
option as in the previous section, which is to completelyoeencaches from DSR to
ensure instant route discovery. The second option is taddrGP to backoff when an
acknowledgement is not received due to temporary rout&kpreramed as TCP-NB (No
Backoff). This is essentially the same idea as explicitljedé@ntiating link breaks with
network congestion. For d-LLR, we test the same basic LLRmeeh@nd the advanced
LLR scheme with fast switch LLR-FS.



87

The performance of these schemes at a packet rate of onet gaoksecond is
shown in Table 5.3. As we mentioned earlier, if the default B@B DSR is used, TCP
barely recovers from the unsynchronized backoff schemtésD%R. The performance
under these circumstances is very poor as shown in the fisstThe packet delivery
ratio is only around 56%. Many packets are still buffereditiwg for a route to be
discovered when the simulation ends.

In DSR-NC, we remove the caching technique and allow sourcesiaddiscover a
route that is guaranteed to be valid. With caching remov&®R i better able to deliver
packets, providing a 92% packet delivery ratio. If we furthemove the slow start
scheme from TCP, the packet delivery ratio is further impdotee99% in the scheme
TCP-NB+DSR-NC. TCP probes periodically when a route breaks, acd a route
is discovered, TCP can start its transmission with minimatimgtime. Therefore,
almost every packet can be delivered at the end of the simnlaThis better packet
delivery performance results in a higher energy consumpdiace more efforts are
made to discover routes and push the traffic flow forward.

Table 5.3: TCP performance using DSR and LLR with a traffic ofitene packet per
second.

PDR | PDD(s) | ECPP(J)
TCP+DSR 56.7%| 0.035 | 0.307

TCP+DSR- NC 91. 7%| 0. 118 0. 467
TCP- NB+DSR- NC || 99. 4% 0. 130 0. 554
TCP+LLR 99. 9% | 0.031 0.413
TCP+LLR- FS 99. 9% | 0.020 0. 426

On the other hand, d-LLR achieves high packet delivery nattbout any need to
modify TCP. Since new good routes can be discovered imméyliatel routes do not
break very often, TCP barely needs to back off. As a resultptueket delay is as
low as 0.031 seconds, mostly just from packet forwardingvdfapply the fast-switch
technique to LLR, the traffic becomes more continuous, angh#oket delivery ratio
becomes even higher. Packet delivery delay is further estlscnce TCP no longer
needs to wait for a route to be discovered. LLR-FS switches tauxiliary LLR when
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the primary LLR breaks, and when new packets arrive from T@R; routes have
already been discovered and the new primary LLR will be usedie rest of the
transmissions until it breaks again. Similarly, energystonption is less than DSR
due to fewer route discovery attempts.

We also tested a higher packet rate of 10 packets per secbedesults are shown
in Table 5.4. When a larger packet rate is applied, the adgenté LLR becomes
less obvious since more packets can be delivered once aisodigcovered. These
packets will smooth out and reduce the effect of high delay emergy consumption
from route discovery. Nevertheless, we can still obtaindsgtacket delivery, lower
delay and better energy consumption using LLR. The advardagentinuous packet
flows from LLR-FS over the basic LLR becomes more obvious sineee packets have
to be buffered in LLR when no fast switching is available.

Table 5.4: TCP performance using DSR and LLR with a traffic cditien packets per
second.

PDR | PDD(s) | ECPP(J)
TCP+DSR 58.8%| 0.023 | 0.275
TCP+DSR-NC || 88. 7%| 0.070 | 0.375
TCP- NB+DSR- NC | 98. 8%/ 0.065 | 0. 414
TCP+LLR 97.5%| 0.019 | 0.382
TCP+LLR-FS || 99.7%| 0.017 | 0. 388

5.4.4 LLR performance with inaccurate link lifetime estimation

In the previous studies, even though a link lifetime can beredl by nodes changing
directions, we assume that link lifetime is accuratelymeated if there are no such
unpredictable changes. However, link lifetime estimatiased on signal strength in-
evitably introduces errors from wireless channels, evarodes do not change their
directions. In order to discover how LLR is affected by theseors, we introduce

link lifetime errors into our link lifetime estimates andmeestigate the performance of
LLR.
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We assume that the path loss of the signal strength folloesiiadowing model
from [16].

PL(d)[dB] = Py(dy) + 10n 1og(di) + X, (5.4)
0

In this equation, the path log3L is related to three components. The first component,
Py, is the received power at a reference distaficd he second component is related to
the distancel between the transceivers and the path-loss exponehhis component
indicates the general trend of attenuation with distangpically, n is assumed to be 2
for the free space model and 4 for the two-ray ground modes. [ast componenty,,,

is a zero-mean Gaussian distributed random variable (in difB)standard deviation.

X, describes the randomness from shadowing.

Fig. 5.6 shows an example of link lifetime estimation dimtion using 7 signal
samples. We choose = 2.7 ando = 11.8 from [55]. The X-axis is the estimated
link lifetime referring to the normalized link lifetime. EhY-axis is the probability
distribution of the estimated link lifetime. This figure che explained as the link
lifetime estimation error pattern, and it can be used touated the estimated link
lifetime. For example, when the real link lifetime is 3, thekl lifetime input to LLR
could be 0.9 times the actual link lifetime, resulting in atimated link lifetime of).9 x
30 = 2.7s. Or, it could be 1.4 times the actual link lifetime, resudtin an estimated
link lifetime of 4.2 seconds. However, according to theraation distribution pattern,
the likelihood of estimating the lifetime as 2.7 secondsudthbe about 7 times that of
estimating the link lifetime as 4.2 seconds.

The performance of LLR with TCP using erroneous link lifetimstimation is
shown in Table 5.5. As expected, the performance of LLR igaldgd by the erro-
neous link lifetime estimation. The packet delivery ratioms even lower than the
DSR-NR scheme. The LLR-FS, however, is much more robust intaiaing a good
performance. Despite the fact that the real lifetime of themary LLR is likely to be
lower than expected, the auxiliary route lifetime is stdlry likely to be larger than
the primary route lifetime. Therefore, when a route bre#s traffic flow still can be
continuous.

LLR-FS actually provides an automatic tradeoff method betwenergy and link
lifetime estimation accuracy. When lifetime estimation csw@rate, LLR-FS is both
energy-efficient and ensures continuous traffic flows. Whigtirie estimation be-
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Figure 5.6: Link lifetime estimation error pattern. The Xisaindicates the normalized
link lifetime estimation. The Y-axis indicates the prodapidistribution of lifetime
estimation. For example, when the real lifetime is 3, thelilood of estimation as 2.7
is 7 times that of estimation as 4.2.

comes inaccurate, LLR-FS still ensures continuous traffiw, flaut it requires more
frequent route searches. In other words, LLR-FS is self{agaf the accuracy of the
current link lifetime estimation method. Therefore, it caoperate with current life-
time estimation schemes to improve the overall ad hoc n&iwgperformance without
sacrificing the integrity of the existing TCP protocols antvaking stacks.

Table 5.5: TCP performance using LLR with inaccurate linktlihe estimation for
different traffic rates.

PDR | PDD(s) | ECPP(J)
TCP+LLR-1 | 98.7%| 0.043 | 0.431
TCP+LLR-FS-1 || 99.0%| 0.028 | 0. 445
TCP+LLR- 10 || 87.0%| 0.022 | 0.374
TCP+LLR-FS-10 | 99. 2%/ 0.021 | 0.388
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5.5 Conclusions

In this chapter, we propose LLR, a long lifetime route discg\approach to improve
the performance of ad hoc networks without modifying ergtnetwork stacks and
protocols. A global LLR algorithm is proposed to study thetistical behavior of long
lifetime routes, and a distributed LLR approach is proposednplement LLR for
practical design. Simulation results show that LLR is ablertprove the performance
of ad hoc networks with high mobility. LLR can take advantagexisting link lifetime
estimation technologies. It automatically adapts to dfé estimation schemes by
trading off energy consumption with link lifetime estin@tiaccuracy. D-LLR can be
applied to most ad hoc routing protocols as an extensionjtadwks not require any
modification on TCP and existing network architecture.



Chapter 6

Data Routing in Wireless Sensor
Networks

Data routing in wireless sensor networks is essentialliediht from that in mobile
ad hoc networks. Rather than maintaining energy efficienceéeh individual node
as in mobile ad hoc networks, it is more important to maintibalance of power
consumption in sensor networks so that certain nodes doiaandch earlier than
others, leading to unmonitored areas in the network.

Previous research has shown that because of the chartcseoiswireless chan-
nels, multi-hop forwarding between a data source and a @#@tassoften more energy
efficient than direct transmission. Based on the energy nufdekpecific sensor node
platform, there exists an optimal transmission range thaimizes overall power con-
sumption in the network. When using such a fixed transmissinge in general ad hoc
networks, energy consumption is fairly balanced, espigdiaimobile networks, since
the data sources and sinks are typically assumed to bebditgtd throughout the area
where the network is deployed. However, in sensor netwavksere many applications
require a many-to-one (covergecast) traffic pattern in #tgvork, energy imbalance
becomes a very important issue, as a hot spot is createdchtberdata sink, or base
station. The nodes in this hot spot are required to forwardprdportionately high
amount of traffic and typically die at a very early stage. Ifadedine the network life-
time as the time when the first subregion of the environmard ggnificant portion of
the environment) is left unmonitored, then the residuakgnef the other sensors at
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this time can be seen as wasted.

Many network deployment and relative data routing stratefave been researched
to extend network lifetime by mitigating the hot spot arotimel data sink and balancing
the energy consumption within the network. Variable traissron power control is
considered to reduce the burden of nodes in the hot spot twiath nodes at farther
distances to transmit over a long distance directly to tha siak [70]. Deploying relay
nodes around the data sink to help forward the traffic is atswidered in [11, 22].
In LEACH [25], sensors organize clusters to take advantagiatd aggregation and
variable transmission range power control. The focus oivogt deployment must
shift to the data sink when the capability of sensors is BahitMultiple data sinks can
be deployed to take over a certain sub-region of the entaa [@5, 39, 68], or a mobile
data sink roaming within the network can be deployed [3348559, 66].

Despite these various strategies, there is no generalalatiag framework to eval-
uate the maximum lifetime obtainable by different netwoepldyment strategies and
to evaluate their actual deployment cost (i.e., monetasg)cdn this chapter, we for-
mulate the data routing problem for sensor networks and/aedhe limits of network
lifetime for different types of sensor network scenariod aarresponding network de-
ployment strategies. Since applying a more complex styatey introduce extra cost,
we also provide a simple yet effective cost model to explbesdost tradeoff for using
advanced solutions. Proposing a general data routing sisdlpmework for different
sensor deployment plans and including the cost factor danmalysis are the two major
contributions described in this chapter.

6.1 Data Routing Models

Our goal in this work is twofold. First, we provide a generatalrouting model for
different network deployment strategies to determine thtinwal lifetime possible for
that strategy. Then, in order to compare across differeategfies, we determine a
normalized lifetime and the corresponding cost to achieg&ven lifetime goal. This
will enable sensor network designers to select the mostefbisient solution to meet a
particular lifetime goal for their sensor network.

We begin by discussing several different strategies fos@enetwork deployment
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and some assumptions we make in order to accommodate thetegists in our model.

6.1.1 Deployment strategy options

Several key parameters can be used to describe sensor kelatarouting strategies.
These parameters include the following.

1. Sensor capabilities. In some cases, sensors have a justadte transmission
power and thus a fixed transmission range, while in othersgasasors equipped
with more advanced transceivers may vary their transmmssoges by using
different transmission powers.

2. Base station options. Some sensor networks are deploykaiked base sta-
tion that cannot change its physical location. Howevertlarodeployment op-
tion is to utilize a mobile base station that changes its jghydocation over
time. A third option is to deploy multiple base stations, weheach base station
can collect all of the data for a period of time or some of thiadar the entire
network duration.

3. Initial energy assignment. The initial energy assignif@neach sensor reflects
how much freedom a sensor network deployment strategy haen\iile deploy-
ment is in a controlled manner, nodes can be assigned diffexeels of initial
energy depending on their locations and their roles in theord&. For general
sensor network deployments, however, we usually assurhé&naitial energy
of all the sensors is the same. This might be true especidignvsensors are
manufactured in large quantities without differentiation

4. Sensor locations. Similarly, the location of sensorgyreodes and data sinks
depend on how much freedom a sensor network deployment e deploy-
ment is under full control, more sensors can be placed wheeggg is needed,
and relay nodes can be placed in areas likely to receive tis¢ tnadfic.

5. Traffic generation pattern. The traffic generation patigiclosely related to the
sensing application. For environmental monitoring amlans, e.g., temper-
ature monitoring, sensors may generate samples at the sdaee The traffic
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generation pattern is uniform in this type of network. Fdruder detection ap-
plications where an intruder is expected to be detectedeafattthest end from
the base station, more traffic is expected to be generateat didtances. The
traffic generation pattern is thus non-uniform in this case.

A good data routing strategy should resolve energy imbalavizle maintaining
high energy efficiency for a given network deployment. Wedsme potential sensor
network deployment strategies in Table 6.1, labeledas throughDSs. We do not
intend to list every possible deployment strategy in Tablg 6ut rather merely to
highlight the characteristics of these strategies andek&d directions for data routing
for these strategies.

A sensor network is deployed to provide a certain qualityeo¥ge for a maximum
lifetime using a minimum cost. Although the more complex I[dgment strategies
listed in Table 6.1 may provide much longer network lifetsnéhe extra cost of sen-
sor hardware, base station hardware, and incurred deplaysoenplexity may lead to
a disproportionate increase in deployment cost. While mepig network lifetime
is most often the desired research goal, the ultimate goah fieeal sensor network
deployment plan is to reduce network deployment cost pavor&tlifetime without
sacrificing quality of service. Therefore, cost must be aered along with network
lifetime during the analysis of different deployment stgies.

Table 6.1: Sensor network deployment strategies, the sporeling scenarios and the
potential difficulty.

Strategies Scenario: {Traffic, Sensors, Energy, Sink Difficulty
DSy:  Power control {uniform, uniform, uniform, single/statjc Complex transceiver
DS3:  Mobile base station {uniform, uniform, uniform single/mobile} BS mobility
DS5: Multiple data sinks/clustering {uniform, uniform, uniformmultiple/static } Extra BS
DS4: Non-uniform energy assignment |  {uniform, uniform,non-uniform, single/stati¢ Individual energy assignmen
DSs: Non-uniform relay/sensor nodes | {uniform, heterogeneousuniform, single/stati¢ Sensor/relay placement
DSs: Non-uniform traffic {non-uniform, uniform, uniform, single/static Case dependent
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6.1.2 Assumptions

To generalize the data routing model and obtain a true upperdon network lifetime
for different deployment strategies, we have made sevangl$ications. Specifically,
we focus on energy dissipation through wireless commuigicatrather than sensing,
and we ignore the potential overhead from multiple netwaylets by assuming perfect
scheduling. These assumptions enable us to evaluate that®g®s at a high level.

First, we assume that the power consumption of sensor nedesriinated by com-
munication costs, as opposed to sensing and processirgy dbss assumption is rea-
sonable for many types of sensor nodes that require velgydittergy, such as pressure
and temperature sensors. We also ignore the overhead tléd typically be intro-
duced by the routing layer. However, for long lasting semsdworks with little or no
mobility, route updates should be performed infrequentigt should not significantly
affect the overall power consumption in the network. We halg® ignored any po-
tential overhead at the MAC layer. Due to the scarce energpl@s in sensor nodes,
TDMA scheduling is commonly proposed for use in the MAC laykesensor networks.
Because of the low data rates expected in many sensor netpplikations, even lo-
calized TDMA scheduling (as opposed to globally coordidaeheduling) should not
induce much communication overhead in the form of collisiand necessary retrans-
missions. Furthermore, TDMA scheduling can eliminate neestrhead introduced by
idle listening and overhearing. As with the overhead asdediwith routing updates,
the establishment of schedules can take place very infréiguand should not con-
tribute significantly to overall power consumption. Fiyalve assume that the chan-
nels are lossless. Although lossy channels will inducensimissions for reliable data
delivery, they have the same effect on all strategies anatlaffect the relative lifetime
performance of these strategies.

6.2 Generalized Data Routing Model for Lifetime and
Cost Analysis

We propose a generalized data routing model for both lifetand cost analysis to
provide a complete network deployment strategy evaluaturing lifetime analysis,
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we determine the maximum network lifetime and normalizéatilne for a given net-
work deployment strategy. This reveals the potential gnefficiency of a network
deployment strategy. During cost analysis, we determiaetierall monetary cost of
a network deployment strategy. We include the extra costsofgua more complex
deployment strategy and evaluate whether the improvedygrdiiciency is worth the
extra cost incurred.

For quick reference, Table 6.2 lists the parameters we usgsichapter. These pa-
rameters include general network parameters, the key deasnof different network
deployment strategies, the variables used during ouimliteeaind cost analysis, and the
power model parameters.

6.2.1 Data routing model

In our data routing model, a set 6f sensors is deployed in a region in order to mon-
itor some physical phenomenon. We refer to the completefsstnsors that has been
deployed asS = {s;...sy}. Node: generates traffic at a rate of(:) bits per sec-
ond. All these data must eventually reach a single data ableleds,. The power
consumption model is adopted from [25] where the amount efggnto transmit a bit
can be represented & = FE.+ ed®, and the amount of energy to receive a bit can be
represented aB, = FE.. E, represents the electronics energigs determined by the
transmitter amplifier's efficiency and the channel condsicandx represents the path
loss exponent.

We adopt a common lifetime definition as the time when the $estsor dies. This
lifetime definition, proposed in [7], is widely utilized iflé sensor network research
field. The purpose of our model is to discover the data roytaitern to achieve max-
imum network lifetimeL given a fixed deployment strategy and network scenario pa-
rameters. We assume that the network scenario, which ieslpdrameters such as
traffic generation pattern, (i), node distances(:, j) and the maximum transmission
distancel,,,.., is known. The modelis able to determine the maximum netWiatime
L by discovering the amount of traffic each sensor shouldiig# to the other sensors
in order to balance energy dissipation among the sensors. tiific distribution is
denoted by (i, j), indicating the traffic that senser transmits to sensot;.!

INote thatt(i,i) = 0V i.



98

Table 6.2: Key notations used throughout this chapter.

CGENERAL
N Total nunber of sensors
S; Sensor i, ie€{l,---,N}
So Base station
Ao M ni mum sensor coverage density
Ae Energy density
A Net wor k ar ea

KEY PARAMETERS

rg(i)

Traffic generation rate of sensor i

E()

Initial energy of sensor i

dmax

Maxi mum transm ssi on di st ance

LI FETI ME ANALYSI S

Energy consunption of sensor i

t(i, ) Amount of traffic that sensor j forwards for sensor i
T Matrix representation of (i)

d(i,7) Di stance between sensors i and j

di(1,7) Transmi ssion di stance between sensors ¢ and j
L Sensor network Lifetimne
L Normal i zed sensor network lifetine

COST ANALYSI S
C Overal | depl oyment Cost
C Cost of sensors
Ce Extra cost
PONER MODEL

E, Energy consunption from el ectronic overhead
E, Energy consunption for each bit transmtted
E. Energy consunption for each bit received
€ Transmtter anplifier coefficient
Q Pat h | oss exponent
Er Tot al energy
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During network lifetimeL, sensos; will generate a total of,(:) L traffic. The first
constraint of our problem, related to the conservation ¢é& dlaw at all sensor nodes,
is

> ey 0, 0) + rg(i) L = Y25, (i, ) + (i, 0) vie{t,--- N} (6.1)

Equation 6.1 says that all the traffic receivedaplus the traffic generated af must
be transmitted to other sensatsor to the data sinks,. The energy expense for sensor
s; Is from both transmitting and receiving data, and it can hgessed as

e(i) = 30, Eet(j,4) + Y0 [Ee + edg (i, )]t (i, ) (6.2)

Therefore, the second constraint, related to the initiatgyat each sensak(i), is,

e(i) < B(3) Vie{l,-- N} (6.3)

The third constraint, related to the maximum transmissanged,,.., of each sensor,
depends on whether nodes are capable of transmission powolc If so, then the
transmit power required to deliver a packet from sensdo s; will be controlled in
such a way that the transmission distatige, j) equals the physical distandéi, j) as
long asd(i, j) < dmaz-

dt(l,j):d@,]) Ifd(zaj)gdmam VZE{l,,N},VjE{O,jN}
(6.4)
If nodes must use a fixed transmission rarge,, then the constraint simply becomes
di(i,7) = dpmas if d(i,7) < dmas Vie{l,--- ,N},Vje{0,---,N}
(6.5)

Note that ifd(:, j) > d,... then there is no link between senssrands; (i.e.,t(i, j) =
0).

The last constraint, related to the energy distributionaathesensor, depends on
whether energy can be freely assigned to each sensor. Hesothe total energy con-
sumption of all the sensor satisfies

N
Z E(i) = By (6.6)
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If sensors are initially assigned the same amount of endrgp,

B(i) = =

Vie{l,---,N} (6.7)

The optimal network lifetime can be obtained using a lineagpamming approach
that sets the constraints as in Equations 6.1, 6.3, 6.4 %raéd 6.6 (or 6.7), and sets
the goal of maximizind.. The linear program finds the maximum lifetimédor a given
scenario, and it also discovers the traffic distributionrirdt’i, j), indicating how this
lifetime can be obtained through intelligent traffic distriion.

6.2.2 Lifetime analysis

While the lifetime L found in the previous section allows us to determine an aibsol
maximum time that the network can operate, this value islhigependent on the
network scenario parameters, including the network ahesrgquired density of active
sensors, the energy density, and the data generation materdér to obtain a more
general understanding of the energy efficiency of diffedeyloyment strategies, we
propose a normalized network lifetinte which measures how many total bits can be
transported on the network per unit of energy. Similar sengsks should result in the
same normalized network lifetime for a given sensor netvaadloyment strategy.

A typical sensing task can be described as the requirememdmator an area and to
provide a certain quality of service for a certain periodr &ample, suppose we want
to monitor the temperature of a region for one year with a &najpre sample rate of
once per hour. Design parameters of this task include tree @réhe region 4), the
average traffic generation rate among active sensgpysand the monitoring period or
network lifetime (). These parameters affect the absolute lifetime, and theyld be
factored out during the calculation of the normalized neknidetime.

In sensor networks, the minimum number of sensors that grérezl to cover an
area can be calculated. We denote this minimum sensor gavdensity as,. How-
ever, more sensors may be deployed, and they can rotatsémsing time while main-
taining the same network coverage [21,51, 63, 67]. Once¢heark is fully covered,
network lifetime can be arbitrarily increased by simplytjg more energy into the
network. This can be realized by scaling up the deployedoseahensity, or increas-
ing the initial energy per sensor. Network lifetime can digoincreased by reducing
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the traffic generation rate among active sensors. Therefor®rmalized lifetimel
that accounts for the total energy consumption by congidehie above factors can be
expressed as

~ TgNa

L= (% (6.8)

where )\, represents the minimum sensor coverage densjtyepresents the average

bit rate among active sensérs.. represents the energy density of the network, And
is the lifetime achievable with the given scenarios paranset

In terms of units L is measured in seconds, is measured in bits per second, is
measured in the number of sensors per meter squared, andheasured in Joules per
meter squaredz is thus measured in terms of bits per Joule, which expliaiticates
the energy efficiency of a particular deployment strategyafgiven network scenario
(area to be monitored)f excludes factors such as traffic generation rate and sensor
density, and thus it enables us to compare the energy effic@rdifferent deployment
strategies.

6.2.3 Cost analysis

Normalized lifetime only reflects the energy efficiency dfetient deployment plans.
However, there are certain hidden costs associated wittrelift deployment strategies
in addition to the normal sensor deployment costs. Our coslyais explores this
hidden cost that is oftentimes overlooked, and it enablesetfaluation of different
deployment strategies from a complete monetary cost petrgpe

In order to fairly evaluate and compare different deploytstrategies, we fix all
the network scenario parameters and determine the costgarteular deployment
strategy to meet a target lifetime goal. We denotePbthe network parameters for
a particular scenario, such thRtis the parameter set tuplel, 1z, \a|, Wwhere A is
the network arear, is a vector representing the data generation rate of eacre act
sensor, and,, is the required sensing density to meet the applicationtyulservice
requirements. For a particular deployment strategy, givenP and a target network
lifetime goal L, we can calculate the number of required sendoess follows.

Note thatr, is different fromr, (i) in thatr, (i) represents the overall traffic generation rate of sensor
i, while 7, represents the average traffic generation rate when a serestive.
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N(DS;) = { TS =123 (6.9)
MDA i=4,5
This tells us how many sensor nodes must be deployed for aydartdeployment
strategyD.S; given network scenari® in order to meet the quality of service goal
set by \, and the lifetime goallL. For deployment strategieB.S,, DS,, and DSs,
where each node has a uniform data generation-jaed a uniform initial energy,
Equation 6.9 determines the number of sensors that areshéaded on the normalized
lifetime L, while for deployment strategie.S, and D.S5, Equation 6.9 specifies that
the minimum number of sensors that support the applicatiatity of service (sensing
density) should be deployed since unequal eneflyy,) and deployment of relay nodes
(DSs) can be used to ensure that the lifetime goal is’met
More intelligent deployment strategies will have a highermalized lifetime (i.e.,
they will be more energy-efficient and carry more traffic peit of energy) and thus
have a lower number of sensal§ D.S;) that need to be deployed to meet the target
lifetime. Thus, the deployment cost from sensc6ig,DS;), is lowered. However, these
complex strategies may have higher extra deployment©gd?s;). Furthermore, for
different deployment strategies, the cost for normal sens¢DS;) will be different.
For, example, if non-uniform initial energy is needed (dgphent strategy)S,), then
the cost to manufacture the sensors will be higher and vavwydesn sensors. The total
cost for the sensors iS5(DS;) = ¢s(DS;)N(DS;), and the overall deployment cost
C(DS;) becomes
C(DS;) = C.(DS;) + Cs(DS;) (6.10)

Our cost analysis is simple yet effective, and it allows reekndesigner to compare
different deployment strategies on an equal basis.

3The number of sensors can always be scaled up to meet timéfgbal when sensor energy capacity
is limited.
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Figure 6.1: A one-dimensional regular spaced topology adéwNodes are equally
spaced in this scenario.

6.3 A Case Study for the Simplest Deployment Strat-
egy: DS,

We begin our data routing study for the simplest, most coms®esor network de-
ployment scenaria)).S; in Table 6.1. For this deployment strategy, the only optimn t
reduce the effects of the hot spot problem and maximize n&tlifetime is to employ
transmission power control. We are interested in discagdnow the optimal lifetime,
found through intelligent data routing, is affected by natkvsize and the maximum
transmission range.

We start our study with a one-dimensional network deploytnehich may occur
in such applications as highway traffic congestion momgor boundary monitoring.
In this network, nodes are separated by a distancg tdading to the data sink, as
depicted in Fig. 6.1. We assign nodes the same initial enEfgy = 1 Joule and the
same traffic generation ratg(:) = 1 bit per second. In all the simulations and analysis,
we use values of, = 50 n.J/bit ande = 100 p.J/bit /m?.

To obtain the maximum achievable network lifetime, we firssiane that nodes
can adjust their transmit power large enough to cover thieeeneétwork. This is im-
plemented in our data routing model by settihg,., = oo. Equations 6.1, 6.3, 6.4
and 6.7 are the constraints for the linear program, and ti@atiprogram provides us
the maximum achievable network lifetime for this strateglijch is shown in Fig. 6.2
using circles. If we maintain the same node density/spaanthincrease the network
radius from 75m to 250m by adding more nodes to the netwoeklifistime decreases
from about4.3 x 10° seconds to abo@t9 x 10° seconds, as shown in Fig. 6.2.
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. rgtrategy DS1: power control, 1-D linear scenario
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Figure 6.2: Network lifetime as a function of network radfos the optimal power

control scheme, the fixed transmission power scheme andetlvéstic power control

scheme in a one-dimensional scenario. X-axis indicatesanktradius, and Y-axis

indicates the maximum achievable network lifetime. “Opt R&jresents the optimal
power control scheme, “fixed” represents the fixed trangonspower scheme, and
“heu PC” represents the heuristic power control scheme.

Although the traffic distribution matri¥’ is not shown here, a general trend on
data routing can be observed from it. Nodes that are veryedioghe base station
simply transmit directly to the base station. Nodes at &rthstances transmit most of
their packets over multiple hops and send the rest of theikgia directly to the base
station over long distances. The amount of packets sentlongrdistances decreases
as nodes are farther from the base station. For more detatleeanalysis of the traffic
distribution, readers are referred to [49].

In a real network, the optimal power control scheme wouldomhtice large in-
terference over long distances and make scheduling diffidtlalso requires much
more complex transceivers to be installed on sensors. lrymegnarios, sensors are
equipped with transmitters of fixed transmitting powersiniestigate the performance
of this fixed transmit power scheme, we use Equations 6.1663and 6.7 as the con-
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straints and rerun the simulations. The results are showg ds&amonds in Fig. 6.2.
Power control scheme with unlimited transmission coveragarealistic, and thus
is only of theoretical value. To avoid interference fromgktransmit powers and to
reduce the complexity of scheduling protocols, we proposew@istic power con-
trol scheme that allows nodes to transmit using a fixed lidhiransmission power
for forwarding transmissions, while they use transmisgiower control for the last-
mile transmission when they are able to send their traffieadly to the base station.

Translated into our model, the third constraint is modifedor Vi € {1,--- , N} and
vj 6{17"' 7N}

d '.:dma:p Ifdugdmtwf

ds(i,0) = d(i,0) if d(i,0) < dpaz

The lifetime performance of this heuristic power contrdiesme is shown in Fig. 6.2
using stars. The optimal lifetime for the fixed transmissiange scheme and the
heuristic power control scheme is obtained through bruteefon all possible trans-
mission ranges. By comparing the optimal power control seh@agend as “opt PC”),
the fixed transmission range scheme (legend as “fixed”) amdhéluristic power con-
trol scheme (legend as “heu PC”,) we can see that the heysmtier control scheme
performs somewhere between the optimal power control selzrd the fixed scheme.
It always performs better than the fixed transmission racgerse due to the energy
savings at the last hop to the base station. However, theowaprent from the optimal
power control scheme compared to the heuristic power costteeme is not signifi-
cant.

The above conclusions are drawn based on one-dimensiandarly spaced net-
works. We have also simulated two-dimensional networksgusi circular grid sce-
nario as shown in Fig. 6.3. Such two-dimensional networksbmEmodeled as a one-
dimensional field with nonuniform spacing. With very densesor deployment, we
can assume that sensors will always send their packetswaithinfinitesimally thin an-
gle toward the data sink, as shown in Fig. 6.4(a). Since tineben of nodesV within
the distance from the data sink satisfie¥ o 2 for two-dimensional networks, when
mapped onto a one-dimensional space, the distance of amtitedata sink should be
proportional to the square root of the node index, as shovgnG.4(b).

Energy consumption imbalance becomes even more serious-diimensional net-
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Figure 6.4: Two-dimensional sensor field (a) and its oneedisional modeling (b).
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L« 1ootrategy DS1: power control, 2-D grid scenario
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Figure 6.5: Network lifetime as a function of network radfes the optimal power
control scheme, the fixed transmission power scheme andetlvéstic power control
scheme in a two-dimensional scenario. X-axis indicatewaort radius, and Y-axis
indicates the maximum achievable network lifetime. “Opt R&jresents the optimal
power control scheme, “fixed” represents the fixed trangonspower scheme, and
“heu PC” represents the heuristic power control scheme.

works since more nodes are located far from the base stasocan be seen from its
1-D modeling in Fig. 6.4 (b). In the optimal solution, moreckats are transmitted over
long distances to use up the residual energy of nodes farttierbase station. As can
be expected, the lifetime performance improvement fronofitenal power control to
the heuristic power control scheme is more limited in thisnsgio. Fig. 6.5 proves
our conjecture by comparing the performance of the optinoalgr control scheme,
the fixed transmission power scheme and the heuristic powerat scheme for two-
dimensional grid networks. The heuristic scheme perforery ¢lose to the optimal
power control scheme, especially when the network radilsge.

In general, the network lifetime improvement from the ogtimpower control scheme
is not significant compared to a heuristic scheme with trassion powers fixed most
of the time. This is especially true when energy imbalanasb®s worse such as
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when the network size increases or when utilizing two dirmerad networks.
Early studies [9, 18] show that the ideal energy-efficiemhsmission range should

be set agl* = ¢/ (ff)e’ which results in a value af* = 32m for our energy dissipa-
tion model. This optimal transmission range is derived fameral ad hoc networks and
is energy-efficient for general transmissions. Howevaeifitr flows in general ad hoc
networks are assumed to be randomly distributed within #tevork rather than con-
verging to a single base station as in sensor networks. Tihisdjxed optimal solution
may not be suitable for sensor networks.

If we take a closer look at the fixed transmission range schemaotice that when
the first node (the one closest to the base station) dies thestill some energy left
in the remaining nodes, especially those nodes far from déise station. The residual
energy increases as the node distance to the base statteasas since nodes at far
distances have many fewer packets to forward. In the oppamaer control scheme, we
notice that most of the traffic is still forwarded around theal transmission distance
d*. Sensors manage to increase the network lifetime by usintpaipresidual energy
transmitting some extra packets directly towards the btdes over long distance,
lightening the load on the nodes closer to the base statioweklter, these transmissions
are very energy-inefficient, and only a very few extra pasken be transmitted in this
manner.

Therefore, a good strategy should strive to achieve endfgyeacy and energy
balance simultaneously. On one hand, it should allow noalé&shsmit their packets
using the optimal transmission range as much as possiblehé&@aother hand, a good
strategy should simultaneously allow nodes to use up alheif tenergy. Given the
limited freedom on the key parameters, even the optimal iaténg cannot achieve
both goals for the given deployment strategy. Thereforeéhénext section, we will
evaluate other strategies and investigate how well theyt bk goals.

6.4 Comparison of Different Deployment Strategies

In the previous section, we saw that transmission powercbcannot provide much
lifetime extension compared with a fixed transmission posygroach. However, for
deployment strategip Sy, this is the only option for extending network lifetime. hig
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section, we investigate how well each of the other strasdggeed in Table 6.1 improve
network lifetime. Correspondingly, we will evaluate thesategies using the general
terms normalized lifetime and deployment cost, defined ©tiGe 6.2.

In this section, we focus on the two-dimensional grid nelas shown in Fig. 6.3.
First, we use an arbitrary sample scenario to determine theadized lifetime for
each strategy. In the sample scenarid,= 180 nodes are deployed in an arda—=
7250% m?. We simply assume that this node density is the minimum sesw@rage

density. Therefore), = & = _%3;. We also assume a total of 180 Joules are initially

assigned to the sensors, which results in 1 Joule per sesrsardn energy distribution.

Therefore, the energy density = Z& = 130, j/;m2. Finally, the average bit rate
among active sensorsis = 1 bits/s?

OnceL has been determined for the sample scenario, we use theswiélua target
scenario (fixed® and lifetimeL) as a case study to compare the different deployment

strategies. For the target scenaiio= [A = 7250? m?, 7, = 10 bits/s, Ao = —3005),

E =100 J/sensor, and the target network lifetithés one year.

6.4.1 Deployment strategyD.5;: power control

The strategy of power control has been fully studied in $ac6.3. The lifetime for
the sample scenario is05 x 10° seconds using the heuristic power control scheme,
denoted by the star at the network radius of 250 m in Fig. 6$ndJEquation 6.8, the
normalized lifetime is,

L= L(riA“

Using this normalized lifetime, the required number of seador the target sce-
nario P and lifetime L can be determined using Equation 6.9. Note that parameters

) = 4.05 x 10°bit/J (6.12)

used here are from the target scen&i@ther than the sample scenario.

Lrgha A 365 x 24 x 3600 x 10 x 400/A x A

N(DS;) = =4
(D51) IE 4.05 x 105 x 100

—3,116  (6.13)

Thus, for the network to operate for one year while meetirgsansing goals re-
quires 3,116 sensor nodes using deployment strafejy Note that a sensor equipped

“Note that because we assume the minimum sensor coveragéydertbe sample scenario, the
average data rate, of each sensor is equal to the average bit rat@mong active sensors.
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with power control hardware is more expensive than a sengbravixed transmission
power. A case study of cost evaluation will be presented afteevaluate the other
deployment strategies.

6.4.2 Deployment strategyD.S,: mobile data sink

As we mentioned in Section 6.3, variable transmission p@estrol alone does not ef-
fectively extend network lifetime. For further lifetime provement, more constraints
must be loosened and alternative deployment strategiesbawonsidered. Referring
to the deployment strategies from Table 6.1, if we have fveedn data sink deploy-
ment, two alternative strategies can be applied: mobila datk and multiple data
sinks. Let us look at the first case, a mobile data sink ({23).

There are two possible scenarios in which a mobile data sakbe used. The first
is a network in which multiple aggregator-capable nodedapmoyed, each of which
collects all of the data in the network at a given thm&he second scenario is a network
that employs a mobile data sink (e.g., a robot). These twoastes are similar from
the network routing perspective since all data is sent togleidata sink during a given
period.

Suppose that the mobile data sink stops at a given numlzdrdata sink locations,
and all of the active sensors report to this sink when it stds new locatioh One
interesting question to resolve before starting the sitrarla is how to choose these
n; data sink locations. For small values of such as 2, 3, and 4, we assume the
sink locations to be a symmetric pattern as shown in Fig. Bv8. adjust the size of
each pattern gradually and run the simulation. The optiméllscations with the best
lifetime performance can thus be determined through broteef searching. Fou;,
larger than four, it is difficult to determine the locatiorntigan even if we presume that
it is symmetric. Therefore, we resort to random locationlogment in our simulations

5This scenario may occur if an aggregator node needs a canptgtire of the network in order to
make any decisions. These aggregator nodes could conlyeaa@lect all data in their region and for-
ward these data to another aggregator node for analysigsusoythis would be extremely costly for the
aggregator nodes and we cannot assume that theparpletelyunconstrained by energy. Furthermore,
unless these aggregator nodes can communicate direchyeaith other on another channel, this data

will need to be forwarded between aggregator nodes by tHaamdmicrosensors in the network.
5We ignore the travel time for a data sink to change its locatio
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Figure 6.6: Sink locations can be presumed to be in a symeneditiern. The pattern

for less than 5 sinks can thus be determined as shown.

for these cases.

Our data routing model needs to be adjusted for this straaedgllows. First, dur-
ing the period that the data sink is at each of the locatidresdata flow at each sensor
should still be balanced. Second, the overall energy copsamof each sensor during
the entire network lifetime should still be limited by thetial energy. Therefore, the
only necessary modification is on the first constraint: fahedata sinkis; at location
k, Ve {l,--- ,m}

Using the sample scenario, we can calculate the normalifegiirie L using our
data routing model. Figure 6.7 shows a plot of the normalifetime E(nl) as a
function of the number of data sink locationg Plots off(nl) using optimal data sink
locations are given by the dashed lines, and pIotE(mt) using randomly chosen data
sink locations are given by the solid lines with standardatewn bars in these figures.
The performance of sink rotation with no power control isoasowr.

'The optimal lifetime for scenarios with more than four daitzkdocations is hard to determine



112

% 10° Strategy DS2: mobile data sink
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Figure 6.7: Normalized lifetime vs. number of data sinksldggd for the sample
scenario. Increasing the number of sink locations imprdife8me until a certain
threshold is met and the hot spot problem has been effegcsodled.

With the random data sink deployment and power control, #vork lifetime
shows an improvement of 31% when using three data sink mtatnstead of just one,
and this improvement increases to 38% for six locations. @@y using more than
six data sink locations does not provide significant lifetinmprovement since the hot
spot problem is already solved effectively at this pointm&liation results also show
that larger gains in network lifetime can be obtained as #tevork size grows. This is
because the hot spot problem becomes worse as the netwankegtarger. This trend
is essentially the same as the trend discovered in SectBbonAso, the gap between
choosing optimal locations and random locations tendsrorish as the number of
data sink locations increases. When power control is notablej the improvement
from more data sink locations is larger. However, the improent still flattens out at
about 7 data sink locations.

since the optimal pattern of the data sink locations is netals. Nevertheless, we can assume that the
optimal pattern would be able to achieve a lifetime complaretbthe upper bound seen in the simulations
utilizing randomly chosen locations.
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For the target scenario with no power control, if we choosentiobile sink to move
7 times randomly, the normalized network lifetimelis= 4.3387  10° bit/J, and the
number of required sensors is

LrghaA 365 x 24 x 3600 x 10 x 400/A x A
.E 4.3387 x 10% x 100

Although the required number of sensors and the correspgratist from sensor

N(DS,) = =2,907  (6.15)

deployment is decreased compared/i§;, we should note that a mobile data sink
is much more expensive than a stationary data sink used ipatlver control scheme.
This cost may affect the overall desirability when we conegard evaluate the different
deployment strategies.

6.4.3 Deployment strategyD.S3: multiple data sinks/clustering

In a clustering approach, multiple aggregator-capablesage deployed and each sink
collects data from only part of the sensor network for theremetwork lifetime. Such
clustering schemes have been proposed for wireless seasoorks in [25, 39, 68].
Previous work in this area deals primarily with homogeneweisvorks, in which any
of the deployed nodes is capable of acting as cluster heatislsection, we consider
heterogeneous networks, where cluster heads are actatdlgitiks that are more capa-
ble (e.g., those with larger batteries, more processingepanwd memory, and possibly
a second radio to link back to a central base station) andfisgntly more expensive
than ordinary microsensors. In our model, a sensor may genhific to whichever
cluster head it choosgs

In our model, the modification is still on the first constrairfithe first constraint
should specify that the overall data flow for each sensorlagad for each data sink’s
operation. Notice that this constraint is looser than thestraint for D.S;, which uti-
lizes multiple data sinks and thus the data flow to each of #ta dinks is balanced.
Equation 6.1 should be modified as:

(6.16)
Using the sample scenario, we find the relationship betwsndrmalized lifetime

and the number of data sinks that are deployed, as shown il6BigThe normalized

8The chosen cluster head is typically, but not necessahniyclosest cluster head.
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10° Strategy DS3: multiple data sinks
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Figure 6.8: Normalized lifetime vs. number of cluster heddployed. Large gains
in network lifetime can be achieved when even a few extraetusads are deployed,
especially when their locations are optimized. Random sinktions can provide life-

time improvement, but it is not as large as that obtainedgusia optimal sink locations.

When power control is unavailable, the gap between randoki@iations and optimal

sink locations is greatly reduced.

lifetime is given for optimal cluster head placeneas well as random placement,
and with power control as well as without power control. Apested, when more
cluster heads are deployed, the hot spot problem is reduncktha network lifetime is
improved. The most extreme case is when there are so mangidiktadeployed that
every sensor can find a data sink just one hop away. The hopsmaem is completely
resolved in that case. Also note that the performance otatlng) is better than that
of data sink rotation due to the looser constraint on datasflawhich translates into
traffic being forwarded over much shorter distances to theedt data sink rather than
the single global data sink.

Increasing the number of randomly deployed data sinks frdam Zincreases the

9Again, optimal cluster head location patterns are onlyagible for a small number of cluster heads
through brute force searching.
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normalized lifetime fron2.6239 x 10° t0 6.9122 x 10°> when no power control is applied,
and it reduces the number of normal sensors from 4,808 t& Ig82he target scenario.
However, more data sinks also increase the extra cost freasdeks. Unlike the nearly
fixed extra cost for a mobile data sink, the extra cost of ttrestagy is more likely to
be linearly associated with the number of deployed datassinkherefore, a proper
number of data sinks must be chosen according to the cost ahtiata sinks and
normal sensors. Readers are referred to [50] for more detah®w to choose a proper
number of data sinks based on the relative costs of netwaripoaents.

6.4.4 Deployment strategyD.S,: hon-uniform energy assignment

Lifetime improvement from power control alone is limiteda@se of the energy ineffi-
ciency of the sensors farthest from the data sink sendirsgdigctly to the base station
in order to evenly distribute the energy load among the nodesording to [50], in
order to achieve near-optimal network lifetimes, it is ongcessary to use a fraction of
the total energy available in the network.In stratdgy,, we release the initial energy
constraint and allow each sensor to start with a differerawahof energy. Thus, we
have another strategy that we name non-uniform energyrassigt.

In our model, equations 6.1, 6.3, 6.4 and 6.6 are used as tistramts. The life-
time performance for non-uniform energy assignment is shiow-ig. 6.9. Compared
to Fig. 6.5 where using optimal power control is the only optilifetime is greatly im-
proved from5.05 x 10° seconds (denoted by the circle at the network radius of 250 m
in Fig. 6.5) t09.09 x 10° seconds for the sample scenario when both power control and
non-uniform energy assignment are applied.

If non-uniform energy assignment is applied with a fixed $rarssion range, the
lifetime performance is still close to that with power carhir This implies that non-
uniform energy assignment is more efficient in improvingvoek lifetime compared to
power control. With non-uniform energy assignment and negyaontrol, the optimal
network lifetime is found when the transmission range isdige 34 m, which is very
close to the general optimal transmission radge= 32 m. Because sensors can be
assigned the proper amount of energy for packet forwardirey, should transmit all
of their packets using the most efficient transmission ramigleout worrying about
energy imbalance. Thus, energy balance and energy effijcardoth achieved using
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X 1oBtrategy DS4: non—uniform energy assignment
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Figure 6.9: Normalized lifetime for different network radi Power control is no longer
important once energy can be freely assigned.

non-uniform energy assignment.

Therefore, intelligent energy assignment seems to be teedbmice for sensor
network deployment considering that it does not require hmextra hardware to im-
plement. However, this strategy is inherently difficultcg@renergy has to be assigned
differently for individual nodes at different locations. \afinthe deployment is in a
random manner, this becomes almost impossible. A more mabsoenergy-based de-
ployment plan is to divide the sensing area into rings adogrtb their distance to the
base station. Sensors can be assigned different levelseodyerand be deployed in
their respective rings accordingly. Since sensors are iffetehtiated when deployed
in the same energy ring, the complexity of such a deploymtant i3 reduced. Dur-
ing deployment, nodes closer to the base station shoulddignasl more energy since
they have to forward traffic for farther nodes. Fig. 6.10 shdke optimal energy as-
signment map for nodes at different distances to the baserstd he dotted line is an
interpolated polynomial function using the energy map oileich from our model.

For this non-uniform energy assignment deployment styateg,, the normalized
lifetime for the sample scenario 909 x 10° bit/J with power control and.49 x 10°
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Energy distribution in non-uniform energy assignment
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Figure 6.10: Energy distribution map for the sample scen&odes far from the base
station should be assigned more energy. The assignmenecapppoximated using a
polynomial function shown by the dotted line.

bit/J without power control. The number of required sen$orghe target scenario is
the minimum number of sensors, (i.e., 400) if each sens@palale of carrying a very
large amount of energy.

6.4.5 Deployment strategyD.S5: non-uniform relay/sensors

If we assume sensors have the same energy capacities agtposeous uniform en-
ergy assignment schemes, we may deploy more relay/sendes according to the en-
ergy map in Fig. 6.10, achieving the same goal of providingenemergy at a particular
point in the network. In this case, in order to meet the talitedtme, we calculate the
number of required sensor using Equation 6.9: 1,388 forumaferm relay/sensor as-
signment with power control and 1,684 for non-uniform résaynsor assignment with-
out power control.

Several benefits can be obtained from this non-uniform fedsgor strategy. First,
it avoids complex energy assignment and sensor diffet@niaSecond, it separates
the functions of sensing and wireless communication. Thg diisensors and relay
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nodes are clearer, and their design can be better sepafdigd, relay nodes do not
contain sensing components, and thus may be cheaper thlyidgpsensors. The
deployment procedure of relay nodes can thus be executedsafihsor deployment.
Since this strategy is essentially the same as the nonrondoergy assignment when
formatted into our model, we omit further discussion to dv@petition.

6.4.6 Deployment strategyD.Ss: non-uniform traffic generation

In certain sensor networks, more traffic is generated at itagces from the base
station. For example, in sensor networks designed fordetrdetection, the network
periphery may provide the most important data, as this tesapplication when an
intruder has entered the network area. The majority of the& W nodes closest to the
base station is to forward the traffic, rather than to geeatai he hot spot problem is
alleviated automatically by this type of traffic generatmattern. Consider an extreme
case in the one-dimensional scenario in Fig. 6.1. If onlyseesy, the farthest node,
generates traffic, the traffic will be forwarded hop by hophe tata sink. Next hop
forwarding will be the most energy-efficient forwarding mmed, and there will be no
energy imbalance at all.

Data aggregation can be seen as a variation of non-unifaffictgeneration as
well. As data are forwarded to the base station, forwardexg perform some process-
ing and aggregate their data with the received data befoneafding. Even if the data
generation rate is uniform within the network, data aggiiegaactually transforms it
into a non-uniform traffic generation pattern where mor#itrégs generated from the
outer areas. Again, this helps to reduce the hot spot praoblem

On the contrary, in sensor networks where areas closer tdataesink are more
of interest for monitoring, more traffic is generated arotimeldata sink. This actually
aggravates the hot spot problem. All the strategies meadiaarlier can be applied
to alleviate the problem, and our model is still applicalietlese scenarios. How-
ever, these scenarios are oriented at different types dicagipns, and thus they are
essentially different from the previous scenarios. Thaeefwe will not compare the
performance of this strategy with that of the previous styas.
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6.4.7 Cost comparison of all deployment strategies

Now that we have studied the normalized lifetimes for theamscenario and found
the number of sensors required for the target scenario fdr daployment strategy,
we compare each of these strategies in terms of monetary\&esassume the device
costs listed in Table 6.3. The cost of sensors for differémattagies is shown in the
second row of Table 6.3. The cost of a normal sensor, takiagnbites as an example,
is $10 per unit [17]. The cost of a sensor with power control lsa assumed to be $15
per unit due to the cost of the extra hardware required, aaatdist of a sensor with
non-uniform relay placement is $15 per unit due to the costdifidual placement. In
the third row, we show a case where the base station is reljattheap, such as when
the base station is a simple Stargate node [17], while indabgH row, we show a case
where the base station becomes much more expensive, sudtighs@ower laptop or
custom-designed base station.

Table 6.3; Two cost case studies: sensor cost and extra cost.

DS, DS, DS5-2 DSs-7 DS;
Cs 15 10 10 10 15

ce1 || 1000 | 2000 | 1000x 2 | 1000x 7 | 1000
ce2 || 10000 | 20000 | 10000x 2 | 10000x 7 | 10000

The number of sensors required to meet the target lifetimdifi@rent deployment
strategies, as discussed in the previous sub-sectionsnisarized in Table 6.4. Note
that the power control strategy can be easily combined vitikrostrategies to further
reduce the required number of sensors for meeting the tacgeaiario lifetime. In this
table, we list the number of sensors required for: powerrobif)S;), mobile data
sink with 7 movements/.S,), the combination of mobile data sink and power control
(DSy + DSy), 2 data sinks without power contraD(6'3-2), 2 data sinks with power
control (DS3-2+DS,), 7 data sinks without power contraD(S3-7), 7 data sinks with
power control 0 S5-7+D.S;), non-uniform energy assignmet?{,), and non-uniform
relay placement without power contrdD(s).

10The number of required sensors is 400, while the number olfired)wireless nodes, including both
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Table 6.4: Number of sensoré required to meet the target scenario lifetime goal for
different deployment strategies.

Strat egy N( DS;)
DS;:  Power control 3,116
DSy Mbbile sink 2,907
DSy, 4+ DS;:  Nobile sink plus power control 2,079
DS5-2: 2 sinks 4, 808
DS3-2+DS;: 2 sinks plus power control 1, 816
DSs-7: 7 sinks 1, 825
DS3-7+DS,: 7 sinks plus power control 843
DS, Non-uniform energy assignment 400
DSs: Non-uniformrelay placenent 400 (1,684)7%0

The overall deployment cost is the summation of the cost®f\tsensors and the
extra cost, as shown in Equation 6.10. To make a fair cost aosgn, we only compare
individual strategies without any combination with powentrol. Fig. 6.11 compares
the normalized network lifetime and deployment cost of estclitegy using the target
scenario. We choose strategies,, DSy, DSs-2, DS5-7, andD S5, Fig. 6.11 shows
the normalized network lifetime of these strategies in thpeau plot, and it shows the
cost of these strategies given the cost values from Tablm @& lower plots.

Although for some strategies the normalized lifetime ishligthan that of some
other strategies, when taking into account the extra cabiesk strategies, they become
less desirable than some of the less energy-efficient giesteA complete evaluation
of different strategies should be performed from both amggnand a cost perspective.

sensors and relay nodes, is 1,684.
DS, is omitted since it is difficult to make a fair comparison wsthe minimum number of nodes,

andD S5 can represenb .S, very well since it is essentially the same strategy from tiergy assignment
perspective. Also, we do not differentiate sensors ang redaes to simplify the cost analysis.
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Figure 6.11: Evaluation of the following sensor network ldgment strategies: power
control (DS;), mobile base station/{S;), multiple base stationdXSs-2, D.S5-7) and
non-uniform relay assignmen®Ss. The first row is the normalized lifetime. The
second row is the deployment cost for the target scenariodsircase 1, and the third
row is the deployment cost for the target scenario for cost @a

6.5 Conclusions

In this chapter, we proposed a general data routing modeblo&e multiple senor net-
work deployment strategies. From the lifetime and costyaiglon various strategies,
we conclude the following.

1. Most sensor network deployment strategies can be ge&retaising a linear pro-
gramming model. Their differences lie in the freedom of dgpient parameters
and the constraints on the network parameters.

2. A good sensor network deployment strategy is one thataekiboth energy
balance and energy efficiency.

3. Energy imbalance becomes worse when the network sizeases, or when the
network goes from one to two dimensions. The maximum achlevisfetime
decreases correspondingly.
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4. The strategy of power control alone is not sufficient tahes both energy im-
balance and energy inefficiency. The lifetime performamosprovement from
power control is mainly due to energy savings from nodesecloghe data sink.

5. A good strategy should operate mostly at the general a@ptiansmission range
(32 min this chapter).

6. The strategy of deploying a mobile data sink has somedtoits on lifetime
improvement, while the strategy of deploying multiple dsitaks can keep im-
proving the network lifetime until the sub-networks becoome-hop networks.
This is because the latter strategy has a much looser congtran the former
one.

7. The strategy of non-uniform energy assignment domiretéise other strategies
by achieving both energy efficiency and energy balance samebusly. How-
ever, it is inherently difficult to apply in practice.

8. Although more intelligent strategies may have bettetilfie performances, the
cost of these strategies must be fully considered becawsetba quality of ser-
vice of a network is satisfied, cost becomes the primary aonfcg a practical
sensor deployment plan.

Thus, this chapter has the following contributions. Fing, propose a general data
routing model that can be applied to many sensor networkoglepnt strategies with
little or no modifications. Second, we reveal the generatihfie trends with network
factors for different strategies. Finally, we propose aggahstrategy evaluation method
to cross-compare the normalized lifetime and cost for chffie strategies, which pro-
vides practical suggestions for real sensor deployment.



Chapter 7

Design of a P2P Based Smart
Document System

In this chapter, we study a concrete information retrienal data propagation example:
a smart document system composed of printing devices eegdipfth network inter-
faces that can communicate with other devices in the netwodugh a peer-to-peer
architecture. The idea of this system is for a user to treattilection of peer-aware
devices as a system, whose goal is to automatically servilcerpquests using the best
device or set of devices to meet the user’s requirements, asiprint quality, latency
in finishing a job request, or proximity to the user, at a muimcost.

We propose using a peer-to-peer networking architectusioh devices with sim-
ilar features form clusters, and these clusters are magdan an autonomous manner.
We also propose an efficient resource management modulealtest the user service
request features and constraints and determines the ifsaib the request as well
as the optimal allocation of resources (e.g., printers)etwise the request at a min-
imum cost. In addition, the resource management modulepasades an interface
for realizing the vendor/service provider’s systematialgeuch as increasing revenue
or attracting more customers. Our proposed smart docurygsters is intelligent and
organizes itself in a transparent fashion such that all efaihove functions are imple-
mented with little effort from the users.

We implemented a demo system using JXTA [32], a peer-to-pk¢form speci-
fication developed by Sun Microsystems. The fundamentadtions and services of

123
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the “smart document system,” such as the presence servsidtus service, the job
service and the dispatch service, are implemented. Witltdhent architecture and
sample system, more complex functions can be easily addée fiuture.

7.1 Overview of a Smart Document System

In today’s business world, the omnipresence of inexpensatesorking technologies
and access to information has set a greater level of expmttiiom the customer.
Users expect traditional services (such as print and systamagement) to be reli-
able, cost-effective, and available anywhere, at any tifeithermore, they demand
traditional services to seamlessly fit into their IT enviment without compromising
security and/or impacting their existing network policidaformation discovery and
retrieval in an ad hoc network can be used to satisfy thesaddsn

The specific scenario we target is one in which there are & lamnber of net-
worked document devices distributed in an enterprise sscanaoffice complex or
large print shop. We focus on meeting users’ expectationselable, high quality
printing through asmart document systeluilt from a collection of document devices
that inter-operate with each other in a loosely coupleditashThe idea is for the end
user to treat a collection of peer-aware devices as a systkose goals are to:

1. Provide a systematic view of services available to the tegber than focusing
on an individual device, such as a printer. While accessirgdlservices, the
user is only cognizant of the desired output and not of thalo#ipes or the state
of individual devices.

2. Adapt to meet changing customer needs, preferencespaindrenents.

3. Minimize the cost for providing services and provide areiface for the ven-
dor/service provider to achieve systematic goals such &@srmbg more users or
maximizing revenue.

Here, we propose a networking architecture and resourcageament module for
this smart document system. We envision the following sgesdor using this smart
document system.
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1. The end user describes tieaturesandconstraintsof a print job, and the system
decides the best use of available resources (e.g., plitbeascomplish the user’s
goals at a minimum cost. In this scenario the user is not coedewith the ca-
pabilities of individual devices; instead the user expdutssystem to deliver the
best possible result at a minimum cost. Thus, satisfyingitie’s requirements
becomes the main goal of the system. For example, a user reaifysfeatures
of the print job such as the following: a. Print output qualit. Color/black-and-
white, c. Paper size, and/or d. Resolution. Additionallg tiser may specify
constraints of the job request, such as: a. Latency in fimgshijob request, b.
Proximity of the printer(s), and/or c. Maximum number ofrpers that can be
used.

2. The system adapts to changing resources and environnfemtexample, if a
device has a fault or a problem, the system decides how to amund this
device until the problem is resolved. For example, the ageb may be re-routed
to another device with the same capabilities.

3. The system adapts itself to meet the service providestesyatic goals. For
example, suppose a new printing company purchases a sncarnéat system to
provide printing services to its customers. In the develepnphase of this new
company, the manager wants to attract as many customerssiblpo possibly
reducing profit, but after the number of customers reachesrtain level, the
manager wants to make as much profit as possible. The smann@ot system
should allow these systematic goals to be implemented whedtng resource
allocation and management decisions.

We have designed this smart document system using a JXTédlzashitecture for
peer-to-peer networking of printing devices. Devices ppad with network interfaces
communicate with other devices on the same logical netwmdugh a peer-to-peer,
clustered architecture. Since networked devices are ptligigto the wall, energy is not
a constraint in this environment. The clusters are dynamiwature and are formed in
an ad-hoc fashion. Devices join and leave clusters as tleegtassically moved around
and/or are shut down. Similarly, when a new device or sengi@elded to the system,
the system can take advantage of the added resource to ienflre\system’s capa-
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bilities. Also, the system can take advantage of devicels mibre capabilities when
forming these clusters. The system is intelligent and amganitself in a transparent
fashion.

Furthermore, we have developed an efficient resource maragemodule that
takes the user service request features and constraintietaminines the feasibility of
the request as well as the optimal allocation of resources, (@rinters) to service the
request to satisfy some goal, such as maximizing revenuaxginmzing the number of
users of the system. The resource management module hasitwpmoents: resource
admission (RAD) and resource allocation (RAL). RAL determiwigch combination
of available resources can provide the features specifiegtidgervice request while
meeting the constraints, and it finds the resource set thafisa the service request
using a minimum cost. The cost function and the service featare provided by RAD
to RAL, allowing RAL to simply find the best (i.e., least cost)wg®mn for the problem
and provide this solution to RAD. To obtain the service previlinput for the resource
allocation decisions, RAD provides an interface to obtaa gbrvice provider's goal
and tunes the cost function accordingly before invoking RRthe combination of RAL
and RAD provides an efficient solution for resource managémen

Considering the memory constraints of some potential pbatsare actually print-
ers, we implemented the RAD and RAL modules as transportalilescand placed
them in a server. A device acquires these modules from thersenly when it has
been selected as the cluster head. This code transportaéthod eliminates unnec-
essary memory usage from normal nodes and enables theno¢atalltheir precious
resources mostly to their printing jobs.

7.2 Smart Document System: a P2P Network

7.2.1 Goals

From the scenarios we described in the last section, we aeththsmart document sys-
tem utilizes a collection of peer-aware devices as a systgonavide services. There-
fore, we expect it to have some features that traditionatiog systems do not have.
We list these features in detail since they determine thedvekitecture for our system.
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1. Resource aggregation. Instead of using a single printawicd for a print re-
guest, the smart document system can choose from a variegvafes that can
provide the required features specified by the user. Thefib@heggregating
these devices is two-fold. First, it reduces the requiredtipg time and reduces
the queue time on certain popular devices by distributiregjofbs more evenly
among the available devices. Second, it reduces cost. rBiffeanachines have
different operating costs. Although choosing the machwgis the lowest cost
seems to always be the best solution, there may be so mangyebed in these
machines that the job will not be finished in time. Cost sho@addrluced with-
out sacrificing the fundamental quality of service, such @lsydin completing
the job.

2. Reliability. In a smart document system, single deviceknger determine the
final output of a job. When one device becomes unavailable iemée middle of
servicing a job request, the problem can be circumventedingother feasible
devices to take over the job. Although the penalty may be arease in cost and
processing time, reliability is improved, which is a verypantant feature in a
business world where the customer’s needs are paramount.

3. Ad hoc collaboration. A smart document system should sugu-hoc commu-
nication. By ad hoc, we mean that devices may be turned on @t afifiy time,
or they may move around and change their physical locatilse, devices may
communicate through wireless network interfaces and meg bareliable com-
munication links at times. The ad hoc nature of these desbesild be fully
exploited.

4. Transparency. The smart document system, as a prodocaidsieduce any un-
necessary involvement of both the service provider and tisétomers. Service
providers only need to inform the system of their currentesysgoal, such as
maximizing revenue or attracting more customers. Custoimelsscare about
the final outcome, such as print quality, printing time anihtorg cost. Both
the service provider and the customers do not want nor nekdaw how the
network is formed and how the service is implemented on tivicds. There-
fore, the smart document system should be designed to berkeamd device
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transparent (independent).

5. Increased autonomy. In order to realize the transparentlye users, devices
need to be self-organizable. Devices should form the né&twortheir own, and
they need to maintain proper operations in this network.yBimuld be able to
choose the most efficient way to process a customer requnesthay should be
fault tolerant when some of the devices become unavaildleen carrying out
the above functions, the smart document system should lbe@ubus so that
little extra effort from the users is required.

6. Exploit heterogeneity. Devices are different, and thiégcathe smart document
system from several aspects. First, they have differentipg features and capa-
bilities. This printing heterogeneity will affect the ragae allocation decision.
Second, devices have different amounts of storage and ngerSome devices
are simple printers with limited storage and memory, whilgne may be servers
with much larger storage and memory for more extensive caimgu Exploit-
ing these differences to determine a proper role for eaclteevill improve the
overall networking and printing performance.

7.2.2 The architecture

When designing a network for a class of systems and appliatmperform the same
function, such as computing, data sharing and communitstieither a centralized
architecture or a distributed architecture is used. Thérakred architecture is also
known as the client/server model, as shown in the left of Fidy. In this model, a client
is defined as a requester of services and a server is definbd psowider of services.
For example, FTP clients can download files from an FTP sefee benefit of this
centralized architecture is the simplicity from the cliend.

However, the client/server model has its drawbacks. FSestjer failure will cause
the entire system to fail. Second, the servers must be weBerhduring the system
configuration. They should have enough capabilities to leamailtiple requests from
clients simultaneously. Also, these servers must be faldtant when providing the
service.

Peer-to-peer (P2P) is an alternative to the tradition&ntiserver model, and is
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Cli/e%t )
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Figure 7.1: A high-level view of the client/server model @ahd P2P model.

shown in the right of Fig. 7.1. In a P2P network, there are marcloles of servers
and clients. All the participants are simple peers, and Hiegct as both servers and
clients. A good survey on P2P architectures can be found4h [t brief, the P2P
model has many features that the client/server model dadsave. The major advan-
tage of the P2P system is that it can utilize the vast avaleddources of all devices.
It has some other nice features, as listed in [44]: cost sgagduction, resource ag-
gregation, improved scalability, increased autonomyngnoty and enabling ad-hoc
communication. P2P applications cover the area of file sBadistributed computing,
collaboration and platforms.

Sometimes, the border between the P2P and the client/seiveels is obscured
by a hybrid architecture. In this hybrid model, a server istfoonsulted for meta-
information about the identity of the peers where the ddsimrmation is stored. P2P
communications are initiated after this initial contactiwihe server. Also, some in-
termediate solutions such as Kazaa [34] use SuperPeertitain the information of
some normal peers in their vicinity. Peers consult SupegHeeother peers’ informa-
tion first before flooding requests to the Internet. Thesee8egers act as peers to each
other, but they act as servers for the normal peers. Howgheetraffic burden on these
SuperPeers is small since only meta-data will be queriad tlreem, rather than entire
files as in the client/server model.

This hybrid-P2P architecture is the structure we proposdhie smart document
system. First, most of the features of the P2P system magopahls of the smart doc-
ument system, such as resource aggregation, fault tokesamt improved scalability.
Second, there are some existing open-source P2P platfbatietuce both the testbed
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design period and the cost of the system. However, the ingadation of RAD and
RAL modules is centralized in nature. Also, to better expllo& heterogeneity of the
devices, we design a hierarchal clustered P2P system, astaesnext.

7.2.3 Forming the clusters

Before going into the details of the clustering design, Iefinss briefly review the P2P
procedure, which can be described as “discover-and-conuauar’ Take file sharing as
an example. Based on the requested file name, a peer first wetidsdver those peers
that contain the file. Then, communication pipes are set tpd®n the node and the
discovered peers. File pieces are downloaded through phpss. The implementation
details simply rest with how the discovery is performed aod these communication
pipes are set up, i.e., the information discovery and nedtigroblems.

Similarly in the smart document system, when a printing estjarrives, the sys-
tem needs to discover all the devices that provide the featof the request, such as
double-sided printing or color printing. One solution fasa@bvering which devices can
support the requested features is to query every deviceteaela request arrives. Pre-
cise individual device information can be achieved in theégywT he penalty, however, is
excessive communications and a potentially long queryoresp delay. Another solu-
tion is to let each device update their status periodically tertain server. Therefore, a
request can be satisfied by just checking this server. This@o expedites the request
processing time and distributes the communication loadil® times. However, the
server has to be powerful enough both in processing andggaapability to handle
all these updates. Also, the information may be obsoleteeipdates are not frequent
enough.

We propose a hybrid clustering scheme as illustrated in /). Devices with the
same features form logical clusters. For example, “clustdor” means that all the
cluster members are able to print color copies, and “clusteible” means that every
member can produce double-sided prints. Individual devinay join more than one
cluster depending on their features, such as deVAcasdB in Fig. 7.2.

For the purpose of cluster maintenance, cluster peers asignasl one of the fol-
lowing roles: master, backup and slave, as shown in thedeftgh Fig. 7.2. The master
peer registers all the devices and services within its efufitis preferable that these be



131

“Cluster colot

e.g., cluster size,

‘ ]
| | ) cluster maste
slave backu )

b

L7
¥
77

master

| N Nig
(= ) NEN =

f
:

I T
ﬂi

:
:
|

jiﬂ
jiﬂ

Cluster double

Figure 7.2: A hybrid clustering scheme for the smart docursgstem.

devices with more storage and memory. They act just as therBaprs act in Kazaa.
Most peers are simply slave peers. They consult the masteifgbey want informa-
tion about the cluster and other cluster peers. They alsatagbeir information to the
master peer, either periodically or on demand. Backup pearstain a copy of the
same information as the master peers. When the master pieestaih as leaving the
network or accidentally shutting down, one of the backupp&eelected as the new
master peer and takes over the cluster.

Clusters only need to register the current cluster statuseteervers occasionally.
Only general information such as the cluster size, the etusaster’s identity and the
other cluster members’ information such as member namesedad. The status of
each cluster member such as toner levels and paper levélsavibe stored in the
server; these data will be maintained by the cluster masséead.

Using this architecture, when a service request arrivéseagérver, the set of feasi-
ble devices can be determined by contacting the clusteremi@st and retrieving more
details afterwards. The available resources that fit theécerequest can be quickly
determined, which expedites the resource managementdueceAlso, once the re-
source allocation for servicing the request is determitiegl execution of the request
can be easily transferred to individual devices througir tiester masters.

We have designed and implemented this architecture foraonketf printing de-
vices using a JXTA-based system. In this testbed, devidefosm clusters and main-
tain their roles within each logical cluster. The first radeai SUPERPEER, which is
the server shown on the rightmost of Fig. 7.2. This SUPERPEERrusty server that
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contains all the fundamental RAD and RAL algorithm packaggsetiodically broad-
casts a beacon so that every peer within the network is aviéseaxitance and is able
to communicate with it instantly when necessary.

The second important role is a MASTER within a cluster as showthe leftmost
of Fig. 7.2. It maintains the correct functionality of thesler by broadcasting beacons,
and it gathers status information from each peer within bhgter. It also communicates
with the SUPERMASTER to obtain the up-to-date RAD and RAL alioni packages
and report the gross cluster information to the SUPERMASTER.

The third role is a SLAVE, which listens to the beacons antusteequests from
the MASTER node. It reports its current status to the MASTERI & waits for the
dispatched job pieces from the MASTER.

The last role is a BACKUP, which synchronizes with a MASTERi@dically and
maintains the same information as the MASTER node. It takesdle of a MASTER
and becomes a MASTER when it detects a failure of the MASTERods not make
any decisions using RAD and RAL. However, it processes theigteg sent from the
MASTER, just as SLAVE nodes do.

A node changes its role within a cluster in an autonomous eraniWhen a node
joins a cluster, it is a SLAVE by default. If it does not heay aMASTER beacons,
it promotes itself to a MASTER and retrieves the RAD and RAL @aygs from the
SUPERMASTER. It starts to broadcast beacons to allow peetsrthg join later to
become either SLAVES or MASTERS. If a node does not see enod@KBPs in
the cluster from a MASTER beacon, it promotes itself to a BAGKWA node also
deprecates itself from a MASTER to BACKUP or SLAVE dependinglee number of
other nodes in these roles within the cluster.

In the next section, we explain how we manage the availablaurees to complete
the service request effectively, and how the resource neamagt module assists the
service provider in making the best resource allocationsttats using an economic
model.
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Figure 7.3: The resource management module, its compoR&htsind RAD and their
relation with the service provider and the customer.

7.3 Resource Management

7.3.1 Overview

The goal of the resource management module is to efficienijage and allocate
available resources to meet certain quality of serviceirements from the end users
and achieve certain systematic goals from the service geo\dt the same time. The
module, shown in Fig. 7.3, has two components: resourcessiloni (RAD) and re-
source allocation (RAL). It has two interfaces, one for thetomer and the other for
the service provider.

Resource allocation (RAL) determines which resources ardate® provide cer-
tain required services. Given the service requirements fiee customer and the cur-
rent available resources, an efficient resource allocattieme should be able to pro-
vide the optimal solution based on certain criteria whilgésging the basic service
requirements. For example, RAL may be asked to determine bawintimize the
printing cost for printing 1000 color copies in one day. Irstexample, the basic ser-
vice requirement is to print 1000 copies in one day. The nessuthat can participate
in the job must be color-printing devices. The criteria floe solution is to minimize
the printing cost. In response to this question, RAL eithexales a solution, or, if the
constraints are too strict, RAL determines that no solutiaste. In this case, it means
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that it is impossible to finish the job in one day using the ently available resources
(printers).

While RAL determines how resources can be allocated to completervice re-
guest, the resource admission module (RAD) determines whtth requested service
should be permitted. This module helps the service providerchieve higher level
goals than simply solving the problem. For a company, thesg be different goals
at different times. In some cases, even though there areggan@sources remaining
to satisfy certain service requirements, the request dimeirejected because it is not
profitable. Or sometimes, the request should be rejectealisedhe services, although
profitable if provided, may degrade other services and tleasedse overall customer
satisfaction. Also, a service may be accepted in order ttoexp larger customer mar-
ket even if the service acceptance is not profitable temipr&AD should be able to
incorporate these goals while making resource admissioisides.

There are a couple different scenarios that RAD may face. énsoenario, a cus-
tomer may request certain services with an offered price. R&ply replies yes or
no. In another scenario, the customer only requests cestairices. RAD offers a
price for the service, and the customer decides whethertdoriake the offer. When
we designed RAD, we mainly considered the second scenarie fifgh scenario can
be seen as a special case of the second scenario, where RAB Kniogvoffered price
will be accepted before the customer replies.

RAD also has to consider the current goal from the serviceigeowhen offering
the price to the customer. While a higher price is more prdétabis more likely to
be rejected by the customer. With a lower price, it is easieghitain a customer, but
this may bring little profit. The strategy of offering a goodige depends on the current
interest of the service provider. If a higher profit is predek, the price should be set
a little higher. If exploring new customers is importantpavér initial price may be a
good start.

The resource management module operation can be descsingdRig. 7.3. From
the leftmost, the customer requests certain services witaio constraints and service
features. For example, the customer requires 1000 colaesa@b a document to be
printed in one day. RAD, when receiving this request, chebksgoal preset from
the service provider and determines the cost function for RAlLSe, say to minimize
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the overall resource usage (to balance resource usage afifi@ngnt machines is an-
other criteria for fairness). RAL performs resource allamatto meet the request’s
features (color printing) according to the request’s a@msts (job finished in one day)
by choosing a proper algorithm according to the criterias{¢onction). RAL then re-
ports the allocation results back to RAD. From these resBi) calculates the cost
of such an allocation plan, say, $10 in this case. It choogega offer based on the
current goal, say $11 if itis willing to gain a profit of only $ithis case to attract more
potential customers.

Next, we will go into the details of RAL and RAD and explain how ingplement
these two components.

7.3.2 RAL

There are several scenarios for resource allocation, démgeon the types of jobs and
the types of resources available. Solutions vary for diffiéiscenarios. We briefly list
potential scenarios and their possible solutions.

There are two elements in completing jobs using machinesjais and the ma-
chines. In general, to simplify the problem, we assume that machine is able to
process only one type of job at one time. Individual jobs canndlependent or they
can require certain time sequences. We categorize thegonahbto two cases.

7.3.2.1 Machine-non-differentiable jobs

In this type of problem, jobs are non-differentiable. Theguire the machines to have
the same features to be able to process them, and the outs@xactly the same. A
simple example is to print 1000 color copies of a documenis jdb can be done in
any machine that supports color printing. The printing ltssfiom those machines are
all non-differentiable in the aspect of color.

For this type of problem, RAL determines how to allocate tHetm multiple ma-
chines efficiently while satisfying certain constraintaupfose the above 1000 color
prints must be done within one day, and different machine® ltfferent costs for
printing one copy. RAL will determine how to allocate thes®Q@opies to different
machines so that the job can be done within one day while tAédost is minimized.
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In a mathematical language, we have a job WNtpieces and/ machines. Take the
cost and processing time as an example, we assume thig tm@chine is able to pro-
cessk job pieces with a cost af; (k) in timet;(k). The question usually becomes: how
can we allocatéV jobs to thesel/ machines so that we can satisfy certain constraints,
e.g., the cost is less than a certain threshold and the miagesme is the shortest, or,
the processing time is less than a certain threshold andogtathe minimum. The
final solution will indicate how many jobs should be assigteedach machine;; for
ie{l,--- ,M}.

The above problem can be solved using linear programmihg icbst and delay are
linear with the quantity of the job pieces;. Considering the fact that printing speed
and printing cost are generally proportional to the prigtqquantities, RAL is able to
provide a solution for this non-differentiable type of job.

7.3.2.2 Jobs with machine sequences

In a print shop, a job has to go through several machines inengequence pattern.
For example, documents have to be printed first, then they todee bound by another
machine. If several jobs arrive at the same time, what shogilthe right sequence for
these jobs to go through?

The problem we are facing here is called the job shop problémtike the previous
machine-non-differentiable job problem, the job shop pobis generally hard [14].
For a small number of machines, there may be solutions. Farga lhumber of jobs
and machines, researchers have proposed various hesoistions that meet different
goals.

A complete discussion of the solutions of all these probleneyond the scope of
this chapter. However, based on the above discussion, orgisiclear: RAL must be
equipped with the means to solve enough of these problentsasd tan provide the
best result given different constraints and criteria fa¥oas scenarios.

7.3.3 RAD

The resource admission component interacts with sevenates: RAL, the customer
and the service provider. RAD suggests a price to the custafterreceiving a cus-
tomer service request. This price is decided by integrdtiegystematic goal from the
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service provider and the resource allocation from RAL. Ecoicanodels and market-
ing strategies are also included in RAD.

The procedure of RAD and how it interacts with the other thimegonents are de-
scribed as follows. First, RAD achieves the systematic goahfthe service provider.
Example goals include gaining the maximum revenue, aitrguohore users, maximiz-
ing customer satisfaction, or maximizing the usage of reses1 These goals can be
used concurrently with different priorities. Let us suppder now that the service
provider’s goal is to maximize revenue.

Next, RAD receives a printing request from the customer. Isatantinue the ear-
lier example of printing 1000 color copies in one day. In ortieobtain maximum
revenue, RAD tries to reduce the printing cost. ThereforeemRAD invokes RAL,
the constraint is to finish the job in one day, while the cidtés to find a good solution
to minimize printing cost.

When RAL returns the resource allocation results with the,destD is able to
decide an appropriate price for completing the job requ8stveral factors are taken
into account. First is the printing cost. Second is the sygieal, i.e., to make a profit
in this case. Third, RAD must consider the satisfaction Iénah the customer. Only
when a customer is satisfied with both the price and the sewilt a price offer be
accepted. However, a better service requires more resourbés leads to a larger cost
and implies that a higher price must be charged. How to findlanba between the
service quality and the price is the main challenge for RAD.

Before RAD makes its final offer, it may invoke RAL several timeskplore dif-
ferent possibilities. Eventually, the price offered to tistomer may contain more than
one option, such as,

1. The 1000 copies can be finished in one day for $200.
2. The 1000 copies can be finished in 1.5 days for $150.
3. The 1000 copies can be finished in 0.5 days for $250.

Finally, RAD offers the selected price(s) to the customeftebent customers have
different views on the price. For the same price, some of tistotners may think that
it is too much, while other customers may think it is reasd@&alm other words, for an
offered price, there is a certain probability that it is guieel.
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Each systematic goal from the service provider can be egpdassing the assigned
resources, the offered price for the resources, the custsatisfaction degree for using
the resources, and the customer acceptance rate for tkeapdahe satisfaction degree.
RAD formulates the connections and makes intelligent priter®that maximizes the
goal.

7.4 Demonstration System

We implemented the “smart document system” using JXTA, anegburce peer-to-
peer platform developed by Sun Microsystems. JXTA is im@eted using Java, and it
already implements the basic peer-to-peer functions. &hextions are implemented
in protocols. The protocols that are related with our projeclude:

1. Peer Resolver Protocol (PRP): sends a query to any numbdéhnef peers and
receives a response.

2. Peer Discovery Protocol (PDP): advertises contents aedver contents (peers).
3. Peer Information Protocol (PIP): obtains peer statusrmétion.
4. Peer Binding Protocol (PBP): creates a communication pethiden peers.

We implement our functions as services based on these pisi@and these services
are:

1. Presence Service: Built on the PDP protocol, the Preseste®c8 allows a node
to determine and update its role within its cluster, and iimaans the integrity
of a cluster.

2. Status Service: Built on the PIP and PBP protocols, thestswice allows a
MASTER to periodically query SLAVEs about their printingagis such as the
amount of remaining paper, the amount of remaining ink aecttst of printing
a sheet. The status information will be later used by the RADRAL modules
for resource allocation and management.

3. Synchronization Service: Built on the PIP and PBP proto¢his synchroniza-
tion service allows BACKUPSs to synchronize with the MASTERipéically.
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4. Job Query Service: Built on the PBP protocol, the job queryise allows a
user to request a job and obtain the price offer from any péealls the RAL
module for resource allocation and the RAD module for priaegisions. Once
the proposed price is accepted by the user, a job dispateiceserill be initiated.

5. Job Dispatch Service: Built on the PBP protocol, this seraitows a MASTER
to divide a job into job pieces and dispatch these job piecatifterent peers
according to the resource allocation results obtainedeeaHrough the RAD
module. It also notifies the user about the completion of ajute the MASTER
has received the completion notification of job pieces frdhthee dispatched
peers.

We tested our demo system using four machines: one linusophatand three unix
platforms. One of the machine is hardcoded as the SUPERMASWitER machine ID
0 and is on all the time, while the remaining machines 1, 2 as@ 3iormal peers. Each
machine is equipped with different printing capabilitissich as paper size, printing
speed and printing costs.

There are three buttons on the interface, as shown in Fig:whb is there”, “check
printer status,” and “job request,” which are used to teff¢idtint services. On the lower
part is a display area showing the background debuggingir&ton. To be consistent,
we have machine 1 join the network and become a MASTER first tla@ rest of the
nodes join in the network after machine 1. Although we havweed® complete test of
each service, it is not easy to show them all here. Insteadynlyedemonstrate the
fundamental services.

= machinel - | )]

Whao is there chack printer status Job request

Figure 7.4: The interface of the demo system is composeded thuttons and a display
area.



140

7.4.1 Presence service

By clicking the button “who is there,” we are able to discovédrieih nodes are in the
network and what roles they currently play. The knowledgé¢hefpresence of other
peers depends on the role of the current node. A MASTER hastis¢ knowledge,
while a SLAVE has the least.

Fig. 7.5 demonstrates how the presence service discoversolés of different
nodes. Node 1 becomes a MASTER after joining the networkeirgt node. Node
2 joins as a SLAVE and later changes to a BACKUP. Node 3 joins 8AVE and
remains a SLAVE.

~| Message | : |

~| Message | : |
% 7
] L]

= Message | : |

= Message | : |

L] ]

Figure 7.5: Presence service: nodes 1, 2 and 3 join in theonketand determine their
roles automatically. These figures show the results of nqddel MASTER node,
executing the presence service at different times.

7.4.2 Status service

By clicking the button “check printer status,” a node disgl#lye printer status of known
peers. The knowledge of the status of other peers also depmndhe role of the
current node. Again, the MASTER has the most knowledge athaubther printers,
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and SLAVEs only know their own status. There is a periodicdlipg scheme running
in the background, from which the MASTER obtains the upd&@e&VES’ printer
status.

Fig. 7.5 demonstrates the status service when nodes 1, 2 pod e network
one by one. From the dropdown menu, more and more printersséaé known by the
MASTER. If we choose to display the printer status of node @ntive have the plot
on the second row showing the printer status of node 2.

=l Input = 1= Input =) = Input =]
% @ @ | |
] ]
| |
~| Message | g |

%

]

Figure 7.6: Status service: the information about the prgistatus grows at the MAS-
TER as new nodes join the network. This is implemented by tASIVER periodically
polling the peers. The peers’ printer status is stored iMASTER for use in resource
allocation.

7.4.3 Synchronization service

One part of the synchronization service is initiated wheh A& becomes a BACKUP.
The BACKUP synchronizes with the MASTER periodically. Th@segronization ser-
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vice is shown in the display area of Fig. 7.7, when a node jusstfrom a SLAVE to a
BACKUP.

— machinel | ]

Who is there check printer status Job request

on from

Figure 7.7: Synchronization service: a BACKUP synchronizéb a MASTER peri-
odically.

= machinel <]
Whao is there check printer status Job request

UPERMASTER.....

Figure 7.8: Synchronization service: a MASTER synchrommegh a SUPERMAS-
TER.

Another part of synchronization is done when a node beconMAATER. The
new MASTER updates and retrieves the updated RAL and RAD &hgorpackage
from the SUPERMASTER node, machine 0 in this case (Fig. 7.8).

7.4.4 Job query service

A user can initiate a job query from any node’s terminal bgldhg the “job request”
button. Fig. 7.9 shows the input from a MASTER node. Howeagnb request can
be input from any machine. The user needs to input the pgmequirements as well
as the copies to be printed and the desired time constrdinesterminal offers a price
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to the customer based on the results calculated from the RALR&D modules. A
user can accept it or reject it. Since only the MASTER nodengiihie printer status of
other nodes, there is a whole set of protocols running in #oi&dpround to transport the
job query, the price offer and the offer acceptance back arttl between requesting
peers and the MASTER.

—| Input | -] Copies =

time | - | Input | i |

Figure 7.9: Job query service: a user queries for a job s receives a price
quote.

If different time constraints are input by the user, the @rguote may change
since more expensive but faster machines may be used to heeaser requirement
(Fig. 7.10).

7.4.5 Job dispatch service

Once a user agrees to a price quote, the previously storedllpdation scheme is
retrieved, and a job is divided into job pieces and sent toptieeassigned machines
(printers). A machine notifies the MASTER once it completsspiece of the job.

When all pieces are done, the MASTER sends a job completioficatibn to the user

at the requesting terminal (Fig. 7.11).
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Figure 7.10: Job query service: a user queries for a job s=mwith different time
constraints and receives different price quotes.

~i machinel [ |J|

Message | : |

]

Figure 7.11: Job dispatch service: after a user acceptsca fuote, the MASTER
dispatches pre-calculated job pieces to pre-assignedineachlrhe MASTER sends a
job completion notification to the user at the requestingieal once all job pieces are
completed.

7.5 Conclusions

In this chapter, we introduced a smart document system haygravides better printing
services using mature network technology. We focus on tesyarchitecture design
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and the resource management module implementation. Ush@@Panetwork architec-
ture enables the system to effectively find available resesi(information discovery),
while the resource management module allocates the ressoeffaciently and provides
resource admission functions through setting approppiateng for the services (infor-
mation retrieval). With these functions, the smart docunsgstem not only provides
better printing service to the end users, it also incorg@raconomic models to allow
service providers to get involved in the decision makindwaitt going into the details
of resource management.

We demonstrated the effectiveness and portability of ogigeeusing a demo sys-
tem. In our future work, we will incorporate our proposedoimation discovery and
retrieval techniques into the expansion of the system td aduhoc networking system.
We will show that the efficiency of systems using current reking technologies can
be greatly by using our techniques.



Chapter 8
Conclusions

As wireless ad hoc networks and sensor networks become mdreare realizable,
this dissertation contributes to the MANET community byusimg on resource-efficient
peer discovery and data routing for both mobile ad hoc né¢svand static sensor net-
works. Furthermore, a real implementation of a serviceadisy and retrieval system
has been demonstrated.

The major difference of this dissertation with previousdt is that we attempt to
solve the information retrieval problem starting from thetbrs with the largest impact
through modelling the problem, and that we strive to makesmlution as generic as
possible and adjust our solutions to reflect other minoofaahrough simulations. We
have formalized and shown how to optimize the solutions weise problems related
to information discovery and retrieval in ad hoc networkanely

e general peer discovery strategies that minimize searadusg

e aroute discovery strategy that can be used for common gstienarios where
route caches, valid or stale, pervasively exist in the ngtkwo

¢ a distributed route discovery scheme that discovers Idegrtie routes at the
very start, which is especially effective for mobile ad hatworks where link
gualities can be quantified by link lifetimes

¢ a global optimal data routing scheme to maximize the netwfettme of sensor
networks, and corresponding alternative strategies be&kith routing for further
lifetime extension

146
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e a smart document system that incorporates the ideas ofmiatawn retrieval and
resource management in an ad-hoc manner, which serves asl @&xxmmple for
practical ad hoc networking designs.

8.1 General Peer Discovery

Our study on general peer discovery assumes that nodes myadstare uniformly
distributed and targets are all identical. This simplifiedd®l provides a reasonably
generic peer discovery framework to for us to start with, a &s for future researchers
to build more complex models on. From our study, we concladé t

1. When there is only a single target in the network, simpledilog is a fast yet
efficient solution.

2. When there is more than one target in the network, multgdeches can reduce
search cost.

3. However, more than three searches is unnecessary. ltdsicto choose a good
searching radius in the first attempt.

4. When discovering a few from a large number of targets, @ahg is significant.
When discovering most of the targets, cost saving is nedgigib

5. Our proposed ring-splitting scheme is able to achieve-opimal performance.

6. The “searching area” in our model can be mapped to a hog\aid achieve
substantial searching improvement for ad hoc networks.

7. Choosing the right searching strategy highly depends@antfount of available
information about the network parameters and the sear¢astg When there is
not enough information, simple flooding is a fast solution.

8.2 Route Discovery with Route Cache

Route discovery with route caches is a peer discovery problgimnon-uniform and
non-identical multiple targets in the network. It does rait into the general multi-
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target discovery category. After a separate study on tl@siapproblem, we conclude
that:

1. In order to reduce routing overhead from a local searctangnique, a caching
technique must be applied. This is essentially the sameepbs in the last sec-
tion, where cost saving only occurs when there are multgiget in the network.

2. Optimal local searching radius depends on the cachindittons in the network,
which are affected by node mobility and traffic patterns. Wtiencaching con-
dition is very good, local searching should be restrictedrie-hop neighbors.
When the caching condition is bad, the local searching rastisild be set at
about half of the network radius.

3. We proposed a caching condition measurement scheme hiteahaamic local
searching radius adjustment. Simulation results showrth#ing overhead is
reduced and routing performance is improved using our adgloical searching
scheme.

8.3 Data Routing in Mobile Ad Hoc Networks

After the conclusion of our study on information discovemyaugh peer discovery, we
shift to the secondary procedure: data routing. Data rgusirfirst studied in mobile
ad hoc networks. In this type of network, each node has its iogdwidual behavior
with regard to node mobility and traffic generation. The iatéion among nodes only
occurs at the routing layer, where nodes have to utilizeragtbdes for forwarding their
packets to some destinations they cannot reach by themss@&tertest-path routing is
a common routing algorithm used for these mobile ad hoc mésvd his makes sense,
since the shorter the path is, the fewer times a packet issfai®d from one end to the
other, and the higher the efficiency of data forwarding is.

Mobility causes routes to break often in this type of netwdrkerefore, we suggest
discovering long lifetime routes with short route lengtAdong lifetime route not only
reduces the frequency of route breaks, it also enables &oons traffic flow during
route breaks by temporarily switching to a backup routerdya route break. Through
the study of data routing in mobile ad hoc networks, we catelihat:
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. Links often break in mobile networks due to node mobilitgd once this hap-
pens, all routes containing this link are invalid.

. The routing layer must test old route caches or discover noeites during a
route break. The upper transport layer protocol also hakdage its behavior to
adapt to the temporary route failure. Unfortunately, TCB,iost widely used
transport layer protocol, cannot adapt properly.

. Long lifetime routes (LLRs) can reduce the frequency otedareaks. The life-
time of an LLR linearly increases with its route length.

. An LLR with a longer route lifetime reduces the frequentyaute breaks, thus
reducing the data routing overhead from route discoverywd¥er, its longer
route length increases the number of hops, thus increasenddta routing over-
head from packet forwarding. To reduce data routing ovettieam both route
discovery and packet forwarding, an LLR with the shortesh padesired.

. We propose a global LLR (g-LLR) algorithm to discover LLRseaich route
length for any pair of nodes for a given network.

. We propose a distributed LLR (d-LLR) algorithm to discowep LLRs with
short route lengths in one best-effort search. We furthepgse a fast-switch
scheme, which uses the two discovered LLRs to maintain comtis traffic flow
for upper layer protocols during route breaks.

. Simulation results show that the LLRs discovered by d-LLR @ear-optimal
to the LLRs discovered by g-LLR, and they improve the routditiie by 40%
compared to random shortest-path routing.

. Simulation results show that d-LLR is able to improve tbeting performance
from all aspects such as packet delivery ratio, packet elglidelay and energy
consumption. D-LLR is also able to improve the TCP perforneaimstantly

without any cross-layer design. D-LLR-FS is able to furthmpriove packet
delivery delay by maintaining continuous traffic at a neiglig cost in terms of
packet delivery ratio.
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9. The performance of d-LLR highly depends on the accuradykfifetime esti-
mation. However, the performance of d-LLR-FS remains nedhtisteady when
link lifetime estimation is erroneous. It achieves this bgyding an automatic
tradeoff between energy consumption and link lifetimeneation accuracy.

8.4 Data Routing in Sensor Networks

Sensor networks are often deployed to achieve one globatappn goal. Often times,
sensor networks require many-to-one traffic patterns, vbause energy imbalances
in the network. Since the premature death of nodes may chasmalfunction of the
entire network, data routing must be designed to achieveggreficiency and energy
balance simultaneously. Through the study of data routmgeinsor networks, we
conclude that:

1. Data routing in sensor networks must be studied from th&ork& perspective to
achieve energy efficiency and energy balance simultangousl

2. The many-to-one traffic pattern is the main source of gnienpalance.

3. A sensor network deployment strategy can be describeé\usra network pa-
rameters such as sensor capabilities, base station opititied energy assign-
ment, sensor locations and traffic generation patterns.

4. We propose a general data routing model, a lifetime aisatgethod and a cost
analysis method to evaluate a given network deploymentegtya Most sensor
network deployment strategies can be generalized by oeatdiprogramming
model. Their differences lie in the freedom of deploymemiapzeters and the
constraints on the network parameters.

5. A good sensor network deployment strategy is one thaewaekiboth energy
balance and energy efficiency.

6. Energy imbalance becomes worse when the network sizeases, or when the
network goes from one to two dimensions. The maximum achlevifetime
decreases correspondingly.
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The strategy of optimal data routing alone is not sufficiemesolve both energy
imbalance and energy inefficiency.

. A good data routing strategy should operate mostly at émeial optimal trans-

mission range.

. The strategy of deploying a mobile data sink has somedirits on lifetime

improvement, while the strategy of deploying multiple dsitaks can keep im-
proving the network lifetime until the sub-networks becoome-hop networks.
This is because the latter strategy has a much looser coridtran the former
one.

The strategy of non-uniform energy assignment domsredtéhe other strategies
by achieving both energy efficiency and energy balance samebusly. How-
ever, it is inherently difficult to apply in practice.

Although more intelligent strategies may have betfetifhe performances, the
cost of these strategies must be fully considered becausetba quality of ser-
vice of a network is satisfied, cost becomes the primary aonfcg a practical
sensor deployment plan.

8.5 Completion of an Information Discovery and Re-

trieval System

Finally, in order to learn about information discovery artrieval at the application
level, we designed and implemented a peer-to-peer baseart'slbcument system.”
Although the implementation of this project varies sigrafidy with our previous re-

search, the core idea of peer discovery and informatiorevairremains the same.

1.

2.

The peer-to-peer structure is a convenient choice foemgnnformation dis-
covery and retrieval system designs due to its features asiciecentralization,
scalability, ad hoc connectivity and fault resilience.

A hybrid peer-to-peer infrastructure simplifies the igmpkntation of decision
making and resource management.
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3. JXTA is an open-source peer-to-peer platform that has bgaipped with basic
functions. New services can be built over these functioraugh Java.

4. The resource allocation and resource management mopidesie interfaces
to both end users and potential service providers, thusdxtg the number of
potential buyers.

5. The RAD and RAL modules should be implemented in portablesddr easy
updating and removing.

The work in this dissertation has demonstrated how to imptbe efficiency of in-
formation discovery and retrieval at different networkc&smand protocol architectures.
Again, we believe that intelligent models of complex netwgoare needed to provide
us a better understanding of the world and help us bettegesuch more efficient
information discovery and retrieval schemes.

8.6 Future Work

In this dissertation, we have tried to make our models asrgémas possible. As a
result, we have made some simplifying assumptions, suchoge tregarding uniform
node location distributions and uniform traffic distritmris in our models. Although
we still take minor factors into account in our simulatiomslanodel calibrations, we
intentionally omit them in our model development so that \&a tcus on the essen-
tial factors when designing solutions to information digey and retrieval problems.
Therefore, there is still much to be done to extend and emmuctwork.

For the general target discovery problem, we assumed a hermoag network with-
out node differentiation. In another scenario, we can a@rsa heterogeneous network
where ad hoc nodes can choose to communicate with other nsategeither the local
base station or multi-hop forwarding. In this case, ourdgadiscovery problem can be
generalized so as to discover how many searching attempteauired, what are the
searching areas for local flooding, and what are the seay@reas when using base
stations. This problem is more difficult than the one studiethis dissertation in that
base stations may serve as routers for one node to reacheandtiwever, using base
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stations may not be the most efficient approach since mafiifbrwarding has to be
used for the source node to reach its local base station,ie@dersa for the destination
node. Therefore, we may start our thinking by simply divgdannetwork into several
clusters according to the number of base stations and @yenig these clusters into
one multi-tier cluster, although the problem may not beyfathlved from there.

For the route caching problem, we restricted our study tdatitign the overhead of
route discovery. However, from the simulation results shawTables 5.3 and 5.4, a
bad route returned from a route cache may lead to a sequensesyfchronizations
between the routing layer and the upper transportation,|&yes severely deteriorating
the overall performance. Also, considering when there idenate traffic, the overhead
from data routing will dominate the overhead from peer discp. Therefore, route
caching may not be worth using at all in some cases. One pessibnario that route
caching is worth using is when the route cache is very likelge valid, and the traffic
in the network is very low. In general, we should be more cora@e in applying route
caches than we have proposed in chapter 4. How to adjust auioss to reflect the
impact from upper layers and obtain an overall optimal pennce rather than simply
reducing routing discovery overhead at the routing layanignteresting question.

Our LLR protocol performance relies heavily on the accui@die underlying link
lifetime estimation scheme, despite the fact that we hausotistrated in Table 5.5 that
LLR-FS is able to achieve good performance even when the efriimk estimation
is large. Therefore, our next step for LLR is to choose a gadkl llfetime estima-
tion scheme from the existing solutions and experiment$oalier what schemes are
suitable for LLR, thus providing a complete solution for tleeting layer protocol.

In our study on sensor network deployment evaluations, vy laefly discussed
the effect of data aggregation as a factor of traffic genamgtattern. This much sim-
plified discussion does not justify the importance of datgregation. In fact, data
aggregation alone deserves a separate study. Integrattagaggregation and incor-
porating different data aggregation schemes into our gepat evaluation model are
underway.

We have demonstrated the effectiveness and portabilityoflesign using a demo
system. Future work is needed to incorporate our propodechiation discovery and
retrieval techniques into the expansion of the system tdl adithoc networking system
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and thoroughly test our solutions on this expanded system.
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