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Abstract: Middleware is a growing, multidisciplinary area 
that merges knowledge from diverse areas such as 
distributed systems, networks and, more recently, embedded 
systems. This paper presents the results of an extensive 
review of middleware related literature, and presents an 
overview of critical features that must be considered during 
middleware development. These features include: network 
independence, plug and play operation, quality of service 
provisioning, service locating and data routing, providing 
appropriate transactions, scheduling transactions, 
providing mechanisms for system recovery, and 
interoperability among multiple languages and middleware 
systems. We also present a brief overview of our own 
middleware system, and describe how the above features 
have influenced its development. 
 
1. Introduction: In recent years, the development of 
wireless networking technology and improvements in 
sensors and embedded devices have made ubiquitous 
computing (computing available all the time) an appealing 
environment for many system developers.  In order to be 
available all the time, applications in such an environment 
should be fault tolerant and demonstrate graceful 
degradation in the presence of failures. By integrating 
middleware technologies into ubiquitous applications, the 
applications themselves can be made more robust, and the 
development process can focus less on the complexities of 
the environment, and more on the application itself. 

Generally, middleware is software that enables 
interaction among different nodes in a network. These nodes 
can supply services (service suppliers) or consume services 
(service consumers).  Today’s middleware has a variety of 
features, and is usually developed for a specific application 
environment.  Nonetheless, the development process often 
addresses a common set of features with a variety of 

technologies.  In this paper, we present a review of the 
middleware literature (Section 2) and then enumerate these 
common features (Section 3).  Section 4 briefly presents our 
own middleware system and how it relates to these features.  
Finally, Section 5 presents discussion and conclusions.    
 
2. Literature Review: Over the last 12 years, there were 
3010 article references related to middleware in [1] and 786 
articles according to [2]. We tried to correlate references to 
middleware with those of distributed systems, networks, and 
wireless networks by querying the IEEE Explorer Database 
using the following queries: middleware, distributed 
systems, network and wireless network. According to the 
IEEE Explorer Database, the first middleware article was 
published in 1993 by Desal et al. [3]. Since than, the 
number of articles increased to 7 in 1994 and to 
approximately 170 articles/year in the next 3 years after 
1988 (see Figure 1).  
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Figure 1: Number of references related to middleware
published in the IEEE Explorer Database in the last 12
years. 
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Although the queries were very simple and 
different types of biases are related to these results, (for 
example, the IEEE Explorer Database is more related to 
engineering literature than to computer science literature), 
these queries showed the necessity for middleware followed 
the development of the networks and distributed systems.  
This positive correlation is very important to the 
justification of the different views of middleware and its 
evolution over the last 7 years. First, middleware 
development was strongly influenced by distributed systems 
technologies. This period was followed by a transition time 
where both distributed systems and network technologies 
influenced middleware design and development. Recently, 
the improvements in network technologies, embedded 
hardware, and Internet-based systems, brought further 
challenges and feature demands to middleware developers.   

The articles published in 1994 addressed the 
necessity of interoperability among distributed systems, the 
necessity of connections to support community network 
applications [4,5], and the necessary requirements for a 
middleware at that time [6]. Mizunuma et al. presented one 
of the first views of middleware for real-time applications. 
At that time, the view of middleware was basically related 
to distributed systems, with little influence from network 
characteristics. 

In 1995, Dlodloat and Bamford stated that 
middleware should connect the user interface from a 
distributed environment [7]. In the meantime, a number of 
articles began to address middleware from the network point 
of view, building on different platforms such as ATM 
networks [8]. At that time, Martin introduced the idea of 
middleware for the future of wireless applications [9].  In 
1996, diverse projects based on mobile systems [10], 
multimedia [11] and Internet-WWW [12,13] contributed to 
enhance the view of middleware and  
to add new middleware functionalities based on both 
distributed systems and networks. In that year, CORBA was 
established as an important middleware solution 
[14,15,16,17]. Remote Procedure Calls (RPC) and Java also 
were presented as middleware alternatives to address some 
of the necessary functionalities [18,19]. From 1996 to 1999, 
many different aspects of middleware and new technologies 
began to appear. These aspects included object oriented 
programming [20], intelligent agents [21], mobile 
applications and computing [22,23], quality of service 
[24,25,26], fault tolerance approaches [27], software 
components [28], connections to databases [29], and 
multimedia data management [30], among others.   

At the end of the 1990’s, middleware was going in 
the direction of the network point of view [31,32]. Network-
based distributed systems were established as the common 
basis for many applications and Internet use had grown all 
over the world.  The network centric view of distributed 
systems [33,34,35] was established. At the end of 1998, 
middleware was predominantly based on the server-client 
architecture [36,37]. At the same time, many different 

problems and constraints needed to be addressed, including 
scalability [38,39], temporal and spatial constraints [40], 
cost [41], mobility [42,43,45], adaptability [45], multi 
agents [46], coordination [47], reliability [48], legacy 
systems [49], customizable services [50], performance [51], 
security services [52], service management [53], 
synchronization [54], Quality of Service [55], clustering 
[56], meta data [57], dynamic configuration [58], handoff 
[59], bandwidth reservation [60], logical versus physical 
location [61], semantic [62], and locating services [63]. 

From 1998 to 1999, new types of middleware 
appeared.  Message-based techniques started to emerge as 
middleware communication methods [64,65]. Remote 
Procedure Call [66], event based middleware [67], publish-
subscribe middleware [68], shared memory and tuple space 
middleware [69,70], and Java based middleware [71,72,73] 
were introduced as well. Most of these technologies had 
previously existed, but were not integrated into middleware 
until this time. Based on the fact that there were so many 
different types of middleware, middleware integration 
became necessary. Some authors tried to provide 
middleware integration using Java and CORBA [74,75]. In 
the attempt to provide interoperability among distributed 
systems, some exploited markup languages (XML) to 
achieve this goal [76]. The evolution of wireless networks 
[77] brought the possibility of developing distributed 
systems in wireless networks. This signaled the era of 
ubiquitous computing and sensor networks [78,79,80]. 

In the following years, the improvement of 
wireless networks and the necessity of plug and play 
applications and devices made service discovery algorithms 
necessary [81,82,83,84,85,86,87]. Some authors refer to 
these algorithms as middleware because of the importance 
they have to middleware functionalities. Additionally, 
quality of service [88,89,90,91], location and routing 
algorithms [92, 93,94], scheduling and application hand-off 
[95,96], grid computing [97], mobility [98,99,100], and 
semantics [101,102,103] have been major areas of research 
within the middleware field in the last two years.  
 Various articles from different fields such as 
distributed systems, parallel processing, optimization 
algorithms, and network management have contributed to 
the design and specification of a variety of middleware 
functionality. The relationship between middleware 
concepts and network properties is so close that some 
authors have considered middleware functionalities similar 
to those of the network layers. Schantz and Schmidt 
described a middleware stack with the following layers: 
Applications, Domain Specific Middleware Services, 
Common Middleware Services, Distribution Middleware, 
Host Infrastructure Middleware, Operating Systems & 
Protocols and Hardware Devices [104]. These authors 
proposed that because middleware had such a tight 
relationship to the network, its functional architecture 
should be represented by a middleware stack, similar to the 
network architecture stack.  



 Concurrent with middleware evolution, the last 5 
years have seen great improvements in hardware 
technologies such as nano-technology, location devices, and 
a variety of ever-shrinking sensors. A large number of 
microprocessor-based systems of small size and great 
computational power have also become available. Today, 
microcontrollers have low cost (a few dollars), large 
memory capacity (on the order of megabytes), and 
processing capacity equal to a desktop computer from 1985. 
Further, they can support compact, embedded operating 
systems, 10 Mbps networks, the TCP/IP stack, web 
interaction through the HTTP protocol, and wireless 
communication.   

The development of middleware has also been 
greatly impacted by the development of 
microelectromechanical systems (MEMS). MEMS has been 
presented as an important solution for sensing, integrated 
computation, and communication. MEMS technology is 
made from novel mechanical structures constructed directly 
from silicon. One example from a commercial application is 
the use of MEMS accelerometers for controlling airbags.  

Also based on novel available devices, Tags and 
GPS are devices that are able to achieve the functionalities 
of location, tracking, and sensing. Tags use radio frequency 
identification (RFID) for tracking everything from packages 
to livestock.  They now contain onboard memory and have 
anti-collision mechanisms to allow multiple e-tags to be 
read in the same space. The global positioning system 
(GPS) provides high-accuracy location data and can detect 
an object’s presence and its position.  

We cannot talk about network-based distributed 
systems without mentioning the Internet. The Internet is a 
distributed system (not structured) with a great number of 
users that has the potential for many styles of interaction.  
The communication is low cost and has a relatively 
democratic access system. Because the Internet is based on 
web servers, the use of embedded web servers on small 
hardware devices may allow access to the web’s basic 
functionality - enabling client programs and browsers to 
fetch web pages and display them.  Hyperlinks can link 
other local or remote files to that site and a link may 
reference a language script. One challenge is to build a 
compact yet functional web server for use in embedded 
systems.  

We have provided an overview of the evolution of 
middleware during the last 10 years and the variety of 
factors that have influenced this evolution. We have also 
briefly reviewed new technologies that will influence 
ubiquitous computing in the coming years. Based on these 
aspects, in the next section we present important features 
that can be found in different middleware systems.   
 
3. Features for Middleware: In this section we begin with 
a definition of middleware and then describe features to be 
considered by middleware designers.   
 

3.1 Definition: Middleware is software that connects 
service suppliers and service consumers through a network. 
A service supplier is any type of networked node (device or 
software) that can offer services. Printers, sensors, 
databases, and applications are all examples of service 
suppliers. A service consumer is any type of networked 
node that requires a service from a supplier. Actuators and 
applications are examples of service consumers. 
Applications can simultaneously act as service suppliers and 
service consumers. A blood pressure analyzer is a service 
consumer when it receives a blood pressure signal from a 
blood pressure sensor (service supplier), but it can also send 
the result of its analysis to a display (service consumer), 
advising the user that his blood pressure is abnormal. This 
notation can be applied to all kinds of middleware—client-
server, message-based, shared memory-based, and event-
based.   
 
3.2 Network independence: Middleware often serves as a 
bridge among multiple network technologies, or needs to 
adapt to multiple underlying networks.  This includes the 
ability to connect wireline network technologies such as 
local ethernet and ATM backbones among themselves and 
with wireless network technologies such as Bluetooth, IEEE 
802.11, or infrared wireless networks. Nonetheless, 
middleware intended to be flexible in a variety of settings 
should function independent of the network stack. 
 
3.3 Plug and play functionalities: Another key aspect of 
middleware is the ability to adapt as the environment 
changes.  Part of this is dependent on the service discovery 
mechanisms built into the system. These can be completely 
distributed, completely centralized, or a mixture of the two. 
The choice of mechanism depends on the size of the 
network, the communication overhead that can be tolerated, 
and how frequently the available components change.  Yet 
another approach is to allow the service discovery approach 
to adapt to the current environment, selecting a centralized 
or distributed approach based on some aspects of the 
network itself such as density or traffic. To further increase 
scalability, mirroring approaches can be introduced.  

Service discovery can also increase the flexibility 
of the middleware by providing an abstraction of the 
interface in the form of markup languages such as XML.  
These can effectively incorporate sophisticated matching 
criteria based on quality of service (QoS).  Definition of the 
specific QoS measurement must be done with care, and 
most likely will depend on the application environment the 
middleware is applied to.  Another dimension of service 
discovery is security, but this can be incorporated into the 
matching protocol (e.g., through password verification) or 
the transport protocols (e.g., through encryption). 
 
3.4 Quality of Service: Another important feature of many 
middleware systems is their ability to manage system QoS 
among service suppliers and service consumers, taking into 



consideration network constraints. The service supplier’s 
QoS includes the necessary components to be connected 
(devices), security access (password), authentication and 
data encryption (if applicable), power constraints in the case 
of battery-powered systems, and service availability 
constraints (the service might not be available all the time). 
The service consumer’s QoS should include service and 
attribute needs over time and space based on reliabilities or 
other QoS measurements. It should also include the time 
constraints of the QoS (benefit function). The application 
should receive the data immediately or with some small 
delay. This is important because some applications such as 
real-time systems have strong time constraints, while e-mail 
applications in general are more relaxed with respect to 
delay. Identifying this variability across applications is 
important to properly manage system-wide QoS. Another 
possibility is spatial QoS, i.e., a quality related to physical 
location. For example, a user would like to print a file on the 
nearest and “best matched printer.” Some matching 
algorithms only consider logical location, which is not 
compatible with spatial QoS. Network QoS is mainly 
related to bandwidth issues, but network density and traffic 
patterns can be considered as well.  All QoS characteristics 
should provide to the middleware tools to deal with fault 
tolerance to provide graceful degradation of the system in 
the presence of failures. To achieve this goal, QoS 
specifications should be strongly influenced not only by 
middleware, but also by service suppliers and consumers.  
 
3.5 Locating and Routing: Many middleware systems, 
especially those for mobile systems, require a notion of 
location and a mechanism for communicating across 
multiple network hops.  Rather than build these services on 
a per-application basis, they should be incorporated into the 
middleware, or at least the facilities provided by the 
underlying network should be understood when designing 
the middleware.  Although the service discovery protocols 
can perform partial location functionality by including this 
aspect in the service description, they may not have 
sufficient low-level information about the network layout to 
make optimal decisions.  Therefore, we separate this, 
allowing the middleware to exploit low-level network 
information for location and routing when such tight 
controls are necessary.   
 
 3.6 Transactions: At the most fundamental level, 
middleware enables communication among distributed 
nodes. We use the word transaction to denote this 
interaction between a service supplier and a service 
consumer. A transaction should be established by the 
middleware based on matching specifications including QoS 
constraints. Transactions can be classified as continuous, 
intermittent with some prediction, or on demand scheduling.  
The transactions represent an important aspect of 
middleware that is related with how data and functionalities 
between the service supplier and service consumer are 

exchanged. Many different technologies have been applied 
to this goal, including software agents, threads, RPC, RMI, 
Java applets, and web-based interaction.  The chosen 
technology should not over-burden the network, and should 
not prohibit the interaction between nodes, i.e., it should 
provide asynchronous connections, and possibly platform 
and language independent interactions. 
  
3.7 Scheduling:  Some environments place tight constraints 
on the operations that can be performed in a given time 
period.  Although we have been considering QoS in many 
parts of the middleware, we address it again here, when 
concerning the management (scheduling) of interactions.  
Specifically, the middleware can decide on interaction order 
based on priority or bandwidth constraints. For example, if a 
service is about to be discontinued (e.g., a mobile service 
moving out of range), then the transactions involving it 
should be either completed, or transferred to different 
services matching the constraints.  These interactions can be 
scheduled with high priority, and possibly allocated more 
bandwidth.  Similar scheduling concerns arise in grid 
computing where middleware must consider the scheduling 
of tasks to processors. 
 
3.8 Recovery system: If middleware works with critical 
transactions, it must include a recovery system to deal with 
failures.  Sometimes a simple log-based scheme can be 
used, while other times, sophisticated database recovery 
mechanisms must be incorporated.  
 
3.9 Interoperability: Some middleware emphasize the need 
to connect among multiple languages and/or middleware 
platforms.  CORBA can connect most legacy applications 
based on different programming languages, but there must 
be a CORBA object and it is sometimes difficult to 
implement this in small systems. Some authors also 
question whether it will be successful on the scale of the 
Internet. Interoperability must be considered; however, the 
cost must be weighed carefully, especially when considering 
embedded systems.  For non legacy systems, the use of a 
markup language such as XML or any other language that 
provides semantic independence is necessary to guarantee 
interoperability.  
 
3.10 Miscellaneous:  There are some functions that should 
also be considered when designing a middleware, such as 
applications, programming language, scalability, mobility, 
and event management, among others. There are different 
types of applications with different requirements and 
constraints, from real-time applications to e-mail, including 
multimedia data streams and data mining management. 
Different platforms and programming languages increase 
the complexity of the system. The presence of 
heterogeneous networks also brings the problem of 
scalability. A middleware designer should also take into 
account mobility aspects, including physical and logical 



location. Ideally, the middleware should react to events 
from all system components (services suppliers, services 
consumers and network). All of these aspects should be QoS 
based, this is a challenge for a middleware designer.  
 The middleware specifications described here tries 
to connect all of the papers published in the area and to 
cover problems introduced by different applications. We 
should consider these different points of view of the 
middleware.  
 
4. MiLAN: Middleware Linking Applications and 
Networks:  We are currently in the development of a new 
middleware platform targeting applications that are 
characterized by their ability to adapt to changing sets of 
available components, and their need to further constrain the 
active components for application-performance reasons 
[105].  Physical resources (e.g., transmission distance, 
bandwidth) and minimum application performance limit the 
input to certain subsets of available components.  It is the 
job of MiLAN to identify these feasible sets and to 
determine which set optimizes the tradeoff between 
application performance and network cost (e.g., energy 
dissipation).  MiLAN must then configure the network (e.g., 
determine which components should send data, which nodes 
should be routers in multi-hop networks, and which nodes 
should play special roles in the network, such as Bluetooth 
masters). A key feature of MiLAN is the separation of the 
policy for managing the network, which is defined by the 
application, from the mechanisms for implementing the 
policy, which is affected within MiLAN.   
 In terms of the features described above, MiLAN is 
intended to work in wireless environments, although it is 
applicable to multiple specific technologies (e.g., Bluetooth 
or 802.11).  Applications themselves are able to adapt to 
changing sets of components providing input (in a sense, 
plug and play), and the system incorporates a service 
discovery mechanism to identify new components.  Data is 
sent from the components to the application (transactions 
and scheduling).  The application-performance we consider 
is exactly the definition of application QoS, which is 
specified by the application and maintained by MiLAN as 
the environment changes.   In multi-hop networks, routing 
can be an important source of network energy management; 
therefore, we do not exploit any existing routing algorithms, 
but rather the middleware incorporates this functionality.  
This choice is different from many middleware platforms, 
which choose to sit above the network protocols; however, 
the goal of MiLAN is to increase the lifetime of a network 
by incorporating low level network functionality not usually 
manipulated by the application.  We are still addressing 
concerns at the middleware level such as fault tolerance, but 
we expect this to eventually become a key feature. 
 
5. Discussion and Conclusions: Middleware is an 
important multidisciplinary area that provides connections 
among distributed components. There are many different 

features of the middleware described in the literature. We 
have described many of them and discussed their necessity.  

By providing this list of features, we are not 
advocating a single middleware that addresses all of them 
with all possible combinations.  Considering the variety of 
application environments as well as the large number of 
consortiums and industries developing middleware, it is 
unlikely that a single middleware can satisfy all needs.  
However, this list does provide a comprehensive picture of 
the issues to be addressed in middleware development.  
Within our own work, we have used these criteria to show 
the strengths of our own system, and to illuminate future 
directions for our work. 
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