
ECE 208/408 
Impressionist Painting 

Classifier
Xiaoshan Liu, Danielle Williams



Introduction

● People learn how to identify the creator of a painting through recognition of 
patterns in the brushwork, color palette, composition, and subject matter.

● ML algorithms does it’s ‘identification’ based on pixel patterns and vectors. 
○ It then assign labels to the elements that it detects based on its configuration.

● Project Aim
○ To conduct a comparative analysis on the performance of pre-trained CNN networks on 

classifying paintings and their respective artists.
■ ResNet18
■ ResNet34
■ VGG16
■ VGG19



Method
● Data: Impressionist_Classifier_Data from Kaggle and Github

○ with 400 training images, 100 validation images and 70 test images  respectively for each of the 
10 artists.

● Preprocessing
○ transform 

○ create dataloader

● Model configuration
○ loss: CrossEntropyLoss()

○ Optimizer: SGD

○ learning rate: 0.001

● Use Resnet and VGG



Resnet

● Before:
○ The deeper the better
○ But vanishing gradient problem occurs when we stack too many layers
○ Not due to overfitting



● Proposed in 2015 by a Microsoft research team
● Skip connections

Properties of Resnet



Preliminary Results



Confusion Matrix (training/validation) and accuracy 
(test) for pre-trained Resnet18

Confusion Matrix (training/validation) and accuracy 
(test) for pre-trained Resnet34



VGG

● VGG came as a result of the exploration 
of deeper CNNs

● It contains almost exclusively 3x3 
convolutions

○ Smaller filters 
■ Induced more non-linearity

● More degrees of freedom for the 
network. 

■ Limits the number of parameters.
○ Stacking layers enabled the network to see 

more:
■ With two, receptive field = 5x5
■ With three, receptive field = 7x7

○ Top-5 error on ImageNet database = 7.3%

Source: https://stanford.edu/~shervine/blog/evolution-image-classification-explained

https://stanford.edu/~shervine/blog/evolution-image-classification-explained


Confusion Matrix (training/validation) and accuracy 
(test) for pre-trained VGG16

Confusion Matrix (training/validation) and accuracy 
(test) for pre-trained VGG19



Compare

VGG19 34 layer plain 34 Resnet

Properties -Downsize the 
resolution
-Increase filter
-Lots of 
parameters, 
hence 
requires lots of 
computation
-19.6billion 
floating points

-3.6 billion 
floating points
-not much 
parameters 
per layer
-less filters

-3.6 billion 
floating points
-not much 
parameters 
per layer
-less filters
-add skip 
connections
-output has to 
have the same 
size as input

Performance middle worse best

Time slowest middle fastest

VGG16 VGG19 Resnet18 Resnet
34

Accuracy
On test 
data

76.33% 78.57% 79.97% 80.39%

Best 
Validation 
Accuracy

73.83% 76.56% 77.37% 77.68%

Training 
time

78m 
57s

106m 
1s

34m 38m

# of epochs 10 10 10 10

Article Our implementation



Final Steps & Results



Why do we choose Impressionist Artist?





Train on another dataset

● Use Another dataset to train the model
○ 40 artist
○ 50 training images, 20 validation images for each artist

● Smaller dataset could still achieve good accuracy as long as the artist's style 
is well-distinguished from others

○ E.g. Monet 55.6% vs 69.4%
○ 5 artists from Renaissance achieved over 70% accuracy.



VGG - Potential Application



Conclusions 
& 

Future Applications

● Achieved relatively high accuracy in 
identifying paintings by different 
artists.

● Can be used for a variety of 
applications

○ Art authentication
○ Online Galleries
○ Historical research
○ Education

● Future research could focus on 
improving the model's performance, 
addressing the limitations and 
challenges, and expanding its 
applications. 

○ For example, it could be interesting to 
apply similar techniques to other types of 
artwork, such as sculpture or 
architecture, or to study the evolution of 
artistic styles over time.
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