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Overview

The goal of this project was to build a machine learning review analysis 

pipeline that analyzes the sentiment of movie reviews and identifies key 

themes in positive and negative reviews.

To accomplish this, these elements were used:

1. SVM classifier

2. TF-IDF

3. GloVe

4. NMF

5. OpenAI API



Real World Applications

- Consumer tool to get quickly informed on the general population’s opinion on 

media without having to read several lengthy reviews

- Also provides the benefit of easy access to the most frequent praises and 

complaints of the movie

- Producer tool to get quickly informed on customer and market feedback, 

providing an easy way to see exactly what people do and don’t like about the 

movie

- General idea of this pipeline can be easily expanded to things like amazon 

product reviews or yelp store reviews, letting the makers / owners know what 

they need to fix to improve customer satisfaction



Pipeline part 1.

1. Big review datasets from kaggle

↓
2. Data preprocessing

↓
3. Input: Clean large dataset file

↓
4. SVM classifier training

+
5. GloVE sentiment analysis fitting

↓
6. Outputs: Model to classify and analyze review set



Pipeline part 2.

1. Specific movie reviews scraped from web

↓
2. Data formatting and preprocessing

↓
3. Input: Clean small dataset file

↓
4. SVM classification into positive and negative

↓
5. GloVe sub-categorization

↓
6. Analysis of common review topics / themes with NMF

↓
7. Outputs: OpenAI generated summary



Accuracy of SVM and GloVe

- SVM is used for the initial split of reviews, with 90% 

accuracy, and then GloVe is used torm the strong 

and weak subcategories with a lower confidence 

level

- This ensures minimal mistakes in classifying a 

positive as negative, which was happening much 

more when I started with 4-way classification





Testing on Dune part 2

- The initial SVM classification was 

highly accurate, but the follow up 

sub-categorization misses some strong 

negative.

- This could be due to the training data 

and review data lacking strong 

negative reviews, making them  the 

least common review type



Testing on Dune part 2

- Words that show up frequently in multiple categories of reviews are filtered 

out, as they are likely not informative of sentiment

- The words identified in the positive and negative categories are good to see, 

as they match the positive and negative sentiment and pass the subjective 

test of what people mentioned about the movie in the reviews I read



Testing on Dune part 2

- The score calculated by weighting strong and weak negative and positive reviews is 

highly accurate to the actual data, and a good representation of the score on the 

website.

- This is a big improvement from calculating the score using only the number of 

binary negative vs. positive reviews



Testing on Minecraft Movie



Testing on Minecraft Movie



Testing on Minecraft Movie

- In this example, the review score calculated was even closer to the data, but it was 

far off the score on the website

- This shows a disconnect between the review scores of people writing reviews and 

those just leaving star ratings, which could be a problem with the model to solve in 

the future.



Generating Review Summaries

- Using the OpenAI API, the ipynb 

notebook is able to send a request to 

OpenAI’s server to get a response 

from ChatGPT with the given prompt

- The summary is formatted to be 

quick  to read with all the most 

relevant information easily available, 

and should incorporate the most 

prominent themes of both positive 

and negative themes of reviews





Testing my Pipeline vs. LLM

- I input a “hidden” csv file, where the score column was deleted leaving 

only the reviews and review titles

- Asked ChatGPT: “Without using the internet, only reading from this 

data, formulate an estimate for the average review score of this film, and 

give a brief summary of the most common positive and negative themes.”

- Tested for both films, with ChatGPT 4o (basic) and 4.5 (advanced) 

models



ChatGPT 4o

ChatGPT 4.5

Dune Part 2



Minecraft Movie

ChatGPT 4o

ChatGPT 4.5



Conclusions

- The model is proven very effective at the specific sentiment analysis of movie 

reviewers, beating out a general purpose LLM at the task

- Analyzing Strong / Weak sentiment is much harder and less accurate than 

simply an overall positive and negative, but it allows for a more accurate score 

average and gives more nuance to the summary

- Review length does not seem to be a major factor towards the prediction of 

sentiment, as the averages for each category were very similar except for the 

strong negative, which there was not enough data on

- Reviewers who write reviews can have a large bias compared to those who 

simply leave a number or star rating
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