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1. Introduction

• The system of five-star reviews are very common and useful.

• However, many comments about products are made outside of review boards.

• Companies often attempt to gauge public sentiment to their products through 
these comments but find it difficult to do so.

• The data  being text-based info, and the sheer quantity are major issues.

• A Machine Learning program that can give accurate evaluations of these 
comments in the form of a five-star rating would allow for businesses to more 
efficiently determine public opinion and trends.
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2. Data Overview

• The yelp dataset is from :
• https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset

• Some samples from dataset:

https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
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2. Data Overview
• The histogram plot according to their star-review

• The dataset 
statistics



5

3. Data Preprocessing
• To use text data it must first be processed into a usable, and consistent form.

• First, we take the reviews/comments and remove all punctuation and stop 
words (and, the, etc.).

• During training we look at the most used words and create a list of a varying 
number of the top results. This list acts as a cypher.

• Using the cypher, an array of integers is made where each index holds the 
number of times the corresponding word in the cypher was used.

• This array is then multiplied with a set of weights for each of the words in the 
cypher. Afterwards, it is ready for evaluation by the model

• The weights are each words' TF-IDF(Term Frequency-Inverse Document 
Frequency), which is a weight in the form of a decimal value that tells us how 
important a word is within a collection of documents.

• These weights are calculated during training from the training dataset.
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3. Data Preprocessing
• Text cleaning (lowercasing, removing punctuation, stopwords).
• Vectorization

• CountVectorizer
• TF-IDF(Term Frequency-Inverse Document Frequency)
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3. Data Preprocessing (Example)

My wife took me here on my birthday for breakfast and it was excellent.  The weather was perfect which made sitting 
outside overlooking their grounds an absolute pleasure.  Our waitress was excellent and our food arrived quickly on 
the semi-busy Saturday morning.  It looked like the place fills up pretty quickly so the earlier you get here the 
better.

Do yourself a favor and get their Bloody Mary.  It was phenomenal and simply the best I've ever had.  I'm pretty 
sure they only use ingredients from their garden and blend them fresh when you order it.  It was amazing.

While EVERYTHING on the menu looks excellent, I had the white truffle scrambled eggs vegetable skillet and it was 
tasty and delicious.  It came with 2 pieces of their griddled bread with was amazing and it absolutely made the 
meal complete.  It was the best "toast" I've ever had.

Anyway, I can't wait to go back!

Original Message:

Simplified Message:

['wife', 'took', 'birthday', 'breakfast', 'excellent', 'weather', 'perfect', 'made', 'sitting', 'outside', 
'overlooking', 'grounds', 'absolute', 'pleasure', 'waitress', 'excellent', 'food', 'arrived', 'quickly', 
'semibusy', 'Saturday', 'morning', 'looked', 'like', 'place', 'fills', 'pretty', 'quickly', 'earlier', 'get', 
'better', 'favor', 'get', 'Bloody', 'Mary', 'phenomenal', 'simply', 'best', 'Ive', 'ever', 'Im', 'pretty', 
'sure', 'use', 'ingredients', 'garden', 'blend', 'fresh', 'order', 'amazing', 'EVERYTHING', 'menu', 'looks', 
'excellent', 'white', 'truffle', 'scrambled', 'eggs', 'vegetable', 'skillet', 'tasty', 'delicious', 'came', 
'2', 'pieces', 'griddled', 'bread', 'amazing', 'absolutely', 'made', 'meal', 'complete', 'best', 'toast', 
'Ive', 'ever', 'Anyway', 'cant', 'wait', 'go', 'back']
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4. Model Building
 Split data into train/test sets.

 80% of the dataset is used for training
 20% is used for testing

 Model Used:
1. Naive Bayes

 Well-suited for text classification due to its simplicity and efficiency.

 Performs well on high-dimensional data like TF-IDF vectors, despite strong independence 
assumptions.

2. Logistic Regression

 Offers good baseline performance for multi-class classification tasks.

 Interpretable and handles large feature spaces (e.g., from text vectorization) effectively.

3. Support Vector Machine (SVM)

 Effective in high-dimensional spaces and works well with clear margin separation.

 Particularly good for text classification problems with sparse data.

4. Random Forest

 Handles non-linear relationships and interactions between features.

 Provides feature importance metrics and performs well with unstructured text after vectorization.
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5. Results & Evaluation
Naive Bayes with CountVectorizer on Train/Test Data
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5. Results & Evaluation
Naive Bayes with TF-IDF on Train/Test Data
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5. Results & Evaluation
Logistic Regression, Linear SVM, & Random Forest Models
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5. Results & Evaluation
Logistic Regression, Linear SVM, & Random Forest Models

Best Model: Logistic Regression
 Highest accuracy and F1-score.
 Efficient for high-dimensional text data like TF-IDF vectors.
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5. Results & Evaluation
Misclassified Review Analysis

 After running our data through the models, we analyzed the misclassifications of the 
logistic regression model.

 The model seemed to have "weak spots" when it came to mixed sentiment reviews, subtle 
or polite complaints, and informal language.
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5. Results & Evaluation
Adding aspect-based sentiment analysis can be a powerful and unique extension 
to models. Instead of classifying the overall sentiment of a review, this approach will 
break the sentiment down by aspects such as:
 Food
 Service
 Ambience
 Price
 Location
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5. Results & Evaluation
Scores of aspect-based sentiment analysis
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5. Results & Evaluation
Model on "unlabeled" reviews.
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6. Conclusion & Future Work
Conclusion:

 Our study demonstrates that machine learning models, particularly Logistic 
Regression with TF-IDF, are effective for multi-class sentiment classification of Yelp 
reviews.

 Common challenges include handling mixed sentiments, sarcasm, and domain-
specific expressions.

Future Work:

 Enhance aspect-based sentiment analysis to capture granular sentiments for 
categories like food, service, and ambience.

 Expand the dataset by scraping real-time reviews  to improve generalization.

 Integrate neutral sentiment as a distinct class to improve classification robustness.

 Explore deep learning methods (e.g., BERT, LSTM) for richer contextual 
understanding.



THANK YOU 

Questions?
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