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ABSTRACT 

This paper addresses the problem of signal distortion often 
faced in real life scenarios like teleconferencing, VoIP, 
cellular calls, speech recognition due to presence of 
unwanted background noise. This acoustic noise gets 
automatically added to the signal and is picked up by 
microphone causing a reduction in the perceived quality or 
intelligibility of the audio signal at the receiver end.  
Consequently the techniques for enhancing speech 
degraded by uncorrelated additive noise, when only noisy 
speech is available, have been widely studied in the past 
and are still an active field of research.  
Some of the feasible solutions include implementation of 
certain speech enhancement algorithms at the receiver side 
to enhance perceived sound quality or by using hearing 
aids which have built in noise reduction hardware.  
In this paper, we present various adaptive algorithms 
developed for noise cancellation in past few years namely 
LMS (Least Mean Square), NLMS (Normalized Least Mean 
Square) and RLS (Recursive Least Square) and LPC 
(Linear Predictive Coding). We then compare the noise 
cancellation performance of these algorithms in terms of 
percentage of noise removal in the restored signal.  
The simulation results on MATLAB confirmed that RLS 
algorithm leads to best subjective results and objective 
results but at the cost of large computational complexity 
and memory requirement. 
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1. INTRODUCTION 

In the process of transmission of voice signal from the 
source to receiver side, noise from the various sources gets 
added and corrupts the signal. These sources of noise can 
be due to the co-channel interference over the wireless 
communication channel, shot and thermal noise due to 
circuit elements present in the handsets, environmental 
sources like background sounds of winds, traffic, people 
etc. Several noise reduction techniques aim to suppress the 
effect of noise without introducing any perceptible distortion 
in the signal with an underlying assumption that the system 
itself is ideal (i.e. system is not adding any noise to the 
signal by itself) and that the only environmental sources of 
noise are responsible for signal distortion.  
 
Thus, techniques for effective removal or reduction of noise 
are an active area of current research. The usage of 
adaptive filters is one of the most popular proposed 

solutions to reduce the signal corruption caused by 
predictable and unpredictable noise. 
An adaptive filter has the property of self-modifying its 
frequency response to change the behavior in time, 
allowing the filter to adapt the response to the input signal 
characteristics change. Due to this capability the overall 
performance and the construction flexibility, the adaptive 
filters have been employed in many different applications, 
some of the most important are: telephonic echo 
cancellation, radar signal processing, navigation systems, 
communications channel equalization and biometrics 
signals processing. 

The basic adaptive algorithms widely used for performing 
weight up gradation in an adaptive filter are: the LMS (Least 
Mean Square), NLMS (Normalized Least Mean Square) 
and the RLS (Recursive Least Square) algorithm.  

Performances of all these algorithms depend upon the 

number of microphones available at the receiver unit. 

Typically, the larger the number of microphones, the easier 

the speech enhancement task becomes. For Adaptive 

cancellation at least one microphone is required near the 

noise source. The microphones need to be separated in 

order to prevent the clean speech signal from being 

included in the noise reference. Using two or more 

microphone inputs, coefficients of the adaptive filter are 

adaptively adjusted to remove the noise from the noisy 

signal. 

All the real time applications of these algorithms require 

them to have a low computation and convergence time. In 

this paper, we have tried to simulate the real time 

environmental conditions by testing each of these 

algorithms against a set of 11 different noise samples with 

widely varying characteristics and then tried to evaluate 

their performance through a comparative analysis using 

MATLAB. 

2. ADAPTIVE ALGORITHMS 

The purpose of an adaptive filter in noise cancellation is to 
remove the noise from a signal adaptively to improve the 
signal to noise ratio. Figure 1 shows the diagram of a 
typical Adaptive Noise Cancellation (ANC) system.  
The algorithm relies on two separate sensors, with one 
known as primary sensor (senses the mixed signal ‘d(n)’) 
and other as secondary or reference sensor (senses the 
background noise). Signal s(n) is generated by the source 
or speaker and is transmitted through the channel between 

source and the primary sensor, and n0(n)  is the noise 

sensed at the primary sensor. The secondary sensor or 
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reference sensor senses background noise as n1(n)  which 

is correlated to n0(n) in some sense but uncorrelated with 

s(n).  The reference noise input n1(n) is filtered by the 

adaptive filter (by performing convolution with filter weights  
h(n) ) to produce and adjust the output y(n) as close as 

possible to n0(n) for effective noise cancellation [8]. 

 
The filter output y(n) is then subtracted from d(n) to obtain 
an estimation error e(n). The objective here is to minimize 
the error signal e(n) by using it to incrementally adjust the 
filter’s weights for the next time instant [8]. 
 
The estimation error signal is also known as de-noised 
signal or noise cancelled speech signal. 
 

 

2.1 LMS ALGORITHM 

The LMS uses the error signal to calculate the filter 
coefficients and hence one of the simplest algorithms [9].  
 
The output y(n) of the adaptive filter is calculated from the 
equation (1) 

 
- Eq. (1) 

 
 

The estimation error is calculated by equation (2). 
 

                                                                          - Eq. (2) 
The filter weights are updated as per the equation (3) 

 
                    - Eq. (3) 
 

 
Where: 
 
w(n) is the current weight value vector,  

w(n+1) is the next weight value vector and 

μ is the convergence factor which determines the 

convergence time of the filter.  

 
 
 
2.2 NLMS ALGORITHM 
 
The LMS algorithm experiences large convergence time for 
greater values of µ. NLMS offers to solve this problem by 
normalizing the weight vector w(n) at instant (n+1) with 
respect to the squared Euclidean norm of input vector x(n) 
at instant n. Thus, the step size in this algorithm varies with 
time [7]. 
The convergence factor is calculated as equation (4). 

 
                 - Eq. (4) 

 
 

Where: 
α is the NLMS adaption constant aimed to optimize the 
convergence rate of the algorithm. 
Preferably, 

 0< α <2 
C is the constant and is always less than 1. 
 
The Filter weights are updated as shown in equation (5). 

 
   - Eq. (5) 
 
 
 

2.3 RLS algorithm 

The RLS algorithm performs the best in time varying 
environments but at the cost of an increased computational 
complexity and some stability problems.  
In this algorithm the filter tap weight vector is updated using 
equation (6). 

 
            - Eq. (6) 
 

where, intermediate gain vectors used to compute tap 
weights are calculated as equation (7) & (8), 

 
Eq. (7) 
Eq. (8) 

 
 

Where:  
λ is a small positive constant < 1.  

The filter output is calculated using the filter tap weights of 

previous iteration and the current input vector as shown by 

the  

       Eq. (9) 
        
       Eq. (10) 

 



2.4 LPC Algorithm 

LPC algorithm views speech y(z) as an excitation signal e(z) 
filters with vocal track h(z).  Where LPC coefficient can be 
expressed as p(z),the relationships between e(z), h(z), p(z), 
y(z) are shown in the figure (3). 
 

 
Fig 3. Excitation signal filter with LPC 
 

Where p(z) can be written as: 

                                          Eq. (11)  
 
                 
  
          Eq. (12)  
                           

  
                                  Eq. (13) 
 
 
 

 
          Eq. (14) 
 
 
          Eq. (15) 
 
Here, we replace the excitation signal with our mixed signal, 
i.e. s(n)+x(n)  ( shown in Fig.2). 
P(z),A(z), and H(z) are obtained from the clean speech s(n).  
The LPC algorithm was adopted with STFT synthesis and 
inverse STFT re-synthesis, thus the coefficients were 
updated frame by frame. 
 

3. Experimental Results 

To establish the fact that 11 sources of noise used as the 
database for evaluating the performance of our algorithms 
are highly diverse and highly uncorrelated, we analyzed 
their spectrograms (shown in Fig.4).          

 
Fig.4. spectrogram of 9 experimented noise 
environment  

 

Shown below are the performance results of all 4 
algorithms against a mixed signal wherein ocean sound 
was used as the background noise for the clean speech 
signal s(n). 
 
 

 
                                             (a) 
 

 
                                             (b) 
 

 
                                             (c) 

 
Fig.5. Spectrogram of three inputs (a) ocean noise (b) clean 

speech (c) mixed speech 
 

 

 
                                             (a) 
 

 
                                             (b) 
 

 
                                             (c) 
 

 
                                             (d) 
 
Fig.6. Spectrogram of noise reduced mixed speech signal 

(a) LMS (b) NLMS (c) RLS (d) LPC 
 
 
 
The comparison between run time performances of the 4 
algorithms for the above mentioned mixed signal showed 
LPC to have the highest computation time of 9.693 sec 
followed by RLS at 3.087 sec, NLMS at 2.056 sec and LMS 
with lowest of 2.033 sec. Analysis of spectrograms of the 
noise reduced mixed signals (Fig.6) indicated another 
drawback of LPC i.e. though it was able reduce noise in 
silent portions of the speech, it distorted the perceived 
audio quality of the noise reduced mixed signal overall. 
 
A thorough comparison between LMS, RLS and NLMS 
algorithms was made for 11 different sources of noise at 
different values of input SNR and the percentage of 
correlation between the noise cancelled signal and original 
clean speech signal was computed (Fig 7). As evident from 
the data below, RLS restored signal had the highest level of 
correlation with the original clean speech signal and hence 
proved to be the best noise cancellation technique. 
The data for LPC hasn’t been shown as it proved to be very 
inferior in performance and hence its performance statistics 
were not comparable to the rest 3 algorithms. 



 
 
Fig 7: As seen from table above, the restoration results for 
noise distorted mixed signal are the best for RLS.  
 
                          Case (a): Input SNR = 15 dB  

 
                            Case (b): Input SNR = 10 dB 

   Case (c): Input SNR = 5 dB 

 
Case (d): Input SNR = 0 dB 
 

 
4. Conclusion 
 
We observed that for a particular noise source and algorithm, as 

the SNR decreases the perceived audio quality of the restored 

signal is better. 
 

Further, based on the simulation results, we can deduce the 

following order of performance for the 4 algorithms, 
 

RLS> NLMS > LMS> LPC 
 

There is a slight deterioration in performance of LMS for near 0 

SNR because of the estimation errors introduced by the noise 

PSD estimator. However both NLMS and LMS are the most 

frequently used algorithms for noise reduction and this can be 

attributed to their low complexity and robustness. Their 

performance wasn’t remarkable for non-stationary environment 

(i.e. when the noise input exhibits widely varying characteristics 

with respect to time).The performance can be improved to some 

extent in such situations by choosing the step size properly. 

 In general, LMS suffered from slow convergence time.  

 

The RLS on the other hand, demonstrated the best in non-

stationary environments with high convergence time but at the 

cost of higher complexity.  

 

 

 

 



The NLMS algorithm changes the step-size according to the 

energy of input signals hence it is suitable for both stationary as 

well as non-stationary environment and its performance lies 

between LMS and RLS. It provides a trade-off between 

convergence time and computational complexity. 

 

LPC algorithm considers the noise reduction problem from a 

perceptual and intuitive perspective. However aside from its poor 

computational performance, the algorithm only cleans out the 

noise between silent intervals. However, the voiced moment gets 

distortion effect after filtering the speech from vocal track LPC 

filter. 

 
5. Future work 
 
It has to be noted that since all the algorithms implemented in this 

paper are basically adaptive in the sense that they need time to 

analyze noise characteristics in order to filter it out. Consequently 

they take a few milliseconds to converge before they actually 

remove the effect of noise from the mixed output signal. This 

convergence time can pose a serious limitation to these 

algorithms when the noise in the background is intermittent and 

has duration shorter than the convergence time of the algorithm. 

Further, the performance of these algorithms differ with varying 

sampling rates and for the scenarios where the mixture signal 

contains more of noise and less of original clean speech signal 

which motivates for further research in this respect.  
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