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  Our classification model is based on a deep neural 
network, which consists of 2 parts: a convolutional 
neural network and a feed forward network. In order 
to improve the efficiency and reduce the 
computation cost, we took advantage of the famous 
VGG model, and replaced the fully connected layers 
with our own layers.
 The input data is raw audio data, thus some 
pre-processing and feature extraction process are 
needed. We concatenate all audio files to 20-second 
long, from which we compute Mel-spectrogram, 
MFCC and chromagram. The feature is presented 
as 2D images, so we feed those results into the 
VGG-based neural network, then the network will 
give the prediction.

The baseline model is a simple SVM classifier 
implemented with MATLAB using MFCC as the 
feature.

Genre classification plays an important role in how people consume music. In the ever 
growing world-music library, it is becoming increasingly difficult to find new artists/groups that 
a certain person would enjoy. A classifer’s ability to analyze a user’s audio history and make 

accurate recommendations for new music can greatly improve a user’s music consuming 
experience. Current applications are not accurate enough to be useful to users.

GTZAN dataset (fs = 22,050 Hz): 10 genres each 
with 100 thirty-second long audio files 

Magnatune dataset (fs = 16,000 Hz): 9 genres each 
with 549 thirty-second long audio files

Features
○ Mel-Spectrogram
○ MFCC
○ Chromagram
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Baseline Confusion Matrix: Magnatune  Dataset - 13 dimension MFCC

Precision Recall F1 Score Support

Alt Rock 0.85 1.00 0.92 50

Ambient 0.89 0.96 0.92 50

Classical 0.77 1.00 0.87 50

Electro Rock 1.00 0.80 0.89 50

Electronica 0.88 0.92 0.90 50

Hard Rock 1.00 0.90 0.95 50

Jazz 0.97 0.74 0.84 50

New Age 1.00 0.80 0.89 50

World 0.84 0.96 0.90 50

Micro Avg. 0.90 0.90 0.90 450

Macro Avg. 0.91 0.90 0.90 450

Weighted Avg. 0.91 0.90 0.90 450

From the result above, we conclude that our 
model performed a state-of-the-art result on 
our dataset, as the average precision, recall 

and F-score all reached 90%.

Deep Neural Network Confusion Matrix: Magnatune Dataset - Mel-Spectrogram

Deep Neural Network Confusion Matrix: Magnatune Dataset - MFCC
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