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Outline

Overview of research topics in speech technology

Common front-end for various tasks of speech processing

Speaker verification and speaker diarization for HW6
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Overview of Speech Topics

Speech Recognition

Speech-to-speech
= w

Speech classification

e class
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Beyond Training DNNs
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What are the additional concerns of each research topic beyond the training of
Deep Neural Networks?
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Speech Recognition
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Speech: a sequence of vector (length T, dimension d)

Text: a sequence of token (length N, V different tokens)
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Speech Translation

Automatic Speech Recognition (ASR)

£ ®
Machine Translation (MT)

Spoken Language Translation (SLT)
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Text-to-speech
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duration

Duration
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text
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Speech Emotion Recognition

Happy

Laugh Curious

Scared

Confused Embarrased Excited Stubborn
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Keyword Spotting

Overview

Keyword selection

Record samples

Data preparation |

Model training

Test &
Parameter tuning

Release {

Not a common word
Easy to pronounce

Usually >200 talkers, 2000 samples ]

Split into training/test set
Label the utterance onset/offset

GMM-HMM |

Trade-off between detection accuracy and
false alarm (precision and recall)

Embedded into device J
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Speaker Recognition
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ll’eanm' vector flow

Speaker modelling |
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Decision logic ’

C# %

Speaker Id #
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Speaker Verification

Training
Known train Model for each

ﬁ speaker (language)

- Feature . Training
— extraction algorithm Bob (English)
ﬁ_ Algorithm _
& parameters Sally (Spanish)
 —
Testin .
& Decision

2 Feature Recognition .
' extraction | algorithm Scormg

Unknown test )
Enrolling
Speaker/language set
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Equal Error Rate (EER)

False Accept Rate (FAR)

False Reject Rate (FRR)

Equal Emror Rate (EER)

Rate (%)

Small

Large
Error Threshold
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Speaker Diarization

Who spoke when

4 il Iy
] I Lty " (T AT ¢
3 I SR Ll u 3 bbbl

Speaker Labels _ m EE m

o AR H\IMHME‘
i il

Speaker 1 Speaker 2 Speaker 1
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Speaker Diarization
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Diarization Error Rate (DER)

Ref Speaker 1 Speaker 2 Speaker 3 Speaker 2
ef.
Hyp.
[ .. | I |
Missed speech False Alarm Speaker
Confusion
l i ] =+ |
Total length

Speech Technology, ECE 277/477 - Computer Audition, Fall 2023

15



Speech Anti-Spoofing

Impersonation / Text-to-speech /
Replay Voice conversion
spoofing attacks spoofing attacks

|

Sensor
(microphone)

A A

Anti-spoofing

| TN

speech
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Speaker Verification

Decision
Accept or Reject
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Speech Enhancement

Noisy Speech Clean Speech Noise
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Speech Separation

Mixed audio
Speaker

Separation

https://researcher.watson.ibm.com/researcher/view group.php?id=2819
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|deal Binary Mask

APt

Learning model to generate IBM

l.

e

Mask

> Generation

0

0

0

0

IBM can be obtained during training
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Speech

t
Neural network
Single Target [ ; Intuitively, the target that
is “more similar” to A
Speech + noise /
clean A clean B clean A clean C clean ? clean ?
= R b ud
Two Targets | Neural network Neural network Neural network

t t t
Permutation speaker A + speaker B speaker A + speaker C speaker B + speaker C
problem

Mistake in assignment TT—n—___

will cancel the previous
update ? ? ? ? 2
Val w7
Uncertain Target Neural network Neural network

Output dimension t t
mismatch speaker X + speaker Y Speaker X+Y+Z
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Voice Conversion

Do you want Do you want ™
- to study PhD? to study PhD?
(3
Mm Content °
Encoder
Do you want el ®
to study PhD?

£ &

4‘-44‘““4 m— Speaker — ' —

Encoder
Good bye
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Speech Anonymization

Input speech

Pitch
extractor

extractor

Mel-fbanks

il Neural

source-filter

Pitch

BN Speech

features synthesis AM
x-vector

A4

Anonymization

L

‘ Pool of x-vectors \
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J Target pseudo x-vector

™

Anonymized
speech
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Speech-to-Speech Translation

https://about.fb.com/news/2022/10/hokkien-ai-speech-translation/
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Voice Cloning

Speaker Reference
Waveform

Speaker

Speaker Embedding
>
W Encoder
Synthesizer
Grapheme / Phoneme L/\

Sequence ’
» Encoder —>@—> Attention [—>» Decoder

Mel Spectrogram

Cloned Voice Waveform l

W <« Vocoder
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Other topics

Beyond speech: extend to singing voice https://bytesings.github.io/paperl.html

Cross modality: audio-visual

.........

STFT

Speaker1
Recovered

Phase -
| & STFT| srer Audio-Only
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; ‘ Model
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Future horizons

Disentangled speech representation learning

General speech and language understanding (e.g. intonation and intention)

Human-computer interaction with speech
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Mel-Frequency Cepstral Coefficients (MFCCs)
s(n)

M aan ’
{ M \W ‘JV\ S() = 3ys(me

‘r
FFT |— [\
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N Fele-4y | e, \/ﬁ MFCCs

log |—~ DCT

f )
15th triangular filter

X(m)= ln[z|S(k)]2Hm (k)]

Filter Bank

MFCC, d’ % 0 p D : DCT Transformation matrix [P X M|
Rl 2 I L (m)= sns M : No. of triangular filters in the filter bank, typically 20 ~ 30

P :No. of cepstral coefficients, typically 12
¢, : Logarithm of energy of the current frame
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Benefits of MFCC

Approximates human hearing
Dimensionality reduction

Good at distinguishing between different phonemes
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Directly Learning from Raw Waveforms

STFT: temporal and frequency resolution tradeoff

CNN: Temporal resolution — stride size;
Frequency resolution — number of channels
Frequency component — kernel size

Phase information is kept in raw waveform.

Refer to SincNet, RawNet if interested.
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Self-supervised Learning Features

Contrastive loss

Quantized

representations Q ‘

y &
Context
representations ¢ , ﬁ { J T T
Transformer
Masked
Latent speech Z
representations

Refer to wav2vec?2, HUBERT, WavLM if interested.

®
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1D convolution

Lleenegll

Il

convolution signal kernel

result
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