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57 About Me Qair

I’'m a 3nd-year Ph.D. student of ECE @

Working with on speech synthesis topics, i.e. text-to-speech synthesis and
voice conversion.

“ControlVC: Zero-Shot Voice Conversion with Time-Varying Controls on Pitch and Speed,’
Interspeech, 2023. [paper][demo][code]

Meta Platforms., 06-09/2023: Self-supervised prosody learning for expressive TTS.
Tilclolk Inc., 05-present/2022: GAN-based speech enhancement and super-resolution.
Tencent America, 05-08/2021: Universal vocoder for TTS.

Kwai Inc., 05-12/2020: Singing voice synthesis; low-resources TTS.
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L0 4 What is voice conversion? oalr
IS

the task of converting one’s voice to sound like that of another’s,
while maintaining the content.

‘Speech synthesis Speech synthesis
is cool! ” is cool! ‘

iy

Voice Conversion

-
System
[ T [

Source Speaker’s Voice Target Speaker’s Voice
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L0 4 Components of Speech QaIr

Content (VWWhat)

Prosody (How) Timbre (Who)

Note that this is an approximate categorization. For example, prosody also tells a lot about who.
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Content

Prosody Timbre
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https://www.youtube.com/watch?v=17_xLsqny9E
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Content

Prosody Timbre
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s Conversion in Prosody (1) Qe
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IS
to convert an utterance from one state to another,
while preserving the linguistic information and speaker identity.

| wnll work from home | wnll work from home
Emotional
Voice Conversion
Content
Speaker A Speaker A
(Happy) (Sad)
Prosody Timbre

Figure from Sisman et al. "An overview of voice conversion and its challenges: From statistical modeling to deep learning.”, TALSP 2020.
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L0 4 Conversion in Prosody (2) oalr

seeks to change the of speech from one to
another while preserving the speech content and speaker identity.

Enhance understanding
Preserve speaker identity
Applications: Call center

Samples:
https://vesamples.github.io/SPL2022AC/
https://tuannamnguyenkit.github.io/

Zhou, Yi, et al. "TTS-Guided Training for Accent Conversion Without Parallel Data." IEEE Signal Processing Letters (2023).
Nguyen, Tuan Nam, Ngoc-Quan Pham, and Alexander Waibel. "Accent Conversion using Pre-trained Model and Synthesized Data from Voice Conversion." Proc. Interspeech.
Vol. 2022. 2022.

1 1/14/2023 Voice Conversion - Melissa Chen | |



https://vcsamples.github.io/SPL2022AC/
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& Conversion in Prosody (3) Qe
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voice conversion task aims to generate singing
samples corresponding to speech recordings.

AlignSTS [1]: Real Speech Synthesized Singing Real Singing

Singing Voice Conversion_2023 [2]
DiffSVC [3]: Sample https://liusongxiang.github.io/diffsvc/

[1] Li, Ruiqi, et al. "AlignSTS: Speech-to-Singing Conversion via Cross-Modal Alignment." arXiv preprint arXiv:2305.04476 (2023).

[2 ] Huang, Wen-Chin, et al. "The Singing Voice Conversion Challenge 2023." arXiv preprint arXiv:2306.14422 (2023).

[3] Liu, Songxiang, et al. "Diffsvc: A diffusion probabilistic model for singing voice conversion." 2021 IEEE Automatic Speech Recognition and Understanding Workshop (ASRU
IEEE, 2021.
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http://www.vc-challenge.org
https://liusongxiang.github.io/diffsvc/
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Content

Prosody Timbre
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T Conversion in Content (1) Qe
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Voice conversion can be used to

Help people who have difficulties vocalizing sound due to
Injuries
Surgeries
Dysarthria

Content

Prosody Timbre
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T Conversion in Content (2) Qe
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(XVC) transforms the speaker identity
of a source speaker to that of a target speaker who speaks a different
language.

Content

Prosody Timbre

Zhou, Yi, et al. "Optimization of Cross-Lingual Voice Conversion With Linguistics Losses to Reduce Foreign Accents." IEEE/ACM Transactions on Audio, Speech, and
Language Processing (2023).
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https://www.youtube.com/watch?v=lgL_rCF02Ng

lf Compared to TTS {Bolr‘
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TTS (Text-to-speech Synthesis) and VC are closely related topics, sharing

similar technical methodologies and applications.

VC has some advantages:
© Less data-hungry and less computationally demanding (known
utterance structures)
~ Flexible timbre change
© Expressive

© Natural prosody
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Acoustic Differences between Speakers
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Timbre: Formants
Prosody: Pitch, Intensity, Duration

Figure from Li et al, APSIPA Tutorial 2020 (Theory and Practice of Voice Conversion)
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&y Basic Structure of VC Systems oalr
Source Speech ‘ Training — > ':’ ‘F—(-:r,; \ \) Con cersion Model Y= (R oFo A) (%)
Target Speech J Seeo - = C(% )

Analysis & ] ]
Source Speech —{ I R T T J b[ Mapping J -[ Reconstruction ]—» Converted Speech

~ Training time vs inference time
~ Conversion: Mapping from source acoustic features to target acoustic
features

Figure from Sisman et al. "An overview of voice conversion and its challenges: From statistical modeling to deep learning.”, TALSP 2020.
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3. ParallelVC
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o Parallel Dataset oalr
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~ Same linguistic content

- Convert speaker information
~ Alignment (DTW)
© Frame-to-frame mapping

TR
-

Alignment (e.g., Dynamlc Time Warping) \

_‘||||||ii|x ﬁm ‘ @

Prosody Timbre

Content

Converslon models aimsto X', = [ (Ks)
(GMM deep learning) for frame -wise mapplnc

Courtesy Yu Tsao
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T Traditional Parallel Conversion Qe
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~ Vector Quantization: maps codewords between source and target
codebooks

~ Gaussian Mixture Models [Toda et al, TALSP 2007]: represents the
relationship between two sets of spectral envelopes

~ Non-negative Matrix Factorization ENMF-VC [Wu et al, TASLP 2014]

TEEEa

L Activity rriid--kri
] . . sasahasds

' 11| estimation Fei R
DX o [LiH it
:l'- - :l'J |J|-|-I'L"
IR riv4a--rt
RASEEARLY

Source ridderts

spectral features E—
(DxL) Parallel data — Copy

:ﬁﬁ.::t;.t'

'T'I"l':'l'i'l"l'

Feq Ry

<— i 5

Construction 'Eﬁi-":-':;&

Converted Source and target Fe3330rey

spectral features dictionaries .
(Dx L) (DxJ) Activity of
source signal

(JxL)

Figure from Aihara, Ryo, et al. "Voice conversion based on non-negative matrix factorization
using phoneme-categorized dictionary."
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L H 1 U ] J J J L H X, Conversion Models
I I I I I I II I 5 [Chen. Et ;,NF:LSP 2014]

[Desai. Et al, TALSP 2010]
RNN
ﬁ x, [Nakashika. Et al, interspeech

2014]
Converslon models aims to X _L(X s)
(GMM, deep learning) for fram?rwise mapping ‘ Transformer

[ATTS2S-VC, Tanaka. et al]

Alignment (e.g., Dynamlc Time Warping) ‘
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4. Non-parallel VC
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Wy Non-parallel Dataset oalr
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Alignment (e.g., Dynamlc Tim

TInme

Converslon models aims to X = [(5 s)
(GMM, deep learning) for frame-wise mapping

ilﬁiliﬁiﬁi

Courtesy Yu Tsao

ing) ]
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Information bottleneck
Style transfer GANs Pre-trained ASR

Self-supervised encoders
Latent diffusion and prompting
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4. Non-parallel VC

® Style Transfer Methods
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Style Transfer Methods Ha
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AUDIO INFORMATION RESEARCH

Image style transfer task

Monet 7_ Photos Zebras Z_ Horses Summer T Winter
— - F— 5= —— = .

et oo

A. ’il 2%} .:lx1'

. ! )
.

Phtraph ] ' - : o ] ezanne )

CycleGAN: Unpaired Image-to-Image Translation. Figure from: https://hardikbansal.github.io/Cycle GANBIog/
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Style Transfer Methods - CycleGAN

Start

Discriminator A | Decision [0,1] |

|

| Decision [0.1] |

» Discriminator B

Cyclic_ A

Cyclic_ B

Discriminator A " S | Generated A | Decision [0,1] |

~
\J Generator

‘ B2A &'[— Discriminator B

Wgatasy) e |

| Decision[0,1] |

CycleGAN: Unpaired Image-to-Image Translation. Figure from: https://hardikbansal.github.io/Cycle GANBIog/
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L0 4 Style Transfer Methods Qe
CycleGAN-VCs: (EUSIPCO 2018),

CycleGAN-VC2, CycleGAN-VC3, MaskCycleGAN-VC (samples)
StarGAN-VCs: StarGAN-VC (SLT 2018), StarGAN-VC2, StarGAN-VC++
WaveCycleGANSs: WaveCycleGAN, WaveCycle GAN2

Inspired by image style transfer task
Match the distribution

" Adversarial loss | Adversarial loss w
7] | ()]
S Gxoy Dy | Dx Gy_x ke
> >
0 X \ T 1 T / y 0 :
) | S :
% A A | A Y % GX_)Y : GY_>X
/y | x\ E Yy —Y9 | |
o) | o) g A g
o A | A (&) :
O €T ; y D Identity-mapping loss ! |dentity-mapping loss
& Gy_x i Gxoy s :
(a) Forward-inverse mapping : (b) Inverse-forward mapping : (c) Forward mapping : (d) Inverse mapping
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4. Non-parallel VC

® Disentanglement-based Methods
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11 Disentanglement-based Methods @air
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Information bottleneck:VQVAE
AutoVC [Qian et al, ICML 2019]

(a) Conversion (b) Training

Style transfer autoencoder framework

gl [2ied] Xlla; By

1
XS
X1 S]_I:I Xl—)l qu XZ.? 1 2

2—)2
(a) Bottleneck too wide (b) Bottleneck too narrow (c) Bottleneck just right (d) Conversion

v
=

1-1

An intuitive explanation of how AutoVC works

SpeechSplit (2020), AutoPST (2021), SPEECHSPLIT2.0 (2022)
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Pre-trained ASR: ASR +TTS

- > B > I

Text
Source Utterance . I Target Utterance
Intermediate Representation

Intermediate representation: text, phoneme posterior gram(PPG), batch
normalization (BN)
Best disentanglement performance

Samples
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https://soundcloud.com/andabi/sets/voice-style-transfer-to-kate-winslet-with-deep-neural-networks
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Encoder-decoder Architecture (Usually Text-free)

a )
Linguistic Content
M — | Srege So
\_ Y,
( )
Speaker Feature Vocoder
dl] —> = [elo)a [<] sl—>> R D I-Yeloa [=] g —> )
MN[ M Extractor (Optional)
. \_ Y,
e N )
*. | Prosody Feature | ,
' Extractor/ ’
Predictor
\_ Y,
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Self-supervised encoders
ControlVC

Recent developments in neural speech synthesis and vocoding have sparked a renewed interest in voice conversion (VC). Beyond
timbre transfer, achieving controllability on para-linguistic parameters such as pitch and rhythm is critical in deployingVC systems

in many application scenarios.

However, existing studies: _ P l
— A_naly& JE— S - . = = Synthesis
® Only provide utterance-level global control | Pitch Embedding | [ Linguistic Embedding | ( Speaker
| HE NN | | R -*- U | | Embedding
® Lack of interpretability on the controls Vector | _ |
| Quantization | | ( Clustering ) | | L ;2: |
| ? | loss
| Bottleneck Codebook | | Intermidiate Feature | | FC :
We propose ControlVC, | i caaaananng | I |
| + |
the first end-to-end and zero-shot | | ( Transformer ) NG
| | | Enc;der | Stack |
. A
neural VC system that achieves: | || | |
) k CNN Encoder | |
, : : S | _
® Time-varying controls on pitch and rhythm I husenT -
® |ntuitive control using user input curve | W
Pre-processing
TD-PSOLA
* Target Speech Converted Speech
[paper][demo][code] WWM

Source Speech
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Self-supervised encoders

FreeVC

Real / Fake‘—[ Discriminator }— y y
- - - - - """ """ "7 "7/ "7/ "7/ 7/ 7/ 7/ 7/ 7/ /0= N ) - - - 7 7 7 7 /7 /- -~ N
Il Prior Encoder I Prior Encoder
! I -
|

|
| U
Bottleneck
y : WavLM Xss1 Extractor _

|
\

Og

SR-based Data Speaker Speaker

(a) Training procedure (b) Inference procedure

Fig. 1: Training and inference procedure of FreeVC. Here y denotes source waveform, y’ denotes augmented waveform,

denotes converted waveform, x,,¢; denotes mel-spectrogram, x;;,, denotes linear spectrogram, xss; denotes SSL feature, and g
denotes speaker embedding.

Li, Jingyi, Weiping Tu, and Li Xiao. "Freevc: Towards High-Quality Text-Free One-Shot Voice Conversion." ICASSP 2023-2023 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP). IEEE, 2023.
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Latent diffusion and prompting

Disentanglement-based Methods

Mel-spectrogram Linguistic Units Mel-spectrogram
ﬂ Content Encoder
\4
Prosody Encoder Prosody Predictor Style Encoder
v v ¥
z ¢ ) ‘ | Ztext xT
1
2 J/-
—» Posterior Encoder Bl E DAL < Q

Duration Predictor

Jadaa—a0a0

Frame-level

representation

L/

-------- » Inferenc

[ — Training

Wave Decoder <

\

A

Converted Wavform

Latent Diffusion

A

Text Prompts

(@)

Samples

Source Wavform

oot

v
HuBERT

wl

’ K-Means —

Semantic ¢

Token
OO0 000

Deduplication

[

Featu_re 5 ¢

| Center
\ 2 Embedding

eplfce
aip

Linguistic Units

(b)

Mel-spectrogram

(-.

Style Encoder

{ Detach

Tt

Unet

T

Cross
Lo I attention

ChatGLM2 —

Text Prompts

I

(c)

Fig. 1. The details of our proposed approach. Subfigure (a) is the architecture of PromptVC. The solid line indicates the training stage
while the dashed line represents the inference stage. Subfigures (b) and (c) illustrate the process of linguistic unit extraction and the training

procedure of the latent diffusion model, respectively.

Yao, Jixun, et al. "PromptVC: Flexible Stylistic Voice Conversion in Latent Space Driven by Natural Language Prompts." arXiv preprint

arXiv:2309.09262 (2023).

1 1/14/2023

Voice Conversion - Melissa Chen



https://yaoxunji.github.io/prompt_vc/

&y Table of Contents Qe

AAAAAAAAAAAAAAAAAAAAAAAA

5. Evaluation

| 1/14/2023 Voice Conversion - Melissa Chen




& Evaluation of Conversion Quality oalr
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L0 4 Objective Evaluation Qe

Spectral Conversion
~ Mel-Cepstral distortion (MCD) [Kubichek et al, 1993]
M is Mel-cepstral coefficients

K is frame 10 24

| is dimension of m MCD[dB]= ——|2)_(ml .—m¢ )2
In10 \| *= L )1

The lower the better L=

Prosody Conversion: phonetic duration, pitch contour, energy contour
~ Person coefficients (PCC)

The hlgher the better p(FOC FOI) _ COU(FOC,FOt)

O FocO kot

- RMSE
The lower the better

1 K ,
— - _ 2
RMSE = \l kE_l(FOi FOk)
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MOS: Mean Opinion Score (MOS)

In MOS experiments, listeners rate the quality of the converted voice using a 5-point scale:
“5” for excellent,”“4” for good,"3” for fair,"2” for poor,and “|” for bad. Similarity and
naturalness.

Similar metrics: MUSHRA, requires fewer participants

AB test:
Listeners are presented with two speech samples and asked to indicate which one has more
of a certain property.

Similar metrics: ABX test

BWS: Best-Worst Scaling
Listeners are presented only with a few randomly selected options each time.
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Noisy Speech

Neural network based: l IIT' l“

STFT
v
CNN-BLSTM
Layer
MOSNET [Lo et al, Interspeech 2019] T 1 1
. Attention Layer
STOI-NET [Zezario et al, APSIPA 2020] T 1 1
STOI: short-time objectivity intelligibility Fully Connected Layer
Highly correlated with the intelligibility of degraded speech signals, & i i
e.g., due to additive noise, single/multi-channel noise reduction, binary erameLevel S
masking and vocoded speech. v e
vy v v
Global Average

v

STOI

Fig. 1: Architecture of the STOI-Net model.

Figure from STOI-NET [Zezario. et al, APSIPA 2020]

STOI explanation from https://ceestaal.nl/code/
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|. Introduction
Speech Disentanglement
Applications

Parallel Dataset
Parallel VC (traditional & DL)

Non-parallel VC (DL)

Objective & Subjective Evaluation
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meiying.chen@rochester.edu

https://github.com/MelissaChen |5

Feel free to contact me!
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