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ABSTRACT

Content-based multimedia retrieval focuses on the intrin-
sic characteristics of the target. Query-by-Humming is
one of its applications that make users retrieve their ob-
jects based on the intrinsic characteristics of music-
melody. Most related works are aimed to retrieve music
from symbolic music data by humming query. However,
the applications of retrieving music in the form of poly-
phonic raw radio would be more useful and necessary
ninth real world since this format is more common in the
music consumer market. The focus of this project is to
implement a QBH system that extracts melody features
and represents humming query by the probability charac-
teristic of note occurrence. Then, DP matching method is
adopted to measure the similarity between humming and
music data. The paper presents developed algorithms in
melody feature extraction and DP matching, along with
experimental results of the system.

1. INTRODUCTION

In the field of music information retrieval, one problem
that has attracted particular interest is to find similar ob-
jects form a dataset to a query object. The domain that
this project focuses on is the application of Query-by-
Humming system, whose goal is to search a music data-
base for the K most similar songs to a humming query in
melody. It happens a lot when we remember that we
heard a song before with a segment of melody from the
song in our heads but cannot recall any identity informa-
tion of it, like name, artist, album and released year. One
straightforward solution is to hum the melody segment of
song that you could remember and make this humming
segment as a query and search in a large music database
to find the object song we want. With a QBH system, it is
possible to find the object song from a list of the K most
similar songs.

Currently, there have been several technologies to ac-
complish this function with promising results in terms of
retrieval accuracy and speed. However, most of these
systems solve the problem on the level of symbolic for-
mat(i.e. MIDI files)[1][2]. Most of these technologies
contain an representation of humming and music data-
base melodies with single note at the same time with
pitch and duration of one note and a DTW or other DP
matching methods to find the k most similar songs. Many
works haven shown remarkable performance.
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However, symbolic music format is not the most common
format for music storing in actual consumer market.
Nowadays most music songs are decoded in polyphonic
audio files, like MPEG. One way to solve this problem is
to convert the polyphonic music into MIDI files, as sym-
bolic format. There are two possible methods: one is con-
verting song manually, which requires musicians’ hard
work and would consume plenty of time to extract the
voice or other object information from a raw audio; the
other one is to use converting techniques to solve the
problem[3][4][5], which comes with a lack of accuracy
in the situation of large sound mixture.

In this project, another method that tries to avoid the
problem is implemented. This algorithm is trying to solve
this problem by extracting melody information on mid-
level instead of signal level. In mid-level melody infor-
mation is represented by sequences of vectors whose el-
ements describe the estimated strength of notes in poly-
phonic audio signal, expressing the probability of each
note actually being contained in a fragment of a song as a
melody element. This approach focuses on the method to
extract and represent melody information in order to
enable the matching of human query and the music data
accurately, from polyphonic audio, and how to measure
the (dis)similarity between melody representations of
humming and music data.

This projects presents a algorithm of extracting and rep-
resenting the melody information and an approach of
matching features from music database and humming
query in the mid-level. Experimental results are also
shown in the paper.

2. SYSTEM OVERVIEW

The QBH system contains three main modules, which are
music database feature extraction module, humming fea-
ture extraction module and (dis)similarity measuring
module as shown in Figure 1. The music database feature
extraction module contains extracted sequences of vec-
tors whose elements indicate the probability or strength
of occurring of notes in a polyphonic audio frame or
segments in music database. The humming feature ex-
traction module extracts melody feature, also represented
by sequences of vectors, from the humming query ac-
quired via humming samples stored in a database or sung
by microphone. The note segmentation process groups
the adjacent audio frames with seemingly identical notes.
The similarity measuring module provides a matching
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Figure 1. Overview of QBH System

algorithm which outputs the matching results in order of
similarity for the music database and humming feature. In
this module, when comparing the two representation of
feature, the differences of the overall length between mu-
sic database and humming features and the local variance
influenced by voice are considered.

According to [6], other modules such as music filtering
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Figure 2. Melody feature extraction process

module and melody part detection module can be added

to complete the system and a better performance in accu-
racy and speed.

3. MELODY FEATURE EXTRACTION

In mid-level, the extracted melody feature of both poly-
phonic audio and humming are represented as a set of the
note strengths of audio frames or segment, instead of a
definite music note. These note are supposed to be cho-
sen as the most audible notes among all the simultaneous
notes that generated from multiple sound sources. When
adjacent audio frames are considered to hold the identi-
cal notes, they would be combined together as a seg-
ment. As shown in Figure 2, the process is consist of five
steps.

3.1. Harmonic Enhancement

Polyphonic music is usually composed of various sound
sources, such as vocal, piano, guitar, percussion, etc.
Most tasks of polyphonic music analysis contain a step of
source separation and note recognition, which are both
believed to be hard-to-solve problems. However, QBH
system application could try to avoid these problems.
This thought is based on the fact that only those parts of
music that are easy for human to be recognized and
memorized can be hummed. The first step of melody ex-
traction is aimed to extract those predominant pitches
from all the notes generated by different sources. Musical
sounds are constructed by harmonics whose positions in
frequency and amplitudes are supposed to be specific.
For most audible pitches, their harmonic structure should
mask all other partials of harmonics. This makes the other
harmonics much less audible. Consequently, when a sig-
nal source generates the most large amplitude signal
tends to mask other signals nearby in frequency domain.
Harmonic enhancement process extracts the harmonics
that outstandingly mask other surrounding signals and
make themselves peaks compared with there surround-
ings. It can be described as equation (1).

EP (k) = iA(Et(k) —E,(k+1),0sk<N -1

i=—W

where A(X) = x,Vx =0 and A(X) = O,Vx <0

In equation(1l), N is the FFT index range, EtEPﬂc) repre-

sents the degree of the predominance of the harmonic in
the frequency in the frequency index k, considering the
spectral amplitudes E,(k) of surrounding signals within

the frequency range W in time ¢. EtEP(k) gets large when

the spectral amplitude of harmonic in the index & reaches
a peak and no adjacent peaks within the given window W.
This process eliminates the small peaks and white noise
and emphasizes prominent peaks.



3.2. Harmonic Sum

The most significant ingredient factor in music recogni-
tion is the harmonicity of music. Harmonic sum could be
applied as the second step of melody extraction In this
project harmonic sum is utilized to implement pitch ex-
traction. The process of extraction pitch information is
shown in equation (2).
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In equation(2) , [X]
ger than x and

is an integer which is not big-
Fp) is the average strength of

harmonics having the fundamental frequency p in the
audio frame at time ¢ F,(p) is determined by averaging

degree of prominence value obtained by step 1 in equidis-
tance frequency indexes. If predominant harmonics of
fundamental frequency p exists, the value F',(p) becomes

large, which represents the possibility of the occurrence
of sound of fundamental frequency p is large.

3.3. Note Strength Calculation

The note of a human singing varies commonly without
noticing the slight variations of singing. Also, in order to
speed up the matching, the dimension of the frequency
index generated by STFT needs to be minimized in order
to accelerate the matching process by reducing the feature
dimension. Hence , it is necessary that frequencies are
supposed to be quantized into the frequency bands ac-
cording to the frequencies of musical notes represented in
12-note scale. The fundamental strength in frequency
index is converted to one in musical note index as shown
in equation (3) in the third step.
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In equation (3), m is a musical note index and Um and Lm
are frequencies of the upper and lower limit for a musical
note indexed as m, and M is the total number of musical
notes in the musical scale. In our method 512 frequency
index is converted to 108 note index (12 notes per octave,
9 octaves).

3.4. Page Numbering, Headers and Footers

In the spectrogram, time frames with similar pitch char-
acteristics are considered as one segment and grouped
together in this step. It is based on the learning that hu-

man voices occurs with a transient phase before reaching
a specific note. This period, which is called onset period
here, is generated with very little energy. We could use
the enhanced harmonic data in section 3.1 to complete the
note segmentation step. When the enhanced harmonics
shows a value of local minimum,, the point is considered
as a segment boundary point, as defined in equation(4).

SB = {tImin(FE(1)), min(FE(1)) < TH}

-
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FE(?) is the energy of enhanced harmonics at time frame ¢
and TH is the threshold value which is applied here to
avoid selecting too many local minima. Additionally,
when the frame energy of the enhanced harmonics remain
little for a specific duration, that group of frames is clas-
sified as silent segment. A segment between two silent
segments is merged with the silent segments constructing
a single silent segment, if it is shorter than a certain
threshold.

3.5. Construction of Note Segment Sequence

With the audio segment generated in section 3.4, we
could construct pitch information of segment by averag-
ing the note strength vector of each segment as shown in
equation (5).

In equation (5), Sl is the note strength vector of a seg-
ment, C is the number of audio frames included in the

segment, and Is and le are the start audio frame and the
end audio frame of the note segment respectively, which

are obtained by equation (5).
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Finally, several peaks with large note strength
are selected as note candidates.

4. MATCHING

The humming query is very possible to have different
lengths with music and the variations of notes from hu-
man voice could be hard to be recognized. Also, erro-
neous note and segment information is also mixed in the
pitch information during music extraction.

These problems could be solve with DP matching
method. DP matching is used to match two pattern of
different length while permitting partial variations and
errors[7]. DP array uses note strength vector while shift-
ing vector index as the existence of overall biases in fea-
tures between music and humming.



4.1. Dissimilarity Calculation using DP Matching

The sequences of music and humming segments contain-
ing note information are defined as R and Q.

R=[ro,r 12, Fiy.s FNga1]

Q = [QO sq15425ens Q]’ ceey CINQ-I]

where 7; is the note strength vector of ith segment of mu-
sic and q; is the note strength vector of jth segment of

humming. NR and NQ are the number of segments in the
music and humming respectively.

To match two sequences R and Q, a matrix D size NR X
NQ is constructed. An element of the matrix, d,,(r; q;) as
given in equation (6), represents the dissimilarity between
r;and q; when the overall pitch shift is ps.
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dps(ri’qj) =

The matching path Cps in case of pitch shift ps is defined
as a set of consecutive vector elements dps(ri, g;) which

decides the matching between R and Q. The Ath element
Cps = cpx,l 4

max(NR,NQ) < H < NR + NO +1 -7
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of matching path Cps is defined as Cps, ,=(i, j) and the

matching path can be represented as the following equa-
tion assuming that the length of the matching path is H.

After contracting DP arrays for all pitch shift values,
matching path can be selected for the matching cost to be

) = MIN

Zfﬁi d,, (C ps.h ) -(8)
H

ps

DP, (C

ps,min

minimized for each pitch shift values.
4.2. Windowing

Avoiding invalid matching patch could reduce much
matching time. If the path is too far from the ideal diago-
nal path, we need to exclude to as a path using window-
ing method on DP arrays. As shown the dotted line in in
figure 3, narrowing the upper and lower dotted lines
could reduce the matching time. However, it will cause a
lower variation allowed which could lead to a more strict
matching area.

4.3. Additions to the Conventional DP Matching

The measure that reflects the amount of how far the
matching path is from the ideal diagonal path is given by
the following equation.

H
TnRD)="T/NR + NQ

where H, is the length of the matching path. This mea-
sure is applied to the matching cost DPPS as a normaliza-

tion factor for calculating dissimilarity value between R
and Q in the form of addition or multiplication.

5. EXPERIMENTAION
5.1. Experiment Configuration

It is not that simple to find an appropriate dataset with
polyphonic music and humming. However, I am now
trying to get a QBH dataset with a modest humming
queries and music clips with 12 music clips and humming
samples. Table 1 is the configuration used here(NNF: no
use,NF1: multiplication,NF2:addition).

Table 1. Configuration of experiment

NNF NF1 NF2
=8 MO1 MO02 MO03
W=4 MO04 MO5 MO06

5.2. Experiment Results

There are various parameters in this algorithm, like the
size of neighbors in partial enhancing process and usage
of f measure which measures how far the matching path
is from the diagonal path.

Top 1 Top 3 Top 5
MO1 8.33 25 41.67
MO02 8.33 33.33 41.67
MO03 8.33 33.33 41.67
MO04 8.33 25 41.67
MO05 8.33 33.33 41.67
MO06 8.33 33.33 41.67

Table.2 The preliminary results

The results from Table 2 seems not very good. From
analysis, we may consider that the scale of database is too
small. On the other hand, the result seems to bee too ran-
dom. I believe there is still much to improve for the ex-



periments, so the report could still be modified. There is a
comparison of spectrogram and enhanced harmonic of a
music clip in figure 3, which could let us see the effect of
harmonic enhancement.

6. CONCLUSION

The project presents a QBH system with polyphonic mu-
sic data. The three main modules is melody extraction
from music and humming and matching the information
in mid-level representation. For this goal, we need to em-
phasize the most audible sound from mixture by harmon-
ic enhancing, calculate the possible notes by harmonic
sum, converting amplitude from frequency index to note
index, grouping similar frames to segments, and con-
structing note segment sequence to extract information.
We also need to use DP matching to overcome the differ-
ence between music and humming features. We could add
other modules to improve the accuracy and speed in the
future work, or we could try to extract features from a
completed song rather than music clips.

Figure 3. The effect of enhancing harmonic of a music
clip in a specific time.
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