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Abstract Experiment _ Result

The focus of this paper is to compare a convolutional neural network Step 1: Collect dataset
(CNN) and a recurrent neural network (RNN) in the particular task e 14 instruments out of 25 with 200
of instrument classification with log magnitude spectrogram. training and 120 test audio .
We first choose to use a simple but efficient CNN architecture— e Fach audio is trimmed into 1 second.
LeNet to verify the validity of using CNN for instrument * The start point of the clip is choose from = e
| ifi ion. W r ion str mean re th - : : Name Smoothed Value Step Time Relative
class cat.o e propose a design st ategy ga tto cap.tu e the the maximum of the derivative of the I ) .cc.:voceco 0315 03815 0.000 SuNov2s, 172007 0
relevant time-frequency contexts for learning timbre, which sighal power. mrns om s i oo s e (W] @ Lo o S O o sz i Lenet 5*5.64*80 0.2536 02536 0.000 SunNov26,17:17:32 Os
permlt.s'usmg domain knowle(.ige for d.eS|gn|ng architectures. Step 2: Preprocess Fig 1: filterbank with 64 and 128 bands Fig 2:Lenet with 5*5 and 3*8 filter
In addition, another goal of this paper is to use one of RNN  Compute short-time Fourier transform . o
structure called Long-Short Term Memory to realize instrument (STFT) of the recordings with 1024 fft
recognition. After comparing different network structure, we can length and 50% overlap.
make a conclusion that the LENET learns faster and more accurate e Filterbank with 64 and 128 bands
when doing instrument classification. spanning 0 to 22050Hz, which is the
’ = : : : Smoothed Value Time Relative
Nqu|St rate. * Name Smoothed Value Step Time Relative § @ | s7ivi_128+128_64+80 0.8190  0.8185 99.00 Sun Nov26,19:43:35 16m 25s
. . ) O LSTM_1layer{128 units)_64*80 0.8058 0.8060 99.00 Sun Nov 26, 20:50:33 13m 42s LSTM_128*64_64*80 08118 0.8113 00 Sun Nov 26 20:19:48 13m 16s
¢ Flna”y we COmpUtlng dB relative to peak LSTM_1layer(64 unit)_64*80  0.8002  0.8000 99.00 Tue Nov 28,16:02:37 15m 19s LSTM_1layer(128 units)_64*80 0.8058  0.8060 99.00 Sun Nov 26, 20:50:33 13m 42s
Proposed Method power and nominalized the data Fig 3: 1 layer LSTM with 64 and 128 units Fig 4:LSTM with 1 layer and 2 layers
Step 3:Training the network:
e Convolutional Neural Network  Convolutional neural network(CNN) . .
* Recurrent neural network (LSTM)
x] = (z x; ki + b}) Step 4: compare the result
LEM CNN: 5*5 filter vs. 3*8 filter*
= e T = PR LSTM: Name Smoothed Value Step Time Relative Name Smoothed Value Step Time Relative
= == K et , . N O LSTM_128*128_64*80 0.8188  0.8185 99.00 Sun Nov26,19:43:35 16m 25s LSTM_128%128_64*80 0.8188  0.8185 99.00 Sun Nov26,19:43:35 16m 25s
53; == ?;-; % | g-f;-;; 1.1 Iayer with 64 units vs. 128 @ .STM_128%64.64*80 08117  0.8113 99.00 SunNov26,20:19:48 13m16s | (@ Lenet 3*8.128*80  0.8304  0.8304 99.00 SunNov26,16:43:53 1h11m 47s
= - = R 2.1 layer vs. 2 layer* | | | | N -
= e = | SaEew Y 4 . Fig 5:LSTM with 128 units and 64 units Fig 6:Lenet compare with LSTM
3. 2 layer, the second layer 128 units vs. 64 .
| . in the second layer
- units™
(a). 3*8 kernel size (b).5*5 kernel size
1] CNN vs. LSTM*

INPUT g;éeaa&e?rgaps Csf PSR Ns4: 1. maps 4@ 13 X 17 . % . "
64 X 80 S2: 1. maps CS: " 5. layer QUTPUT Lenet with 3*8 filter vs. 2 layer LSTM system Conclusion

32@30X 38 ITTF- r \\ with 128*128 units in each layer.

1. Ina LENET system, the 3*8 kernel size can get a better solution.
2. Ina LSTM system, not only the number of units, but also the number of layers

\\ 5 oy | cassmncomesions ®  LONg Short-Term Memory Recurrent can affect the system. A two layer LSTM system with 128 units in each layer gets
Convolutions Subsampling  Convolutions Subsampnng Full connection the best solution.
. Recurrent neural network Neural Networks 3. The lLenetis mc?re suitabl.e with .Iarger input size(128*80).But the LSTM get
better result with 64*80 input size
outout Laver 0 ® ) @P @ 4. The learning rate from Lenet are faster than from LSTM system. And after 100
W Y L L. L L[ D, epochs, the result from Lenet is a little bit higher than from LSTM system.
Hidden Layer d : | = hd A —>—1 A N A A 5. In this case, we can make a conclusion that Lenet system is more effective when
TR N A A A A ) ] L ) Jaas > - classifying music instrument.
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