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Abstract

Channel normalization system aims to remove

the channel effects in speech signals, e.g. quan-

tization noise in coder or speech distortion, such
system is able to increase the robustness of auto-
matic speech verification (ASV) systems. How-

ever, to the best of our knowledge, previous works
were usually dealing with additive noise or con-
volutional noise. In this project:

e We create a channel corrupted speech dataset

e We applies an autoencoder architecture to
serve as a baseline for deep learning based
channel normalization.

Introduction

In commercial ASV systems, speech signals are usu-
ally recorded through communication devices of var-
ious qualities like telephones, cell phones, laptops
etc., and different types of devices have different
bandwidths and codec standards.
users, a lower bitrate codec are offen applied, but
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at the same time, it will introduce distortions and
packet loss. The above mentioned conditions may
cause various channel distortions and further affect
the performance of ASV.

Neural network based ASV system have been used
to minimize channel effects for years, this method is
able to achieve great performance as long as training
data and test data have similar properties.
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Figure 1: Acoustic Codec Simulator

Dataset Generalization and
Dataset for training

We apply acoustic simulator to VCTK corpus to
cenerate different codec corruptions for each clean
speech. This simulator comprises mainly four types
of codec standards with various parameters. Origi-
nal clean dataset contains 6626 pieces of speech seg-
ments sampling at 48kHz from 8 different people.

Training corruption dataset comprises of cvsd mod-
ulation with 128kb/s. Of all the speech segments,
2995 pieces are for training, 1225 for validation and
the rest for testing.

Methods: Autoencoder

The aim of autoencoder is to learn robust repre-
sentations from the data. Autoencoder neural net-
works first learn to compress input data into code
and then uncompress back, reconstruct the original
data and simutaneously remove corruption. We first
applied the simplest form of an autoencoder: feed-
forward, non-recurrent neural network which is ba-
sically many single layer perceptrons (MLP).

To store sequential information, we adapt the pri-

mary autoencoder into RNN fashion by adding a
LSTM layer.

log| STFT(recovered)|

— LSTM —> LSTM —* LSTM —>

log| STFT(corrupted)|

Figure 2: Recurrent Autoencoder

Evaluation

Our results show that this baseline is able to re-
cover clean speech and improve speech quality. From
the (perceptual evaluation of speech quality) PESQ
curve, we can see the improvement between corr-
puted speech and recovered speech. The average
PESQ improvement in simple autoencoder is 0.46

and 0.49 for autoencoder with LSTM layer.

Results
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Figure 3: Recovered Spectrogram after 1 Epoch
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Figure 4: Recovered Spectrogram after 100 Epoch
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Figure 5: PESQ of Corrupted Speech and Recovered Speech

Conclusions

In this project, we develop an autoencoder baseline
to compensate for a certain channel corruption. We
trained and evaluated this system on our created
dataset. Results show that this model needs further
training and parameters tuning. Since this project
only develops a baseline for channel compensation,
much more work should be done for future work,
such as building up a better neural network archi-
tecture for a more generalized dataset.
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