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ABSTRACT

Style transfer is the technique of recomposing inputs using 
the style of other inputs, which has gained increasing 
popularity recently. The success in image style transfer has 
inspired people to use similar methods to do style transfer in 
audio domain.  

In this project, we implement the architecture in [2]. We test 
it on several audio samples, and find the result of speech style 
transfer is the best, so we do further experiments on VCTK 
dataset to prove its performance in speech style transfer.

INTRODUCTION
Image style transfer can be achieved using deep CNN models. 
Gatys [1] proposes to generate images of specific artistic style 
from white noise using CNN.  

In [1], content is extracted as feature maps outputted by 
some pre-trained VGG layers; Style is defined as correlation 
between the feature maps in different channels and is given 
by Gram Matrix, which is the inner product of feature maps 
and their transpose. The white noise is gradually optimized by 
back propagation of both content loss and style loss. 

METHOD

In [2], they use same method as Gatys [1], taking magnitude 
spectrogram via STFT (Short Time Fourier Transform) as 
input instead of image. In this project, our method is based on 
[2] and we use several pairs of music to test the architecture. 
For quantitative evaluation, we design an experiment and use 
VCTK[10] dataset to prove the effectiveness.

• Network Selection: Wide-Shallow-Random Network, 1-
layer CNN with 4096 random filters. 

• Pre-processing: Hanning window of n samples (2048) with 
a n/2 hop size to segment it into T frames.  

• Feature Representation and Loss Function: 

- Content loss: MSE between output and input audio 

- Feature Correlation (Gram Matrix): 

- Style Loss: MSE between the gram matrices of style 
audio and the generated audio. 

- Total Loss = content loss + style loss 

•  Phase Reconstruction: Griffin-Lim algorithm

EXPERIMENT
• Dataset: 

- Dataset 1: 6 pairs of  audio samples: single instrument 
music, symphonic music and speech 

- Dataset 2: English Multi-speaker Corpus for CSTR Voice 
Cloning Toolkit: 109 native speakers of English 

•  Result 
- Experiment 1: The result of rap music (content) and 

speech (style) sounds like transfer voice in rap music 
onto voice in speech music. 

- Experiment 2: 

Speaker Number Train/Test Accuracy

4 80/80 0.925

10 80/80 0.485

DISCUSSION
The model is inspired by texture network, which is designed 
for image style transfer. We regard spectrogram as image in 
order to use the network in image style transfer. Instead of 
using pre-trained CNN (like VGG, SoundNet), we use Wide-
Shallow-Random Network to extract “content” and “style”. 
Surprisingly, the random CNN shows a good performance in 
speech recognition, which means it can capture features of 
speaker identity.
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Figure 1 Image style transfer example

Figure 2 Architecture of image style transfer [1]

Figure 3 Architecture of this method Figure 4 Content audio: rap; Style audio: speech


