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ABSTRACT

Synchronizing audio and video has always been a time-consuming

and frustrating work for video editors. It often takes a several time of

re-editing to perfectly align the pictures and music. Thus, a high

demand of an automatic synchronization tool for professional and

amateur video editors exists. The proposed system uses music track

as reference and process the video to match with the vocal through a

convolutional neural network, which is trained using a single voice

singing dataset URSing.

PREPROCESSING

CNN ARCHITECTURE

METHODS

The proposed audiovisual alignment model uses binary classification

to find the corresponding relationship between an audio clip and a

video frame. A convolutional neural network (CNN), which takes

extracted features of segmented audio content and video image

through the preprocessing stage, is used to train a model that

classifies whether a pair of preprocessed audio and video clip match

each other or not. The output audio and video temporal sequence will

be evaluated using dynamic time warping (DTW), which is an

algorithms used to measure the similarity, are used as a guideline to

adjust the time position of video frames.

DATASET
We recorded the audio-visual solo singing performance dataset

URSing and used for training and testing the neural network in this

project. The dataset contains

• 65 single-voice songs

• English and Mandarin Chinese

• Different genres

• Recorded by a mixture of male and female

• 44.1kHz and 16bit mono

• Converted to stereo in mixing

• Recorded in isolation environment

• Mixed using noise reduction, compression and reverb

effects.

• Clean vocals and instrumental are also separately

provided .

• A subset of URSing - excerpt_bv_rev

• 26 video & audio clip pairs

• Duration: 30 sec

• 13 for training

• 3 for validation

• 10 for testing

Audio Feature:

• Log-scaled Mel-frequency Spectrogram

Visual Feature:

• Segmented into 16 frames

• Cropped with resolution of 64× 64 pixels around mouth

The audio time-frequency feature fs and image spatial

feature fp acquired from the preprocessing step are then

concatenated to create a spatio-temporal feature. The spatio-

temporal feature are combined and forward into a tensor in

the proposed CNN model, which consists of three

convolutional layers and one linear layer that uses a sigmoid

function. The dimension details of layers in the CNN

architecture is shown in Fig.3. Through the network, an

output of a binary number of 1 or 0 can be generated and

represent whether the two inputs match or not.
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For future improvement, we will be focusing on processing the 

video based on the result generated from the neural network. 

The DTW generated using the result of the neural network can 

be used as guideline to shift the frames accordingly and match 

with the true audio content. In addition, the network proposed 

can only deal with unmatched video without missing and false 

lip motion. A modification of our model should be investigated 

to deal with such situation.

• Current result does not show that the network is fully

trained

• Potential reasons might be lack of pre-training or the low

learning efficiency based on the current preprocessing

method

• Further modification of the network is needed


