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ABSTRACT 

Recently, a brain-computer interface (BCI) using virtual 

sound sources has been proposed for estimating user in-

tention via electroencephalogram (EEG) in an oddball 

task. However, its performance is still insufficient for 

practical use. In this work, we propose using multiple 

unique sound images coming from six directions in the 

form of spoken syllables. We aim to optimize the presen-

tation sequence codebook to make a practical auditory 

P300 speller. To this aim, we have shown the differences 

of P300 brain response between playing from one direc-

tion versus two different directions using support vector 

machine classification. The results show that the brain 

generates stronger P300 response to the stimuli presenta-

tion from two different direction, allowing us to design 

more efficient auditory BCIs 

1. INTRODUCTION 

Brain-computer interfaces provide additional means for 

humans to interact with their environment. Signals rec-

orded from the brain such as EEG provide meaningful 

information streams that can be classified into commands 

that the user intends to execute. This is especially useful 

for people who have lost their traditional means of com-

munication - allowing paralyzed people to operate robotic 

arms [1], wheelchairs [2], or to spell out words [3]. 

 

There are several EEG brain activity patterns that can be 

utilized for a brain-computer interfaces including P300, 

SSVEP, or sensorimotor rhythms. The P300 event-related 

potential is the electrophysiological response to infre-

quent stimuli occurring during an oddball paradigm. The 

P300 waveform is characterized by a peak 300 ms after 

stimulus onset, and is on the scale of millivolts [4]. 

Hence, it is vital to use proper stimuli to elicit strong 

P300 responses. 

 

For a P300-based BCI speller visual stimuli are most 

commonly used, where letters are arranged in a grid. 

Rows and columns are flashed while the user attends a 

single letter, and a binary classifier determines whether 

the flashed produced a P300 response. The probability of 

all letters are adjusted until they pass a confidence 

threshold and a letter is chosen [4]. 

 

However, brain-computer interface are designed for pop-

ulations that include people with neurodegenerative dis-

orders such as ALS or Parkinson’s disease. For these 

people that have lost their ability to move their limbs, it is 

difficult to attend their gaze to different visual stimuli, 

and an alternative form of stimulus presentation is neces-

sary [5]. One approach is to use audition, however these 

P300-spellers typically present individual stimuli sequen-

tially which results in a slow, inefficient system. 

 

There is recent work using auditory stimuli coming from 

different directions to produce P300 responses. Schreuder 

et al. 2010 first utilized spatialized audio in a multi-class 

brain-computer interface using eight speakers arranged 

around listeners, obtaining about 70% classification per-

formance [6]. In 2013, Nambu et al. 2013 utilized virtual 

spatialized audio presented through binaural headphones 

to achieve similar performance for six virtual speakers, 

with single-trial performance of 70% to 89% when aver-

aging over multiple trials [7]. Carabez et al. 2017 used 

convolutional neural networks to achieve 90% single-trial 

performance for spatialized audio from six directions [8]. 

 

There exists work that makes use of this stimulation 

technique. Sugi et al. tested the impact of using different 

stimulus onset asynchronies (SOA), which are the dura-

tions between presented sounds [9]. The reasoning was 

that while decreasing SOA speeds up the task, sound per-

ception make become too difficult, with fewer and small-

er P300 responses. They had their participants count the 

number of times a white noise stimulus came from a spe-

cific direction, where all directions used the same sound 

image. They found that SOAs should be chosen based on 

the user - most users could optimally perform around 400 

ms, but some could perform optimally at even shorter 

SOAs around 200 ms.  

 

We aim to further expand upon this research. When using 

multiple unique sound images coming from each direc-

tion in the form of spoken syllables, additional complica-

tions arise. One concern is the choice of stimulus presen-

tation order. The P300 response is influenced by intertar-

get times (ITT), where more time between presentations 

of the attended stimuli enhance the P300 response. Con-

versely, playing the same stimulus too soon can have 

negative consequences on the P300. Hence our goal is to 

design and test different presentation codebooks that op-

timize the relationship between SOA and ITTs for an au-

ditory P300 utilizing many unique auditory stimuli.  
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2. METHODS 

2.1 Experimental Design 

2.1.1 EEG Recording 

In this study the data corresponds to the evoked p300 

waves on an auditory BCI paradigm has been used. A 

digital electroencephalogram system (Active Two, Bio-

Semi, Amsterdam, Netherlands [10]) at 2048 Hz was 

used for recording the data. The recording device consists 

of 64 electrodes distributed over the head of the subject 

based on standard 10-20 system. The distribution of the 

electrodes was shown in Fig. 1. 

 
Figure 1: 64-channel electroencephalogram (EEG) layout 

used in the experiment. 

2.1.2 Proposed Experiment Design 

In this work, we propose a setup where we will test the 

subjects P300 brain responses in paying attention to the 

target stimuli among real source separated loudspeakers. 

The subjects are presented with stimuli from six direction 

semi-simultaneously.  On every trial, listeners are cued 

by a 400 ms audiovisual cue to attend one of the six di-

rections. 

 

The stimuli consist of 26 English letters, which are split 

across the six external speakers. Thus, a participant 

knows to attend to a specific speaker. The set of possible 

stimuli at each speaker remains constant, but the order of 

the stimuli varies within-speaker. While the order across-

speakers depends on our codebook strategy, all speakers 

will play a stimulus in sets until all stimuli are depleted 

(single trial). Timing is one factor we are investigating, 

where we present stimuli at different presentation rates, 

with stimulus onset asynchronies (duration between tar-

get presentations) ranging from 100 ms to 300 ms. Once 

a trial is complete, we repeat additional trials with the 

same attended stimulus until we reach 12 trials, forming a 

single block. The placement of the speakers is shown in 

Fig. 2, with the flow of the experiment shown in Fig. 3. 

 

The designing of the experiment was done by using expy-

fun [16]. 

 

 

 
 

Figure 2: Real disposition of the six sound directions 

relative to the user. 

 

 
 

Figure 3: Presentation codebook (task constitution). 

2.1.3 Tested Experimental Design 

The subject participated in two different experiments. 

First, they were resented with stimuli from two direction 

simultaneously. On every trial, listeners were cued by a 

500 ms audiovisual cue to attend one of the two direc-

tions. Second, the stimuli were presented at one of the 

two directions. 

 

Each trial consisted of playing 26 English letters. For 

multiple speakers, the stimuli were evenly split, and a 

participant could attend to their stimulus at a predeter-

mined direction (Fig 4.). The set of possible stimuli at 

each speaker remains constant, but the order of the stimu-

li varies within-speaker. Each trial was repeated 10 times 

for every letter. 



  

 

 
 

Figure 4: Flow for reduced experiment. 

2.2 Data Preprocessing 

EEG data preprocessing is conducted as follows: The 

EEG data  were high-pass and low-pass filtered. The low-

pass cutoff frequency was 0.1 Hz and the high-pass cutoff 

frequency was 15 Hz. The artifacts were removed by ap-

plying independent component analysis (ICA) using 

MNE package [11]. For each channel, we averaged the 

last 100 ms of the signal before stimulus onset as a base-

line correction, and subtracted it from the measured data. 

Then we down-sampled the data to 128 Hz. 

 

2.2 Feature Extraction and Feature Selection 

2.2.1 Event related potentials (ERP)  

ERP is the feature that commonly considered in analyz-

ing the EEG data which are related to the specific event.  

Audio P300 response most of the time occurs in the time 

range between 200 ms and 350 ms after the stimuli onset. 

Thus, the ERPs in this time range considered as the fea-

tures for the rest of the evaluations.  

2.2.2 Wilcoxon Rank Sum Test 

In statistics, the Wilcoxon test []is a nonparametric test of 

the null hypothesis that it is equally likely that a random-

ly selected value from one population will be less than or 

greater than a randomly selected value from a second 

population. 

 

This test can be used to investigate whether two inde-

pendent samples were selected from populations having 

the same distribution. A similar nonparametric test used 

on dependent samples is the Wilcoxon signed-rank test. 

With applying this test we were able to find which fea-

tures from which channels could be the discriminant fea-

tures between target and non-target groups. 

2.3 Classification  

Support vector machines so-called as SVM is a super-

vised learning algorithm that can be used for classifica-

tion and regression problems as support vector classifica-

tion (SVC) and support vector regression (SVR). Gaussi-

an RBF(Radial Basis Function) is one of the popular 

Kernel methods used in SVM models for more. RBF ker-

nel is a function whose value depends on the distance 

from the origin or from some point. Gaussian Kernel is of 

the following format: 

 

𝐾(𝑋1, 𝑋2) = exp(−𝛾‖𝑋1 − 𝑋2‖
2) 

 

Behavior: As the value of γ increases the model gets 

overfits. As the value of γ decreases the model underfits. 

Here we set the values to auto to select the best parame-

ters for classification. 

3. RESULTS 

In this section the results for the two different experiment 

are presented. The set of channels relate to the selected 

features are "P5, Oz, POz, Cz, CP4, CP2, P2, P4, P6", 

and " P5, P7, O1, Pz, CPz, P4, P8" for one speaker and 

two speakers respectively. Figure 5 shows the ERPs for 

the experiment related to the one speaker and two speak-

ers. The results show that the P300 response to the two 

speaker case is much more clear and could make discrim-

ination between two groups around 250 ms.  

 

Since the data is imbalance, the AUC is the good metric 

to show the effectiveness of the method. The receiver op-

erating characteristic curve (ROC) for the two experiment 

considering the whole targets together is presented in Fig. 

6. By considering each letter stimulus individually the 

ROC increase up to 0.8 for two speaker condition and 

0.73 to one speaker condition. 

 

 
Figure 5: ERPs for (a) two speaker experiment , and (b) 

one speaker experiment 

 
Figure 6: AUC Curves for One vs Two Speakers  
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Figure 4. ERPs for (a) two speaker experiment , and (b) one speaker experiment 

 

 

Figure 5. gained with SVM classifier 

 



  

 

4. CONCLUSIONS 

Here we demonstrate the usefulness of using multiple 

speakers for an auditory P300 BCI setup. We compared 

the classification performance between one and two 

speakers with AUC analysis, which showed better per-

formance with the latter condition. 

 

In the near future we plan to test our six speaker ap-

proach, which we proposed in this paper. Furthermore, 

we would utilize deep-learning with CNN.  
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